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2.2.3 Missing Not at Random (MNAR)
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5.2 Auto Associative Neural Networks and Genetic
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6.3 Fuzzy ARTMAP Classification of HIV
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ESTIMATION OF MISSING DATA USING A NEURO-FUZZY
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ABSTRACT

In this paper, the analysis of a neuro-fuzzy mference
architecture for missing data imputation 1s presented. The
background of the missing data problem 1s sketched along
with the methods currently used to impute missing data m
databases. Three datasets, namely. the HIV South African
seroprevelance data, Puma 560 Robot Arm data and the
letter image recognition data are used to investigate the
ability of the inference system to estimate the missing
data. The mference 1s found to have an accuracy of 60 %
when imputing the age of the father in the HIV dataset
and an almost zero error when imputing the angular
acceleration of the robot arm data. The accuracy of
imputing the width of the letter attribute box proved to be
satisfactory with a comrelation coefficient of 0.9636
indicating close correlation.

KEY WORDS
Neuro-fuzzy. missing data, ANFIS, numencal methods

1. Introduction

The missing data problem has gained great populanty
which has led to the development of a number of methods
to handle and. in cases where the data have to be
computationally analysed, impute the nussing data [1].
[2]. [3]- In most cases, as 1s the case with large databases,
computational analysis cannot be conducted without the
availability of complete information. Traditionally, ad hoc
methods have been used when dealing with massing data;
these include mean substitution and the deletion of all
data entries that contain missing variables. Although easy
to implement, these methods often lead to loss of data
resulting 1n a more biased database. This has led to the
development of more advanced regression techmeques and
likelthood based approaches such as expectation
maximization (EM). Recently. the use of autoencoders
comjunction with the genetic algorithm has also been
employed for the missing data problem. This paper
wntroduces the missing data problem and uses a neuro-
fuzzy architecture fo estimate mussing data i three
databases, namely, the South African HIV seroprevalance
survey data, puma 560 Robot Arm data and letter
{alphabet) image recogmition data. The backgrounds of
the missing data problem as well as neuro-fuzzy

computing are presented. The expenimentation and results
are then presented followed by the conclusion section.

2. Background

The background of the missing data problem and its
mechanisms as well as a brief background of the neuro-
fuzzy architecture used in this paper are presented.

2.1 Missing data

The nussing data problem is a widely researched topic
[11. [2]. [3]. [4]. [5]. [6]. [7] that has led to developments
of many methods that analyse and impute the missing
data with great accuracy. Missing data estimation
depends. to a large extent. on the knowledge of how the
data are missing. Three mechanisms of mussing data have
been documented [1], [2]. [4]. [8] which include missing
completely at random (MCAR). mussing at random
(MAR) and nussing not at random (MNAR), also called
the non-ignorable case. MCAR occurs when the
probability of the nussing data variable is independent of
the vamable value itself or on any other values m the
database. In this case, when the missing records are small
in comparison to that of complete records. list-wise or
pair-wise deletion of cases may be chosen as methods of
handling the missing data [9]. MAR occurs when the
probabality of the missing data vanable 1s dependent on
other variables in the database but not on the value of the
variable itself This means that there exists some complex
relationship between the observed and missing data; ie.
the observed data can be used to approxmmate the missing
data. When data are MNAR. the probability of the
missing data vanable is related to the value of the missing
variable, this means that missing data varables cannot be
predicted from the observed database. Dealing with this
type of missing data 1s difficult and may involve imputing
the missing variables based on external data not within
the database [9]. There are a number of methods that are
available for the imputation of missing data including the
use of arificial intelligence methods. Tlis paper
investigates the use of a neuro-fuzzy architecture to
impute the missing data. This 1s because of its ability to
extract expect knowledge from the mput-output dataset
enabling the understanding of the system.



1.2 Neuro-fuzzy computing

The neuro-fuzzy architecture integrates the use of neural
networks, which identify interrelationships and patterns in
numerical datasets, and fuzzy systems, that incorporate
expert knowledge and perform decision making [10]. This
results in an inference system (as a result of fuzzy rules)
that has the ability to leamn and adapt through its
environment (as a result of neural networks) A
conventional fuzzy system uses expert knowledge to
produce a linguistic rule base and reasoning mechanism
for decision making. If artificial neural networks. together
with an optimisation technique, are incorporated into the
fuzzy model to automatically tune the fuzzy parameters
(antecedent membership functions and parametric
consequent models), then the product is a neuro-fuzzy
inference system [10], [11]. There are a number of
different fuzzy inference models including the Mamdam.
Takagi-Sugeno (T-S) and the Tsukamote fuzzy models
[10]. In this paper, the T-S fuzzy inference system is used
because of its ability to generate fuzzy rules from an
input-output dataset which is especially useful in systems
where the prior knowledge of an expert is not available
but a sample of input-output data 1s observed. A T-S
adaptive neuro-fuzzy inference system (ANFIS)
architecture 1s used in the implementation of the learning
procedure depicted in figure 1 [11]. [12].

ETRUCTURE MITIALIZATION

FARAMETER INITIALIZATION
HOBLINEAR GFTIMIZATIGN STEF

FARAMETRIC
TUNING:

FARAMETERS
Figure 1: Flow chart of the ANFIS learning procedure [11], [12].

The structural tuning (outer loop 1n figure 1) 1s used to
find the appropriate number of rules and partitioning of
the mnput space. Once an optimum structure has been
determined, the parametric tunmg. which determines the
optimum  antecedent membership functions and

consequent parameters 15 performed. The inifialisation of
the architecture is performed by using a hyper-ellipsoid
fuzzy clustering technique to cluster the input-output data.
The parametnc tuming (mnner loop 1n figure 1) searches for
the best set of parameters by mimimising the sum of
squares (Jy) cost function. This parametric tuning is
dependent only on the training data [11], [12].

3. Experimentation

The evaluation of the ANFIS architecture in imputing the
missing variable in each dataset 1s dependent on the
representation of the data as well as the structural
selection of the architecture. The datasets as well as the
structural selection for each dataset are presented on tlus
section.

3.1 Datasets

Three datasets. viz. the HIV seroprevelence data. part of
the Pumadyn datasets and the letter image recognition
data, were used to measure the performance of the ANFIS
architecture at imputing mussing data. These datasets are
explained further in this section. The missing vanables in
each dataset are the age of the father in the HIV database,
the angular acceleration of the Pumadyn robotic arm and
the width of the box containing the letter pixel in the letter
recognition dataset. In order to incorporate the use of the
ANFIS architecture to impute the mussing vanables in
each case, the attnbutes in each dataset are scaled
between the range [-1 1].

HIV dataset

This dataset was obtained from the South African
antenatal seroprevalence survey of 2001. The data for this
survey were collected from questionnaires answered by
pregnant women visiting selected public clinics in South
Africa and only women undertaking in the study for the
first time were allowed to participate. This dataset has
been used by analysts to investigate the effect that
demographic mformation has on the HIV nsk of an
individual. This 1s especially helpful in countries such as
South Africa. that have a high HIV infection rate. The
data attmbutes used in this study are the HIV status,
Education level. Gravidity, Parity, the Age of the Mother
(pregnant woman) and the Age of the Father (responsible
for the most recent pregnancy). The HIV status is
represented in binary form, where 0 and 1 represent
negative and positive respectively. The education level
indicates the highest grade successfully completed and
ranges between 0 and 13 with 13 representing tertiary
education. Gravidity 1s the number of pregnancies.
successful or not, expermenced by a female, and 1s
represented by an integer between 0 and 11. Parity is the
number of times the individual has given bith and
multiple births (e.g. twin births) are considered as one
birth event. Both parity and gravidity are used in this
dataset to indicate the reproductive health of the woman.






Ad









Imputation of Missing Data using PCA, Neuro-Fuzzy ad
Genetic Algorithms

Nthabiseng Hlalefe Fulufhelo Nelwamondb Tshilidzi. Marwala

School of Electrical and Information Engineeringiivrsity of the Witwatersrand
Private Bag 3, Wits, 2050.
2Graduate School of Arts Sciences, Harvard Unitiersiollyoke Center 350, Cambridge,
Massachusetts, 023138
!nthabiseng.hlalele@students.wits.ac'zamarwala@ee.wits.ac.za
’nelwamon@fas.harvard.edu

Abstract. This paper presents a method of imputing missatg that combines principal
component analysis and neuro-fuzzy (PCA-NF) modelim conjunction with genetic
algorithms (GA). The ability of the model to imputéssing data is tested using the South
African HIV sero-prevalence dataset. The resulticaite an average increase in accuracy
from 60 % when using the neuro-fuzzy model indepatig to 99 % when the proposed
model is used.

Keywords: Neuro-Fuzzy (NF), Principal Component Analysis (BOBenetic Algorithms
(GA), Missing Data

1 Introduction

The missing data problem is a widely researchett tilyat has a huge impact on any field that
requires the analysis of data in order to make @sim or reach a specific goal [1-7]. A
number of methods have been investigated and imguited in order to deal with this problem,
especially in large databases that require compugdtanalysis [1], [2], [3]. Traditionally, ad
hoc methods have been used when dealing with mgiskita; these include mean substitution
and the deletion of all data entries that contaissing variables. Although easy to implement,
these methods often lead to loss of data resulirrgmore biased database. This has led to the
development of more advanced regression technigésikelihood based approaches such as
expectation maximization (EM). Auto-associative rametworks (AANN) in conjunction with
genetic algorithms have been employed and modifiechprove the accuracy of computational
methods in imputing missing data [1, 6]. This papdds to this knowledge by employing
principal component analysis, neuro-fuzzy modehling genetic algorithms to impute missing
data in the HIV sero-prevalence dataset. The backgls of the missing data problem, neuro-
fuzzy computing and PCA are presented. The PCA-MFrtthod along with its testing data
and measures are then presented followed by thé#sesd discussions.



2 Background

The background of the missing data problem andnigghanisms is presented. Neuro-fuzzy
networks, PCA and genetic algorithms are also lgriicussed.

2.1 Missing Data

Missing data estimation, like any other data analygethod, depends on the knowledge of how
the data are missing. Three mechanisms of missiteyltave been documented [1-2], [4], [8-9]
which include missing completely at random (MCARijssing at random (MAR) and missing
not at random (MNAR) also called the non-ignoraddse. MCAR occurs when the probability
of the missing data variable is independent ofwgable value itself or on any other values in
the database. MAR occurs when the probability ef itissing data variable is dependent on
other variables in the database but not on theevafuhe variable itself. This means that there
exists some complex relationship between the obseand missing data; i.e. the observed data
can be used to approximate the missing data. Wigm ate MNAR, the probability of the
missing data variable is related to the missingadtis means that missing data variables
cannot be predicted from the observed databasdinDeaith this type of missing data is
difficult and may involve imputing the missing valles based on external data not within the
database [9]. Because it is often difficult to det@e what mechanism brought about the
missing data, artificial intelligence methods hdeen investigated to solve the missing data
problem irrespective of its missing mechanism |2, 7

2.2 Neuro-Fuzzy Computing and Genetic Algorithm

The neuro-fuzzy architecture integrates the use nefiral networks, which identify
interrelationships and patterns in numerical dasagend fuzzy systems, that incorporate expert
knowledge and perform decision making [10]. Thisutes in an inference system (as a result of
fuzzy rules) that has the ability to learn and adapugh its environment (as a result of neural
networks). A conventional fuzzy system uses exkmotvliedge to produce a linguistic rule base
and reasoning mechanism for decision making. Ificietl neural networks, together with an
optimization technique, are incorporated into thezy model to automatically tune the fuzzy
parameters (antecedent membership functions areimeatic consequent models), then the
product is a neuro-fuzzy inference system [10-12]this paper, the Takagi-Sugeno fuzzy
inference system is used because of its abilitgdnerate fuzzy rules from an input-output
dataset thus encapsulating expert knowledge thwherwise lost when using traditional neural
networks or autoencoders. Genetic algorithms (Gi) inspired by the theory of evolution
involving genetic processes such as mutation, sefe@and cross over [13]. The Genetic
Algorithms Optimization Toolbox (GAOT) is used tgtonize the value of an evaluation
function [14]. When AANN, which recall the inputteaused for missing data imputation, the
GA attempts to minimize the error between the ougmg the input data.
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2.3 Principal Component Analysis

Principal Component Analysis is a statistical tegha used for data dimension reduction and
pattern identification in high dimensional data]jIbhe PCA orthogonilizes the components of
the input vectors to eliminate redundancy in thpuindata thereby exploring correlations

between samples or records. It then orders thédtirggeomponents such that the components
with the largest variation come first. The compegssiata (mapped into i dimensions) is

presented by:

Y, =X,  PCvectoy,. @

i

where the principal component vectdfVector js presented by the eigenvectors of the i

largest eigenvalues of the covariance matrix ofitipat = 1'% with k dimensions and j set of

records(i £ k).

3 Proposed Method

The method used to impute the missing data is ptedeFirst the dataset as well as the data
preprocessing are presented followed by the matBed to impute the missing data.

3.1 HIV Sero-Prevalence Data

This dataset was obtained from the South Africatersatal sero-prevalence survey of 2001
[16]. The data for this survey were collected frquestionnaires answered by pregnant women
visiting selected public clinics in South Africachanly women undertaking in the study for the
first time were allowed to participate. This datdsas been used to investigate the effect that
demographic information has on the HIV risk of adividual [17]. This is especially helpful in
countries such as South Africa, which have a higii idfection rate. The data attributes used
in this study are the HIV status, Education levetavidity, Parity, the Age of the Mother
(pregnant woman) and the Age of the Father (resiptanfor the most recent pregnancy). The
HIV status is represented in binary form, wherer@dl 4 represent negative and positive
respectively. The education level indicates thénégg grade successfully completed and ranges
between 0 and 13 with 13 representing tertiary atioc. Gravidity is the number of
pregnancies, successful or not, experienced bynwlé and is represented by an integer
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between 0 and 11. Parity is the number of timesindesidual has given birth and multiple
births (e.g. twin births) are considered as onthl@vent. It is observed from the dataset that the
attributes with the most missing values are theafgbe father (3972 missing values), the age
of the mother (151 missing values) and the educaéwel (3677 missing values) of the
pregnant woman. Imputing these data variables ligflleén educating people about HIV and
the factors that render some individuals more rislan others. In situations where an attribute
is missing in the questionnaire, it is almost ingioke to retrieve this information from the
woman who supplied it due to the anonymity of thelg. It is for this reason that missing data
imputation methods are employed.

3.2 Data Preprocessing

When fitting a model in order to solve a probletrisinecessary to prepare the data such that
the essence of the data is captured by the propusddl. First the data entries are normalized
within the range [0 1] in order to implement theurefuzzy model and, secondly, the data
entries that contain logical errors are removeck data is then evaluated in order to see which
attributes contribute the most outliers as showfigure 1.
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|
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5 [ |
03l % ‘ ‘ i

0.2+ . ] =
0.1} L L B
ok 4
Il I I I I Il
Age of Mother Education level Gravidity Parity HIV status Age of Father
Column Number

Fig. 1 HIV dataset outliers per attribute.

It is important to remove outliers because thegmftepresent misplaced data points which
result in longer training times and models thatfqren poorly. The crosses in the figure

represent the outliers that are present as a rekefich attribute, it is clear that the attributes
that are more likely to be missing in the datasetthe age of the mother, the education level
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and the age of the father, also produce the mdbexsu The data is then arbitrarily partitioned
into 9745 datasets to train the model and 246htedatasets.

3.3 Proposed Method and Simulation

During training, PCA is employed to orthogonalibe tdata ensuring that the model is better
trained. Performing PCA on the input data resuitsorthogonal data that has variance
percentages as illustrated by figure 2.

100 T T T T T 100%

90%

80%

70%

60%

50%

40%

Vaiaroe Bxdained (99

30%

20%

10%

0%

1 2 3 4 5
Principal Component

Fig. 2. Variance of the training input data principal comeots.

It is clear that a greater percentage (75 %) ofviméance in the principal components can be
attributed to the first two principal componentiustrating the orthogonality of the training
data. The PCA compressed data (using equations(ijen used during training to model all
three of the data attributes that are likely torbissing. Figure 3 represents the proposed
missing data imputation model.
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Fig. 3. Flowchart of the proposed model for imputing nmgslata

When an input matrix that contains a missing vaeiais fed into the proposed model, it is

compressed and a neuro-fuzzy model (that has siteeeh trained) is used to impute the variable.
The sum squared error between the data that centh& imputed variable and the neuro-fuzzy
output is then evaluated and minimized using the GA

4 Results and Discussions

The results found when using the model are thecudiged.

4.1 Results

A test sample is first evaluated using the neumzfumodel on its own to impute the father’'s age
without compressing the data. The father's agd@sen as the test experiment because it the field
with the most missing values. The results of te& experiment are shown in Figure 4. These results
indicate that the neuro-fuzzy model is unable tpute the missing data with great accuracy. The
age of the father can only be imputed with an aaoypof 60 % within a 10 % margin. At first glance
these results might seem satisfactory due to tttettiat people are usually classified within a @iert
age group (e.g. anyone from the ages of 13 andeaBsyis considered a teenager etc), however, the
measure used indicates poor performance sincedan pérson is given a larger margin of error than
a younger person (10 % of 50 is 5 whereas 10 %6 @ 1.6).
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Fig. 4. Neuro-fuzzy imputation of the father's age

By employing a hybrid method such as the one preghdsere, the accuracy of the imputation is
expected to increase (because hybrid systems dttempapture complex natural intelligence).

Following the test experiment, the proposed moslehén implemented to impute the missing data
yielding the results shown in figure 5 for the ajehe father. There is obvious correlation between
the imputed and actual age of the father.

50
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Fig. 5. Proposed model's imputation of the father’'s age.

The imputation results of the age of the mothen atsrrelate quite well as indicated by table 1. The
accuracy of the mother or father's age is measwittdn 1 and 2 years. The imputed education level
of the mother has no correlation at all with thaatlevel indicating a low accuracy value measured



within 1, 2 and 5 grades. This, for example, metra the system has 98.99 % accuracy in
estimating a woman'’s age within = 1 year.

Table 8.Percentage of data that are correctly imputed.
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4.2 Discussion and Conclusion

From figure 1, it is deducible that the attributggh the most outliers are also the attributes #ret
likely to be missing. This is because both the mgslata problem and the problem of outliers
contain extreme values that provide erroneous imédion and modelling. This type of information
is useful when building models that impute misgiiaga. When the results in Figure 4 are compared
with that of Figure 5 (imputation of the age of tla¢her), it is clear that using the hybrid method
provides better accuracy in imputing the age. Wtherability of the system to impute the age of the
mother is compared to Figure 1, it is deduciblé tha less varied the outliers of a variable (sash
the case with the age of the mother), the higherithputation accuracy of the model for that
variable. The inverse can thus be the reason ferlatv accuracy of the system to impute the
education level. This suggests that other meth@d®dked into for imputing variables that have
such a varied outlier model as the education lef/giis database.
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