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Abstract

The images from the African articles dataset presented challenges to the Optical
Character Recognition (OCR) tool. Despite successful binerisation in the Image
Processing step of the pipeline, noise remained in the foreground of the images.
This noise caused the OCR tool to misinterpret the text from the images and thus
needed removal from the foreground. The technique involved the application of
the Maximally Stable Extremal Region (MSER) algorithm, borrowed from Scene-
Text Detection, and supervised machine learning classifiers. The algorithm
creates regions from the foreground elements. Regions are classifiable into noise
and characters based on the characteristics of their shapes. Classifiers were
trained to recognise noise and characters. The technique is useful for a
researcher wanting to process and analyse the large dataset. They could semi-
automate the foreground noise-removal process using this technique. This would
allow for better quality OCR output, for use in the Text Analysis step of the
pipeline. Better OCR quality means less compromises would be required at the
Text Analysis step. These concessions can lead to false results when searching
noisy text. Fewer compromises means simpler, less error-prone analysis and
more trustworthy results. The technique was tested against specifically selected
images from the dataset which exhibited noise. It involved a number of steps.
Training regions were selected and manually classified. After training and running
many classifiers, the highest performing classifier was selected. The classifier
categorised regions from all images. New images were created by removing
noise regions from the original images. To discover whether an improvement in
the OCR output was achieved, a text comparison was conducted. OCR text was
generated from both the original and processed images. The two outputs of each
image were compared for similarity against the test text. The test text was a
manually created version of the expected OCR output per image. The similarity
test for both original and processed images produced a score. A change in the
similarity score indicated whether the technique had successfully removed noise
or not. The test results showed that blotches in the foreground could be removed,
and OCR output improved. Bleed-through and page fold noise was not
removable. For images affected by noise blotches, this technique can be applied
and hence less concessions will be needed when processing the text generated

from those images.
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Accompaniments
This document is expected to be accompanied by 1 CD which includes a copy of
the MATLAB® code files used to carry out the research, and the R code file used

to do the text comparisons. The code from these files can also be found in

Appendix C.

MATLAB ® Files
The MATLAB® files can be run in the MATLAB® program. A trial version of
MATLAB® can be downloaded from:

https://www.mathworks.com/programs/trials/trial_request.html
The required packages can be downloaded at:

1 Image Processing Toolbox
http://www.mathworks.com/products/image/

T Computer Vision System Toolbox
http://www.mathworks.com/products/computer-vision/

i Statistics and Machine Learning Toolbox

http://www.mathworks.com/products/statistics/
There are three files:

1) GenerateMSERs.m i includes code to generate MSERs from images

2) ClassifyMSERs.m i includes use of a classifier to determine if an MSER
is noise or character.

3) ProcessNewlmages RemoveNoiseElements.m i includes code to create

new images by removing noise MSERs from the original images.

R File

The R file can be run in RStudio®. RStudio® can be downloaded for free from:

https://www.rstudio.com/products/rstudio/download/

There is one file: Compare_OCR.R i used to return Levenshtein distance
algorithm result from the comparison of two texts. Requires the installation of

package readr. The instruction is included in the script: install.packages("readr").


http://www.mathworks.com/products/image/
http://www.mathworks.com/products/computer-vision/
http://www.mathworks.com/products/statistics/
https://www.rstudio.com/products/rstudio/download/
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1. Introduction

Helen is a historian. She is responsible for a large collection of historically
significant newspapers. They are old but they are important. They are also
numerous. Anyone who wishes to pull useful data from these documents has a

mammoth task before them.

These papers can be scanned into a computer. From this point, multiple copies
can be made and read without physical degradation to the actual paper. This is
helpful for preservation but does not make the paper all that useful yet. They are
still only readable by a human because the documents have been scanned in as
images, not text. It is equivalent to having taken photographs of the papers and
browsing them on a computer. But, what if Helen wanted to perform word
searches on these images? This is impossible without processing the images into

text.

The scanned image can go through a conversion process called Optical
Character Recognition (OCR). This process tries to recognise characters in the

image and generate text from the characters it finds.

This text can then be searched and analysed. However, this conversion may not
be seamless. Some elements in the image do not represent characters, numbers
or punctuation. There may be marks on the page such as ink blots and page
folds. These are easily ignored by the human eye, but not by the OCR tool.
These marks are called image noise. Noise can cause errors in OCR output.
Ideally these noisy elements should be removed from the image before it goes

through OCR processing.

1.1 The Objective
This research will evaluate the application of Maximally Stable Extremal Regions
(MSERs) and supervised machine learning algorithms for noise removal from

historical document images.

The document images are digitally scanned images of newspapers from the
African Newspapers database. This database is a collection of early twentieth
century newspapers which have been scanned in and made available by Readex

[1]. The unique noise in these newspaper images causes degraded OCR output.

15



The technique will allow noise to be removed from the images before OCR

processing. This should lead to more correctly generated OCR output.

The following sections explain the concepts mentioned herein. Firstly, the
background on the Document Processing Pipeline (DPP) is discussed and the
research is placed into context of the DPP. This is important as the technique is
not a stand-alone function but forms part of a set of steps. Changes in steps have
downstream impact. This research will evaluate whether the impact on the
pipeline is positive or negative and the magnitude of impact. The DPP context
also influenced the testing mechanism chosen to evaluate the technique, which is

discussed in section 3.2.

The pipeline and the need for image noise reduction in the Image Processing
step of the pipeline, is discussed below. This is followed by an explanation of the

technique.

1.2 The Document Processing Pipeline  and Image Noise

1.2.1 The Document Processing Pipeline
The DPP is the sequence of steps required to convert images into text for

analysis. There are three main steps:

1) Image Processing
2) OCR Processing
3) Text Analysis

This pipeline converts the scanned-in image of a document into text that a

comput er cThempipaline & dluwstéated in figure 1.1.

The Image Processing step involves any changes required to the image, to

i mprove readability before it can continue b

The focus of this paper is on a technique to reduce the number of unwanted
noise elements in the images. The pink box in figure 1.1 indicates where this

technique fits into the pipeline.

16



Image Processing Text Analysis

Binerisation | ‘ Text Standardisation
. OCR [

Foreground Noise
Removal

Entity Recognition

Searching

Natural Language
Analysis

Etc

Figure 1.1: Document Processing Pipeline

There could be a number of problems affecting the quality of an image:

1. They are too dark or light.
There is little contrast between the text and the background.
The image contains noise. Noise can constitute anything which distorts
reading of the text. Noise can include blotches and flecks which appear in

the image. These can be seen in figure 1.2.

After the Image Processing step, once the image has been improved, it can go
through OCR. OCR software tries to recognise the parts of the image that
represent text. The output of the OCR will be text. Before analysis can be
performed on the text from the image, it is run through a standardisation process.
The Text Standardisation process is indicated by the blue box in figure 1.1. The

process involves removing minor anomalies and normalising the text.

Standardisation is important because every level and type of text analysis
involves pattern matching. In the case of this research, simple anomalies such as
additional whitespace or the case of
however, their presence can influence can cause false negatives when the texts
are testing for matches. To avoid this, any text being matched should go through
the same Text Standardisation process to avoid matches not occurring due to

these minor differences.

17
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HIGHLIGHTS: [#| |Gentlemen find

L3 & uF
.-""4 " "

Gantlemenf for better or for worse, oven
you . have selected me to ba fnr the nonce
your premdent “Assuch I trusb you, ‘will

——— ]

Figure 1.2: Image containing noise

Gentlemei \\ !l \ xa3 or better or for worse,
even?you . have selected me to be for the

nonce ?your president. As such | trust you , will

Figure 1.3: OCR output of figure 1.2

For exampl e, finding every instance of the
may be affected by different cases of lette
capital ONO. It could also be affected by

placed into the word by the writer or unintentionally read out by the OCR
software) -peapger 0Ofinelwdsseal Iy al l three instanc:
returned on searching for fAnewspapero. Rat he

anomalies in the analysis software, text goes through a standardisation process.

After standardisation, text analysis techniques can be performed. This can be
simple searching or more complicated analysis like Natural Language

Processing.

Standardisation can vary on different DPPs. It is important that the same
standardisation is applied to texts that will be compared to each other at the end
of a DPP. The standardisation code in this research performed the following

corrections to the text:

1) Removal of additional whitespace and line breaks.
2) Conversion of all letters to lowercase.

3) Removal of all punctuation.

18



Standardisation cannot overcome more complicated anomalies which result from
noise in the image. This leads to researchers having to often manually filter out
the anomalies and correct them one by one and/or accepting high error margins
in text analysis results. Hence noise removal is needed at the Image Processing

step so that the noise does not filter through to the text.

OCR software tries to read the text in an image. It does this by looking for
characteristics that match alphabetic or numerical characters, and punctuation in
the image. Refer now to figures 1.2 and 1.3. Figure 1.2 is an example selected
from the African Newspapers database. The OCR output from figure 1.2 is shown

in figure 1.3.Onecanseet hat the noise aff ect sudblyt he

convert some of the letters into the correct text.

1.2.2 When Conversions Falil

Failed OCR conversions lead to an inhibited ability to further process the text.
The onus is on the text analysis step to cater for the noise that has come through
from the previous (OCR) step. Sometimes this is impossible without
compromising the text analysis to a large extent. Take, as an example, trying to
find paragraphs of matching text. If one of the images produced the above output
I as seen in figure 1.3, and another image containing the exact same text but
from a different document, produced OCR output with different noise, then they
will have some level of similarity. This leads to the question of what percentage of
resemblance is enough to consider two texts to be considered similar and what
percentage of similarity is required to determine a match. Ideally these two texts
would match exactly but due to noise, they will only be returned from analysis as
similar. If there is too much noise, they may not return as a match at all. This
result is a false negative. This problem could become quite complex when there
are real partial text matches involved. There may be articles which share parts of
their text but are not entirely complete copies of each other. The question then

~

becomes, iar e t hese t wpartialantatchies dor eare theyecaniplete-

mat ches but return as a partial mat ch

Removing noise will simplify the downstream text analysis step.

19
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1.2.3 An exploration of noise
OCR on historical newspapers is already difficult for various reasons. These

reasons include variance in typefaces (the font style), size and language [2].

Image noise adds further complications. Removing the noise elements from the
images, will lead to less misinterpretation by the OCR software. Downstream
processes, like search or Natural Language processing, will benefit from the

better OCR and it means less &vork-aroundsolater, for these processes [3].

Hi stori cal newspapers have their own
of ink splatter, blackouts (folds in the paper and smudges or blotches which
completely cover the text underneath them) and bleed-through (which is ink
seeping through from the adjoining page) are common. The OCR software tries
to interpret these instead of ignoring them. This leads to bad quality OCR output.
See figures 1.4, 1.5 and 1.6 for examples of noise from the dataset.

Many years of work have gone into recognising many languages and fonts.
Despite this, OCR softwar e dtexeedements.t

Modern OCR tools are based on neural networks. Hence they are taught to
recognise the distinguishing features of letters, numbers and punctuation. This
includes the ability to work on different fonts and languages. The Tesseract OCR
application is capable of recognising many different fonts and languages. It
therefore seems likely that OCR neural networks could be taught to recognise
noise too and remove or ignore it at the OCR step. In this research paper, it has

been added to the image processing step, due to the unigueness of noise.

THE féﬁeusn—a STORES

' 25 YASCO DE GAMA STREET,
( OrrosiTE THE EI\GLISH CLUB,)
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oo - GENTLEMEN’S - 0UTFITTERS.

Figure 1.4: Example of ink splatter
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Figure 1.5: Example of ink bleed-through
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Figure 1.6: Example of blackout due to a page fold

Unlike characters, noisy elements are those elements which do not have
consistent, definable characteristics. Noise is often noise because it does not
have explicitly obvious shape features.

Other elements may be considered noise by choice. Some image elements may
be unwanted or unnecessary in later processing. Lines on the image, for
example, maybe considered to be noise by the researcher. Their shape is
defined but their presence in the image is undesirable. What qualifies as noise
can be different depending on the use of the scanned documents. It may be that

one researcher would like to remove all lines from the documents, and considers
them noise, whereas another may not.
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Not only does noise come in varying (defined and undefined) shapes and sizes
but the elements considered to be noise can also be different depending on the
context of use. For this reason, this dissertation suggests that noise removal
should occur in the image processing step. This way, the noise elements can be

correctly selected for the context of use.

The technique takes the approach of using machine learning to provide

customised noise removal, which will lead to better OCR output.

1.2.4 Investigating a Noise Reducti on Technique

Figure 1.7 shows an example of the technique demonstrated in this paper. It is a
picture of an original noisy image versus its processed, cleaned, twin. Table Al,
Appendix A, column two shows the OCR output of the original image. It also
shows the output of the processed image in column three. The first column in the
table shows the test-text. This is the perfect text version against which both the

outputs were compared.

Both OCR outputs are compared to the test-text using a similarity algorithm. This
algorithm is explained in the next section. The result was a 46% improvement in

correctness from the processed images OCR text.

22



Figure 1.7: Original vs Processed Image

In order to achieve better OCR output, it is important to remove noise at the
Image Processing step. The next section will explain the technologies used in the
noise removal technique investigated in this paper. The technique makes use of
MSER features and supervised machine learning classifiers. The similarity
algorithm used to test the texts is the Levenshtein algorithm. It is also explained

since it forms part of the testing of the technique.
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