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Abstract 
Programming syntax and concepts' complexity demands learners possess logical thinking and 

problem-solving skills to effectively write and complete code. In the context of Information 

Technology education in South Africa, teachers require a tool that can identify learners' 

performance in programming concepts and help them prevent misunderstandings. This 

research proposes a transformational approach that uses a machine learning algorithm to alert 

teachers of programming concepts that learners may struggle with. The study also investigates 

how Information Technology teachers shape learning experiences when teaching programming 

concepts, using a qualitative methodology involving semi-structured interviews with 

Information Technology teachers. The study employs Educational Data Mining and Learning 

Analytics as theoretical and conceptual frameworks to showcase the potential of supervised 

learning algorithms in using prior Information Technology results for significant improvements 

in learning and performance. The findings indicate that problem-based learning is a commonly 

used methodology among Information Technology teachers. The algorithm results reveal a 

high-performance forecasting model based on acceptable accuracy, actual positive rate, and 

false positive rate. The identified programming concepts that require focus include conditional 

statements, conceptualizing problems and designing solutions, debugging and exception 

handling, abstraction/pattern recognition, and differentiating between classes and objects. 

Overall, this research presents a valuable approach for leveraging a supervised learning 

algorithm to enhance Information Technology education by identifying and addressing 

programming concepts that learners struggle with. 

Keywords: Programming, Information Technology, Machine learning, Educational Data 

Mining, Learning Analytics, Problem-based learning, Algorithms, Forecasting model. 
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Chapter 1: Introduction 
“If you want to understand today, you had to search yesterday.” – Pearl Buck. 

1.1 Background of the study 
Information Technology (IT) is one of the 29 subjects taught in secondary schools from grades 

10 to 12, as stated in the Curriculum and Assessment Policy Statement (CAPS) document. The 

subject was established in South Africa as a school subject that concentrates on problem-

solving and incorporates Information and Communication Technology (ICT) with 

socioeconomic applications to participate in the global marketplace (DoE, 2008). The 

justification for this choice was to train a workforce with the abilities wanted to optimise 

software development and technical assistance (Havenga and Mentz, 2009). Considering the 

rise in businesses creating digital, mobile, and cloud-based solutions, ICT-related vocations 

have been globally recognised as leading vocations (Koorsse et al., 2015). In addition, the 

authors point out that considering the high demand for ICT skills and experience, countries 

worldwide, including the United States, Europe, and South Africa, have seen a drop in 

computer science programmes at tertiary-level education institutions. This decline in enrolment 

has reduced the number of software developers available in the industry. Globally, countries 

have recognised the importance of ICT professions for the country's technological and 

economic growth (Wilson et al., 2010). The South African curriculum has also acknowledged 

the significance of promoting ICT-related skills and knowledge in schools. 

South Africa is experiencing an increased demand for IT graduates (Jacobs and Sewry, 2010). 

Schools have limited access to computer facilities, learners are less inclined to take the IT 

subject. Such declines and lack of interest raise concerns about whether the tendency will 

continue and cause problems in the employment and educational sectors (Seymour et al., 

2005). To circumvent these challenges, the South African education system outlines the 

learning objectives, outcomes, and essential tenets of teaching and learning in all subjects, 

including IT. The CAPS endorses the National Curriculum Statement (NCS) by establishing 

the groundwork for attaining a range of objectives. The attainment of these objectives aims at 

producing learners who can (DoE, 2011): 

1. Use creative and critical thinking to recognise issues, find solutions, and make 

judgments. 

2. Work well both alone and with others as team members.  

3. Plan and manage their actions responsibly and successfully.  
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4. Gather, organise, analyse, and critically evaluate information.  

5. Efficiently communicate in numerous ways, employing words, symbols, and visuals. 

6. Utilize science and technology critically and effectively. 

7. Furthermore, acknowledge that various contexts for problem-solving do not exist 

independently to demonstrate an understanding of the world as a system of related 

processes. 

In the context of IT, the latter objectives are mirrored specific aims on the type of learners the 

curriculum envisages in alignment with the topics covered in the subject. The critical 

components of the goals can be depicted within the skills of IT encompasses activities for 

solving problems that require communication, information management, and logical reasoning 

(Koorsse et al., 2010). Computer application development using existing object-oriented, net-

centric software packages using programming components is another crucial aspect of IT that 

requires attention. (DoE, 2008). According to the DoE (2011), under the CAPS curriculum, an 

IT learner will:  

● Plan solutions through applicable techniques and procedures.  

● Comprehend and employ relevant communication tools for information distribution. 

● Recognise the various system technologies used to build computer-based platforms. 

● Acknowledge that software engineering fundamentals build the cornerstone of all ICT 

components. 

● Understand using internet technology for a variety of purposes. 

● Learn how a knowledge-driven society works by understanding while using data and 

information management techniques.  

● ICT usage should be acceptable, and learners should know the societal ramifications of 

these tools. 

The aims of the subject span six topics in the curriculum of IT subject. The topic areas covered 

in the issue include “Solution Development, Communication Technologies, Systems 

Technologies, Internet Technologies, Data and Information Management, and Social 

Implications (See Table 1).” 



3 
 

Table 1: Information Technology topic areas in Grades 10 – 12 (DoE, 2011) 

 

It is essential to note from Table 1 that there is topic overlinks and overlaps with the subject, 

which gradually leads to Solution Development. According to DoE (2011), solution 

development is enabled by system technologies in software applications. Electronic 

communication is possible thanks to system technologies. Electronic communication systems, 

used for various tasks, including exchanging information and data delivery, enable the Internet. 

The concepts of solution development and Internet technology share similarities with those of 

data and information management, both a fundamental premise and a secondary activity. 

System technologies offer data and information management. Many ICT operations are 

motivated by human engagement, need, and action, which raises social and ethical 

implications. This hierarchical representation informs the context in which this study, which is 

an endeavour to IT teachers about programming concepts that they need to pay attention to, 

which fall under Solution Development and carry the most weighting in terms of content and 

the weighting (See Table 1 above for the weighting of content and Figure 1 as the topic areas 

hierarchy in the subject).  
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Figure 1: Hierarchical representation of the topic areas in IT - Grade 10-12 

The method of producing programmes in a planned and ordered manner, known as Solution 

Development," primarily focuses on the logical problem-solving of computational issues. It 

entails developing methods and programmes using guidelines and specifications provided by a 

customer, business, or individual or by the problem description itself (DoE, 2011). A 

programming language is a language that sends programme code—or instructions—to a 

computer to conduct specific tasks. A user-defined or built-in object method is used while 

writing computer code using an object-oriented programming language (Weisfeld, 2009). 

Programme code is typed following the language's syntax and semantic rules in an object-

oriented programming language (Kelleher and Pausch, 2005). This means appropriate 

processes, tools, and procedures must be used to construct the programme. Therefore, computer 

programming is used to create programmes. According to DoE (2011), it can be based on a 

single or a combination of development paradigms such as event-driven programming, object-

oriented programming, and sequential programming. Figure 2 provides a layout of which target 

areas of these paradigms are for learners to be taught the fundamental programming principles 

and constructions using visual programming tools. Implementing a Graphical User Interface 

(GUI) in the enrolment of the development paradigms is supported by visual programming 

languages, with each programming example shown using graphical objects. It is stated that 

because of its capacity to facilitate forward and backwards thinking, stimulate memory, and 

visually represent a programme’s control and data flow. Visual programming was easier to use 

for novices (Tijani et al., 2020).  
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Figure 2: A comprehensive presentation of programming concepts in CAPS (DoE, 2011) 

In 2012, under the curriculum transition between the NCS to CAPS, South African IT 

curriculum developers shifted in terms of the use of visual programming tools that were used 

in the subject from Scratch to Delphi. Scratch, an introductory programming language, 

was initially taught in Grade 10 before learners could progress to Delphi in Grade 11. 

According to van Zyl et al. (2016), this choice increased accessibility for learners and 

encouraged them to study IT in school. Subsequently, learners had to expand their Scratch 

programming knowledge to complete object-oriented programming in Delphi in grades 11 and 

12. The motive of Scratch as an introductory programming language could improve learners’ 

understanding of Delphi behind the curriculum developers for using dual programming 

languages. Scratch was created to inspire learners to let programming, foster organised and 

imaginative thought, and foster teamwork (van Zyl et al., 2016). The Scratch environment is 

aesthetically appealing, and programming is accomplished by creating vibrant code blocks. 

Scratch is an object-based language rather than an object-oriented language. Due to curriculum 

changes, Delphi's visual programming tool is commonly adopted in South African schools.  

Before programming can be done effectively, it is necessary to comprehend the language's 

logic, syntax, and general programming ideas (van Zyl et al., 2016). Delphi, compared to 

Scratch, is a hybrid language for programming that allows for both conventional and object-
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oriented programming (Weisfield, 2009). Errors are frequently committed because strict syntax 

rules must be followed while generating the code (see Table 2). 

Table 2: Programming concepts that need to be taught in Delphi 

Programming concepts Explanation of the content that needs to be covered based on 

programming concepts in Delphi between Grades 10-12 that 

learners need to be taught. 

1. Problem-solving ● They are designing algorithms. 

● Know how to build the interface and write the code.  

● Correct syntax errors and run the application. 

2. Integrated 

Development 

Environment 

(IDE) 

● A GUI contains components and properties comparable 

to those in a Windows environment. 

3. The programme's 

implementation 
● By using a menu, programmers should place items for 

input, output, and processing on a form. In addition, 

learners must write code to link events to components. 

4. Syntax ● A proper understanding of the Delphi syntax is required. 

5. Variables and 

data types 
● Programmers need to adhere to the basic rules of naming 

variables. 

● Learners need to know that when programmes are 

running, variables are not displayed. 

● Programmers need to know that there are several data 

types, and each must be treated differently. Each data 

type has a unique set of values.  

● During the programme-built, users need to be familiar 

with the conversions of the data types often. 

6. Programmes 

execution 

● In Delphi, a compiler converts a programme into 

machine code. Learners need to be able to use the 

compiler to rectify syntax errors in a programme to 

generate an executable code. 

7. Decision and 

looping structures 

● An in-depth understanding of choices and looping 

structures is essential for writing programmes. 

8. Object-oriented 

programming 

● Delphi is an object-oriented programme. Therefore, all 

characteristics of an object-oriented language are 

available, including abstraction, polymorphism, 

inheritance, and encapsulation. 

● Learners must be taught how to employ a procedural or 

object-oriented approach in executing their programmes. 

9. Error handling 

and testing 

● While implementing programmes, syntax, logic, and 

execution errors can occur.  

● Learners need to be familiarised with the constructed 

debugging function that allows the programmer to go 

through a programme and inspect the contents of 

variables. 
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As a result of Table 2, the subject fosters computational thinking practices within 

programming, such as algorithm development and problem-solving, through grades 10 to 12. 

According to DoE (2011), learners are exposed to basic computational concepts and 

capabilities in Grade 10 and the ability to develop algorithms and solve problems. They use an 

IDE and a GUI builder to write code in a moderate programming language. The fundamentals 

of interfaces, coding, and event handling are presented to the learners. The concepts and ideas 

of programming learnt in Grade 10 are expanded upon in Grade 11. With the help of the form 

class, attributes, methods, and controls, event handling principles are highlighted. In Grade 11, 

learners also learn how to handle databases using coding techniques. Through more complex 

concepts and problems, the principles and constructions are further emphasised in grade 12 

through the fundamentals of object-oriented programming that are reiterated to the learners 

(DoE, 2011).  

Programming is a process that could be regarded as complex, particularly for a novice 

programmer employing Object-Oriented Programming (OOP) as Delphi. Before beginning to 

code, novice programmers must become familiar with the IDE (Koorsse et al., 2015). A further 

step in programming entails selecting an object from a list of options before typing programme 

code for specific events connected to that object. Error warnings appear if code is not entered 

precisely by the programming language's syntax requirements (van Zyl et al., 2016). 

Programme execution is prevented. As a result, addressing errors keeps programmers always 

working (Koorsse et al., 2015). It can be an arduous process, and it takes some time for 

inexperienced programmers to comprehend these warnings and be able to fix the errors. 

Programming difficulties are solved using a variety of strategies and techniques. A strategy 

describes the anticipated course of action for handling the programming issue and outlines how 

to move on with the problem-solving process. In this context, the ability to apply problem-

solving thought processes to resolve a programming problem is referred to as an activity. When 

teaching programming-related material, it is frequently believed that teachers automatically 

use the necessary knowledge, skills, and methodologies to teach complex problem-solving 

tasks. Giving people adequate exercise will only assist if they are taught how to solve problems 

correctly and methodically (Hasni and Lodhi, 2011). Furthermore, Rist (1996) asserts that a 

lack of planning is the primary contributing factor to learners' difficulty with programming. To 

address this factor, the following issues need to be addressed: learners' incapacity to apply 

program components, lack of analytical abilities, inefficient use of problem-representation 
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approaches, and inefficient use of problem-solving and coding instructional tactics (Ismail et 

al., 2010). 

Computer programming requires science (reasoning, problem-solving, and critical thinking) 

and art (creative thinking, program design, and development). Therefore, teachers must teach 

a variety of thought processes to support learners in their work. It is necessary to impart 

knowledge of interpretation, problem-solving, logic, programme design, synthesis, assessment, 

and reflection (Rist, 1996; Ismail et al., 2010; Hasni and Lodhi, 2011). These actions are a 

component of procedural knowledge that explains "how" to move forward with the solution. 

Ismail et al. (2010) stress that learners must develop critical thinking and problem-solving 

skills before applying and using different tools and programming languages. Therefore, explicit 

problem-solving and programming instruction should focus on approaches to organise, 

represent, design, and resolve the current problem. This gives the premise of the topic area of 

Solution Development in IT. Detailed thought processes, problem analysis, and explicit 

instruction of problem-solving activities are expected to enable effective programming under 

the topic area and sub-topics. 

Subsequently, with the advent of computer programming, IT is perceived as a thorny subject 

in secondary schools in South Africa. The subject is usually tricky because it requires 

sophisticated problem-solving abilities to effectively create computer programmes and 

specialised resources to teach it (Mentz et al., 2012). This reputation influences the decision to 

enrol in IT classes at school. According to Koorsse et al. (2015), before Grade 12, many 

learners who attempt the subject move to another, more basic subject. However, those who 

remain in the subject still require additional motivation and passion for the programming scope 

to succeed. Lack of enthusiasm for the subject and proficiency in programming adversely 

influence the rate of learners who decide to pursue higher education in a computing area 

(Koorsse et al., 2015). 

The learning environment in secondary schools worsens these issues (Koorsse et al., 2010). As 

a provision by the DoE (2011), the school needs to supply the infrastructure and equipment for 

the subject. In addition, learners in IT must work independently on a computer throughout class 

time and require internet access. Nevertheless, most public South African schools need to be 

digitally savvy. In hindsight, the latter claim signifies that the influence of the apartheid system 

persists and has an impact on the South African educational system. Since public schools 

cannot levy fees to significantly boost resources, especially computer labs, learners in 
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impoverished communities, such as rural areas and formerly Black urban townships, proceed 

to be academically disadvantaged (Galpin and Sanders, 2007). As a result, many learners still 

need to be exposed to computers in the classroom and are not allowed to choose IT as one of 

their FET subjects. In a technologically rich culture, learners can integrate new knowledge by 

expanding on the knowledge imparted by their teacher, resulting in more significant learning 

(Mukuna and Aloka, 2020). However, constraining access to educational resources lowers 

learner performance as they cannot create understanding. 

Pears et al. (2007) claim that a dearth of instructional materials contributes to learners' worse 

performance and reduced willingness to engage in IT classes. IT learners also require extra 

resources to supplement the typically required IT subject texts. One kind of value addition is 

programming assistance tools (PATs). PATs are designed for novice programmers (learners) to 

use to assist them in comprehending programming concepts and developing programming 

skills (Koorsse et al., 2015). A PAT's programming is easier to use than professional 

programming environments and supports programming learning through visualisation 

techniques. Visualising programming concepts assists novice programmers in comprehending 

abstract concepts by leveraging engaging microworlds to make programming more exciting 

and applicable (Pears et al., 2007). A PAT has the advantage of supporting a novice 

programmer in gaining knowledge of programming concepts, providing an automated 

assessment of programming tasks, and correcting simple errors (Koorsse et al., 2015).  

IT learners experience the same difficulties with programming as novice coders (Havenga and 

Mentz, 2009). Given that daily classes are typically 45 minutes, it is hard to master and practice 

sophisticated programming topics within the restricted school period (See Table 3). 



10 
 

Table 3: Approximate teaching time per topic (DoE, 2011) 

 

As a result, IT teachers need more time to address the unique programming issues each IT 

learner is experiencing or gauge each learner's conceptual comprehension during class 

(Koorsse et al., 2015). This leads to the restructuring of the teaching strategies for the teacher 

to meet the individual learning needs of their learners based on their performance on 

assessments. The critical question is, "How accurately can a teacher assess how much of the 

intended material the learners have learned? Can IT teachers, for instance, reliably estimate 

how each learner would do on a forthcoming programming exam?" Of course, such 

determinations would constitute only a tiny portion of all the actions the teacher could engage 

in to assess learner learning. However, if teachers can make these conjectures correctly, it 

would be a crucial skill to help them better start regulating their learners' knowledge acquisition 

(Thiede et al., 2015). Discovering ways to increase the accuracy of teachers' assessments of 

learner learning is particularly crucial in this era of increased responsibility, which is seen in 

several countries (Alenezi and Faisal, 2020), including South Africa. Subsequently, teachers 

are expected to make more accurate assessments of their learners' understanding and to use 

their diagnostic tests to continue supporting them during instruction. In alliance with machine 

learning and data mining techniques, these proactive interventions can aid teachers in 

identifying topics that learners are struggling with and help them get back on track (Coleman 

et al., 2019). 

Schools attempt to determine learners' achievement. Determining learner performance can aid 

educators in preventing learners from dropping out of a subject and recognising those who need 

proper assistance (Berland et al., 2014). However, assessment is usually done at the end of the 
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term, leaving the teacher with inadequate time to recognise learners who need assistance. 

Learner assessment is a necessary process in the educational sector. Educational assessment 

assesses a learner's degree of knowledge and enhances their learning throughout the course 

(Alenezi and Faisal, 2020). Educators are responsible for maintaining a record of their learner 

performance and the issues they experience. Using computer programmes, educators can 

readily forecast the obstacles learners confront in their academic procedures as technology 

improves in the twenty-first century (Alenezi and Faisal, 2020). Monitoring and directing 

learners through the instructional process and assessment are all part of gauging learners' 

performances. Assessments, the primary method of determining learning outcomes, reveal the 

degree of learners' performance, both subjectively and numerically. Therefore, aiding teachers 

during this procedure is crucial as it impacts learners' motivation, growth, and learning 

strategies and is regarded among the major entities in education (Bhutto et al., 2020).  

Assessment is done at the end of each term in the learning process (DoE, 2011). This puts much 

strain on the IT educator to determine what obstacles have accumulated over time and what 

must be taught again (Bhutto et al., 2020). This prompts the idea that feedback needs to be 

more adequate. Assessment feedback is essential in determining future learning because it 

directly impacts learners' performance and constant effort in upcoming tasks (Alenezi and 

Faisal, 2020). This study aims to demonstrate the importance of using a supervised learning 

algorithm to recognise learners' subjects or challenges, which teachers can confront early in 

teaching and learning. Human-understandable rules are represented by supervised learning 

algorithms (Sarker, 2021) employed in knowledge systems such as databases. The supervised 

learning algorithm is used to classify problems (Sarker, 2021) and present some solution 

indicators to the IT teacher. 

1.2 Problem statement 
The swift and parabolic proliferation of educational data and the issue of deploying that data 

to improve the quality of the education system are two major concerns that education 

institutions are presently facing (Berland, 2013). Consequently, these concerns encountered by 

learners can be addressed by proper educational data analysis, which includes having findings 

or testing hypotheses or algorithms on a dataset (Berland et al., 2014). A study by Berland 

(2013) notes that teachers need a tool that indicates or points to the learners' need to understand 

the concept. Subsequently, a tool that determines learner performance in programming 

concepts is required to aid IT educators in preventing learners from misunderstanding the 

concept.  
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The tool should recognise learners who need immediate assistance and inform teachers to help 

them improve the misunderstood concepts. Islam, Mouratidis and Mahmud (2021) noted that 

a system can fill the gaps by combining current learner data to produce functional predictive 

and prescriptive analysis. This research attempts to present a novel supervised learning that 

integrates learner performance in programming and uses Learning Analytics (LA) to determine 

areas of programming that learners are struggling with. These areas in which learners struggle 

are sent to the teacher to help the learner. Machine learning algorithms can be used to support 

LA by creating models that can predict learners’ outcomes based on their performance datasets 

(Sarker, 2021). The performance of a machine learning algorithm degrades when all attributes 

are used. Therefore, carefully selecting predictive features improves the model's performance 

(Khan et al., 2021). The study proposes developing an algorithm that flags common 

misconceptions that learners face in summative assessments that teachers should be aware of 

in IT. 

1.3 Rationale of the study 
The rationale for conducting this study is to investigate the role of supervised learning 

algorithms in alerting IT teachers to programming concepts that their learners are struggling 

with. Webb et al. (2020) note that there is a need to accurately gauge learners' performance at 

different points throughout the school term, and knowledge discovery through machine 

learning algorithms can help teachers manage their classes more efficiently, pinpoint learning 

challenges, and strengthen their teaching approaches. This study aims to introduce teachers to 

data interpretation and statistical analysis from an algorithm, thus requiring them to make 

inferences on programming topics that learners are struggling with. 

The research interest in supervised learning algorithms stems from the need for Education 4.0 

tools within the 4th Industrial Revolution (4IR). Education 4.0 is an educational approach 

associated with the 4IR and intends to transform the future of education by using innovative 

technology and automated processes (Anelka, 2018). This is exacerbated by Chen et al. (2020), 

who note that in Education 4.0, the ability to measure the learners’ performance lies at the heart 

of educational institutions. Subsequently, in Education 4.0, there is a need for tools that alert 

teachers immediately on concepts their learners are facing challenges with, to optimise learning 

experiences of those concepts. Considering South African schools are still traditionally based 

(van Zyl, 2016), Education 4.0 tools like machine learning algorithms can still be applicable to 

maximise the learning experiences (Anelka, 2018). Hence, this study aims to bridge the gap in 
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research by investigating the potential benefits of supervised learning algorithms in improving 

programming education in the IT subject. 

1.4 Purpose of the study 
This study has three distinct purposes. The first one seeks to objectively analyse and examine 

IT teachers for Grade 10 on how they mould learning experiences when they instruct learners 

on programming concepts. The second one is to provide literature on established tools based 

on machine learning that can be used to let teachers understand what topics or concepts their 

learners are having difficulty with so they may step in and help. The basis of the preceding 

purposes informs that the third purpose of the reach is to construct a model and implement 

a supervised learning algorithm that identifies learners' programming difficulties. Due to its 

integration of Data Science and Education, this research is a component of a cross-disciplinary 

research endeavour. By integrating these two academic disciplines, it is possible to advocate a 

transformative strategy (Marshall and Geier, 2020) in which machine learning algorithms may 

be used to notify teachers of programming topics that learners are having trouble understanding 

and provide them with the chance to help.  

1.5 Aims of the study 
This study aims to investigate the potential of a supervised learning algorithm as a tool for 

identifying programming difficulties among learners in Grade 10 IT classes. To achieve the 

aim of the study, the following objectives are pursued: 

 Review existing literature on machine learning algorithms and their applications in 

educational settings, particularly in identifying learner difficulties with programming 

concepts. 

 Conduct semi-structured interviews with Grade 10 IT teachers to explore how they 

facilitate learning experiences for programming concepts. 

 Collect and analyse data on learners' recent exam results to determine their performance 

in programming concepts. 

 Develop and implement a supervised learning algorithm that identifies programming 

concepts that learners are struggling with. 

1.6 Research questions 
The primary research study question is:  

What tool do IT teachers require to be notified of programming concepts in which learners are 

having difficulty and to intervene?  
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The following supporting research questions were identified to further the primary research 

study’s question: 

1. How and when do teachers intervene with learners facing programming difficulties? 

2. How effective is the method in preparing learners’ understanding of the concept? 

3. What effective tool informs IT teachers about issues in which learners are having 

difficulty? 

1.7 Structure of the research report 
There are six chapters in this research report. The primary objective of Chapter 1 is to establish 

the study's background by emphasising the characteristics and requirements of the IT subject. 

This leads to an account that discusses the issue of the notion that programming is a challenging 

endeavour. This research suggests a transformative strategy in which machine learning 

algorithms could be used to notify IT teachers of programming concepts learners are having 

trouble understanding and give them a chance to act at an early convenience. This chapter also 

contains the justification for the study's conduct, purpose, and research objectives and 

questions. 

Chapter 2 presents literature that focuses on machine learning algorithms. This chapter 

examines the application of machine learning as a concept in educational activities. This is 

done by looking at several methods in which teachers apply machine learning technology in 

their classrooms. This study delineates the range of learning alternatives supplied by machine 

learning for an educator to choose from various pedagogical strategies and technological tools 

that can amplify proficiency in programming techniques in consideration of the individual 

differences between learners through the advent of virtual assistance. This chapter also looks 

at how teachers can use the alliance between machine learning and virtual assistance to track 

their learner's understanding of a concept through their learning activities at any given time. 

With a focus on supervised learning algorithms, the chapter discloses how this automated tool 

can be used to improve learning experiences. Subsequently making it easier for teachers to 

raise their standard of instruction. 

Chapter 3 discusses a presentation on the theoretical and conceptual frameworks espoused to 

explore programming concepts teachers need to pay attention to. To achieve this in the light of 

this study, Educational Data Mining is sought as a theoretical framework, and Learning 

Analytics aids it as a conceptual framework to enhance the prominence of the study findings.  
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The scope of this investigation is described in Chapter 4. Detailed information about the 

study's chosen research methodology is given. The reader will learn how this study uses a 

qualitative research methodology and techniques in this chapter. Moreover, this section 

outlines the sampling methodology of the study by glancing at the sample size's justification. 

From there onwards, the issues of credibility, transferability, reliability, and confirmability are 

foregrounded. 

In Chapter 5, the results and outputs from the supervised learning algorithm are presented in 

conjunction with the discussions from the interviews conducted with IT teachers. These results, 

outcomes and discussions are then examined considering the literature review and the 

established theoretical and conceptual framework for the investigation. 

In Chapter 6, the conclusions are discussed concerning the theoretical and conceptual 

frameworks, research objectives and questions, and reviewed literature. The importance of the 

study, considering the gaps found in the current literature, is also highlighted. The study's 

limitations are also discussed. The chapter concludes by outlining prospective opportunities for 

future research. 
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Chapter 2: Literature Review 
“We are entering a new world. The technologies of machine learning, speech recognition, and 

natural language understanding are reaching a nexus of capability. The result is that we will 

soon have artificially intelligent assistants to help us in every aspect of our lives.” – Amy 

Stapleton. 

2.1 Chapter overview 
The ability to collect enormous amounts of data has been facilitated by the quick advancement 

of the Internet and related technologies (Aalst, 2016). However, these vast amounts of data 

frequently result in information overload. Information overload occurs when a person's 

cognitive abilities cannot handle the quantity of input (for example, data) they are trying to 

comprehend (Injadat et al., 2021). Subsequently, people who are overloaded with information 

may ignore, neglect, or misconstrue essential details. The cognitive ability of humans to 

process massive volumes of data is not present. Data science has therefore become a field of 

study (Injadat et al., 2021). To extract information from massive datasets, data scientists 

integrate the traditional areas of statistics, data mining, databases, and distributed systems 

(Aalst, 2016). Machine learning is one kind of data analysis that data scientists can employ. 

Machine learning enables computers to learn without explicit instructions. Once the computer 

has identified patterns in a learning dataset, it may use what it has discovered to place them in 

different datasets (Sarker, 2021). Therefore, machine learning enables computer systems to 

change and improve over time. However, the applicability of the evolution of these computer 

systems can result in the transformation of education needs to be studied. This chapter starts 

by outlining the most recent advances in machine learning in the 4IR. The relevance of machine 

learning to education is inferred from that description. As a result, the debate about the 

advantages machine learning may bring for Education 4.0 is framed around the models it offers. 

A thorough explanation of classification and decision-tree supervised learning techniques 

illustrates how programming concepts are identified by applying these algorithms. Finally, a 

review of research highlighting the study gaps is done. 

2.2 Understanding machine learning 
Machine learning is a broad field with implications in IT and many other areas. In AI, machine 

learning combines statistics and computer science to create more effective algorithms when 

presented with relevant data instead of providing explicit instructions. In addition to speech 

recognition, picture identification, text localisation, and others, machine learning encompasses 

examining computational algorithms that are dynamically improved through experience 
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(Charbuty and Abdulazeez, 2021). Machine learning makes it simple to tackle issues by 

creating algorithms that reflect a particular dataset. Machine learning is a branch of EDM that 

employs statistics to allow machines to learn and make responsive predictions based on data 

without needing to be taught to do so (Tolsgaard et al., 2020). Machine learning is premised 

on automatically finding patterns in data using iterative and adaptive algorithms that constantly 

improve the machine's capacity to comprehend data (Sarker, 2021). As a result, the structure, 

attributes of data, and performance of the learning algorithms determine the efficacy and 

efficiency of a machine learning approach. 

2.3 Contemporary developments of machine learning in several 

industries 
Machine learning is an approach to AI. Within development businesses aiming to take a data-

driven strategy to better their business by gleaning meaningful insights from the data they 

gather, ML has grown to be a prevalent subject (Injadat et al., 2021). Companies can forecast 

changes in their industry and adjust their course of action using ML models. To enhance, 

explain data, and forecast consequences, ML use algorithms that iteratively learn from data. 

These algorithms let machines do specific jobs without human participation (Webb et al., 

2021). Without recognising it, machine learning provides numerous everyday advantages to 

end users in today's culture. For instance, thanks to machine learning, emails are trained to 

identify trends, so users do not need to wade through a substantial number of spam emails; 

most emails have already been filtered and sorted into the junk folder. Over 4IR growth, 

machine learning applications have emerged in many fields, including energy engineering, 

healthcare, and economics. Clinical care pathways, patient risk stratification for a particular 

disease, and diagnosis have benefited from machine learning predictions in the healthcare 

industry (Lopez-Bernal et al., 2021). Machine learning algorithms in economics and finance 

have been used for portfolio creation, financial time series, and stock market analysis (Webb 

et al., 2021). Machine learning models have been used to describe petroleum reserves, solar 

radiation, wind power, energy consumption forecasts, and reactor control optimisation in 

energy engineering and management (Lopez-Bernal et al., 2021).  

Similarly, Webb et al. (2021) state that machine learning is becoming increasingly prevalent 

in education and has been employed to enhance curricula, forecast learners' results, propose 

higher education programmes, and learn-modelling intelligent tutoring systems. 
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2.4 Machine learning in (programming) education 
Technological breakthroughs in machine learning have the potential to improve or modify 

learning, and this prospect has consequences for what learners and teachers ought to 

comprehend regarding employing machine learning algorithms in the classroom. Presently, the 

South African education system is concerned chiefly with providing learners with material and 

hoping they will retain it (van Zyl, 2016). As a result, a learner's aptitude is determined by 

evaluating their capacity to remember previously taught information. However, this method is 

inadequate in developing learners' critical thinking skills, logical reasoning, and problem-

solving abilities, which are crucial for programming (Peng et al., 2019). Moreover, Waite and 

Sentence (2021) argue that it does not address learners' diverse learning needs. As such, a gap 

in the teaching and learning of programming in South Africa needs to be addressed. Machine 

learning can play a crucial role in bridging this gap by enabling educators to provide 

personalised and adaptive learning experiences for learners. 

Many schools are using technology to understand how machine learning may improve 

productivity and ease workloads (Tolsgaard et al., 2020). The following affordances of 

machine learning are noted to emerge over time:  

● Tailored and personalised learning  

Machine learning is versatile enough to accommodate the requirements of every learner, 

regardless of their pace of learning. Using these algorithms, it can figure out how the learner 

learns. Machine learning can signal to teachers that the learner has comprehensively understood 

the prior material (Nafea, 2018). This procedure guarantees that no learner is forgotten or 

disregarded behind. Even if they are the only learner in the class still having trouble 

understanding the material, this is still true. The machine learning method also allows educators 

to record each learner and assist them if necessary. This contrasts with the typical approach to 

education, which emphasises one-size-fits-all management and instructs each learner the same 

way. 

● Content analytics 

Machine learning algorithms can be used to evaluate teachers' knowledge in the classroom and 

assess if the content's quality is met (Nafea, 2018). This aspect refers to the machine learning 

algorithms where teachers look at content metrics to ensure that the teaching topics meet their 

learners’ individual needs. The algorithms are also used to help determine whether the material 
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presented to the learners is appropriate to each learner's intellect. Learners' learning progress 

and comprehension are improved since instruction is tailored for each learner. 

● Optimising teaching and learning activities 

Teachers clarify concepts that learners understand in traditional classrooms (Nafea, 2018). By 

advising teachers on the concepts, they should concentrate on promoting learning. Machine 

learning algorithms can be utilised to streamline these functions. Teachers will thus have more 

time to devote to more important activities, like ensuring that their learners thoroughly 

comprehend the subject content. 

● Monitoring learners’ progress 

The teachers can keep track of each learner directly and evaluate their learning using machine 

learning algorithms (Nafea, 2018). Furthermore, these algorithms can provide learners 

with new learning methods, enabling teachers to discover the most effective strategies to 

educate their learners. Machine learning algorithms can customise the learning experience and 

resources to offer individualised learning with the assistance of adaptive tutors. They can also 

suggest resources or lessons to learners according to their characteristics, detect learners' grades 

or behaviour patterns, and communicate with them to give feedback.  

South Africa's present approach to programming education is inadequate and creates an 

enormous gap in the learning abilities of critical thinking and problem-solving skills. By 

implementing machine learning techniques, such as supervised learning, in programming, 

educators can create personalised learning experiences for learners and promote higher-order 

thinking skills, leading to improved performance, and understanding of programming concepts. 

2.5 Types of machine learning algorithms 

Machine learning algorithms can classify profiles and patterns, create additional models and 

discoveries, and produce projections and suggestions tailored to the prerequisites of each 

learner (Luan and Tsai, 2021). Machine learning algorithms are classified into various 

categories based on the depending on the results of the algorithm. Machine learning is classed 

based on the data from which it can acquire information (Webb et al., 2021): 

1. Supervised learning - Whereby training data and accurate responses are provided. 

2. Unsupervised learning - Whereby machines learn from a dataset by themselves. 

3. Semi-supervised learning - Some data from the training dataset is absent, but the 

algorithms can still learn from it. 
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4. Reinforcement learning involves acting in a way that maximises benefit in a specific 

circumstance. Various applications and computers use it to determine the best potential 

action or course to take in each scenario (Luan and Tsai, 2021). 

This study is concerned with applying the supervised learning algorithm to identify learners’ 

programming challenges that impact their learning performance. It is a machine learning 

method in which the algorithm is supplied with labelled input data coupled with the output 

outcomes. 

2.6 Supervised learning 
 

 

Figure 3: Supervised learning algorithms (Sarker, 2021) 

Figure 3 represents the supervised learning techniques that postulate that programmes can 

detect patterns, detect errors, extract new data from input, and optimise their processing and 

output effectiveness and precision. Supervised learning is used when specific goals are 

established from an explicit set of inputs (Sarker, 2021). According to Sarker (2021), the idea 

of supervised learning in machine learning is to train a function that translates input to work 

using example input-output pairs. A supervised machine learning model divides the learning 

process into training and testing (Nasteski, 2018). The author points out that samples from the 

training data are used as input in the training stage, and the learning algorithm or learner learns 

the features and constructs the learning model. During the testing phase, the learning model 

predicts testing or production data using the execution engine (Sarker, 2021). In conclusion, 
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the output of the learning model, tagged data, is the final prediction or classified data (Nasteski, 

2018).  

This is how supervised learning operates at the primary level: Consider, for instance, that an 

algorithm needs to determine whether a shopper would purchase bread this week. The 

algorithm will determine this by examining the last details and experiences, namely 

the information on the products the customer had previously purchased weekly. For example, 

if the customer routinely purchases bread, he is likely to do so this week. This example above 

shows the fundamental idea of supervised learning, which enables you to gather data or 

generate data output based on prior experience. 

One research study aims to generate a model based on the supervised machine learning method 

that predicts programming obstacles for learners using previous results. To create models, 

supervised algorithms employ data from previously known classes. Their models then forecast 

the categories to which future unknown data were long (Osmanbegovic and Suljic, 2012).  

2.6.1 Classification 
Different supervised learning methods can be employed to produce a prediction model. Three 

significant prediction kinds exist classification, regression, and density estimation (Mueen et 

al., 2016). However, in this study, the method for supervised learning used is classification. 

Classification is one of the primary methods used in supervised learning. The process of 

acquiring a mechanism that integrates the data into one of many predetermined classes is 

represented by different data classifiers (Mueen et al., 2016). In a classification process, the 

model is created using samples that have already been classified to give a record a label or 

class. The training and testing stages of the classification approaches are classified into two 

parts. During training, a training set—a portion of the data that contains all the attributes and 

even the classes—is used to build the model. It is used to define a label or category for a new 

record if the class property is unknown after establishing a model (Mueen et al., 2016). This 

means that each classification algorithm that uses induction learning is given an input data set 

that comprises units of data points and the classes to which they belong.  

Building a model that enables the automatic classification of future data points based on a set 

of defined features is the aim of a classification approach (Osmanbegovic and Suljic, 2012). 

Classification algorithms may be compared to training a child to differentiate between a cat 

and a dog. To assist the child in learning to recognise cats and dogs based on their qualities, 

we may show him a variety of pictures of cats and dogs while indicating whether the animal is 
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a cat or a dog for each image. Afterwards, the child could identify the animal's name when he 

sees a dog or a cat in the street. In this case, the input data's "label" is the animal's name that 

corresponds to it in the photographs (Lopez-Bernal et al., 2021). These systems receive a set 

of cases as input, each of which relates to a few classes and is described by the values it has for 

a predefined set of characteristics. They use a classifier whose output can precisely predict 

which type a new example belongs to. A model or classifier may be created using various 

methods, including Decision trees, Neural Networks, Naive Bayes, and Support Vector 

Machines (Khor, 2018).  

The decision tree is a compelling supervised learning method (Mueen et al., 2016). The 

literature that provides reports on supervised learning algorithms suggests that the technique 

has a wide variety of classifiers (Osmanbegovic and Suljic, 2012), and it is impossible to 

determine the right one since they all have unique characteristics, notably different learning 

rates, training data requirements, classification speeds, and reliability. However, the decision-

tree algorithm is used as a prediction technique under the classification model in this study. 

2.6.2 Decision tree algorithms 
A decision tree is a supervised classifier produced from a training set. A decision tree is a basic 

repetitive model for illustrating a sequential classification process in which a case is allocated 

to one of a unique set of classes based on a set of attributes (Khor, 2018). Nodes and leaves 

make up decision trees. Each node in the tree represents a test of a specific property, and each 

leaf represents a class (Mesarić and Šebalj, 2016). Typically, the test compares the value of an 

attribute to a constant. According to Khor (2018), leaf nodes provide a collection of 

classifications or a posterior distribution over all different classifiers that applies to all cases 

that reach the leaf. To classify an unknown instance, Mesarić and Šebalj (2016) note that the 

tree is rerouted down based on the results of the characteristics examined in consecutive nodes. 

When the model reaches a leaf, it is categorised based on its assigned class. 

The decision tree algorithm is commonly used to find big or small data structures owing to its 

simplicity and ease of understanding (Khor, 2018). As a set of rules governs it, Khor (2018) 

denotes a tree-shaped structure representing sets of a decision, and the decision provides rules 

for dataset categorisation, which is a tree-shaped design representing sets of a decision (see 

Figure 4). The adaptation of the decision-tree algorithm is straightforward, and it is applied 

within the context of this study. 
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Figure 4: Decision tree implementation 

A decision tree is a graphical representation of all the workable solutions to a decision. For 

instance, in Figure 4, a task outlined that when you are hungry, you should go to a restaurant 

or make food in the comforts of your home. You will create a decision tree, starting with the 

root node will first check whether you are hungry. If you are not hungry, then go back to sleep. 

If you are hungry and you have R100, then you will decide to order food from a restaurant. 

Moreover, if you are hungry and do not have R100, you will make food available in your house. 

In total, there are sixteen decision tree algorithms. Simple CART (classification and regression 

tree), NBtree, ID3, Reptree, and J48 are some algorithms. Among these, J48 is regarded as the 

most effective model-building method (Khan et al., 2021). The J48 algorithm does not need 

numeric attribute discretisation, in contrast to other algorithms. The discretisation is called 

discretisation when a numeric attribute's value is divided into fewer intervals. This procedure 

converts a numeric attribute's value into a nominal value (Khor, 2018). By utilizing the J48 

algorithm in this study to identify programming concepts that teachers should focus on, this 

research contributes to filling the gap in the literature regarding the use of decision tree 

algorithms in machine learning to aid in the instruction of programming concepts. 

2.7 Research gap 
While there has been extensive research on machine learning algorithms in education, with 

most focusing on providing personalised learning (Nafea, 2018) and predicting student 

performance (Bhutto et al., 2020), there is a significant research gap in the specific application 

of machine learning algorithms to identify programming difficulties among learners. Studies 

conducted by Peng et al., (2019); Waite and Sentence (2021) note that programming syntax 

and concepts are complex and writing and executing programs requires learners to have logical 

thinking and problem-solving abilities. Even so, many learners struggle with programming, 
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and it is critical to recognise these issues early on to prevent misunderstandings (Islam et al., 

2021). Therefore, this study aims to fill the research gap by investigating the potential of a 

machine learning algorithm as a tool for identifying programming difficulties among learners. 

By doing so, this research contributes to the development of an evidence-based approach to 

programming education (Waite and Sentence, 2021) and provides insights into the potential 

use of machine learning algorithms in the South African education system. 

2.8 Chapter summary 
In this chapter, it was noted that machine learning algorithms have made routine procedures 

more accessible and efficient in the educational field. This has been a significant breaker in the 

education field. One of the most important advantages of its application, depicted in this study, 

is to support teachers in differentiating between issues that concern the entire class and those 

that subsequently affect individual learners. As a result, no learner gets neglected, thanks to 

machine learning (Nafea, 2018). The chapter has provided a comprehensive overview of 

several machine learning algorithms and their applications in education. By filling the research 

gap in this specific area, this study seeks to contribute to the existing body of knowledge on 

machine learning in education and provide insights into the potential use of these algorithms 

in the South African education system. The use of machine learning has nevertheless made the 

schooling system increasingly practical for teachers and learners. To optimise the learning 

experience using machine learning algorithms, two fundamental frameworks are essential in 

providing insight into using data which is explored in the next chapter.   
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Chapter 3: Theoretical and conceptual frameworks 
“When you design a building, you start from a general philosophy, come down, and start 

from detail and come up. Only the theoretical architect believes that you can make the 

concept and then sometime, somebody will come to build it.” – Renzo Piano. 

3.1 Chapter overview 
In this study, both theoretical and conceptual frameworks are used as guides for this study. 

According to Varpio et al. (2020), a theoretical framework is a logically created and 

interrelated collection of concepts and assumptions derived from one or more theories. On the 

other hand, a conceptual framework represents the state of available information, often through 

a literature review, and describes the methodological foundations of the research (Varpio et al., 

2020). In this study, the theoretical framework involves the use of Educational Data Mining 

(EDM) to extract relevant information from databases, while the conceptual framework 

employs Learning Analytics (LA) techniques to comprehend the data and improve the learning 

process and environment. The use of both frameworks allows for a structured approach to 

achieving the objectives of the study, which involves modelling and implementing a supervised 

learning algorithm that identifies programming difficulties for learners and alerts teachers to 

intervene. Therefore, this chapter introduces the EDM and LA frameworks and how they 

contribute to the study's overall framework. 

3.2 Theoretical framework 
The field of data mining is concerned with discovering unique and helpful information from 

enormous volumes of data. In recent years, there has been a surge in interest in using data 

mining to study scientific topics in educational research, a field known as EDM. (Khalaf, 

2016). EDM is a subset of data mining and machine learning that focuses on finding innovative 

ways to analyse educational data from a system (Pathan et al., 2014). It transforms raw data 

from an educational institution into patterns that may be used (Tan et al., 2016). EDM is a new 

area that seeks to create methods for studying the specific pieces of information accumulated 

in learning environments and leveraging those methods to effectively understand learners and 

the environments in which they learn (Mohamad and Tasir, 2013). EDM emphasises enhancing 

learner classifiers, particularly embodying their current knowledge, motivation, metacognition, 

and dispositions. The use of EDM to detect learner meta-cognition and self-regulatory 

competence within formal learning contexts could be helpful to scholars and researchers 

interested in learning to engage actively and steer their learning and meet the demands of 

achievement set within their courses (Berland et al., 2014). Patterns of learners' shifts 



26 
 

throughout problem-solving tasks, for instance, can be identified to evaluate previously taught 

content and discern between more and less proficient learners based on their results. This brings 

forth the focus of this research on how EDM through supervised machine learning algorithms 

may help educators to assist them in identifying the challenges that learners face and enhance 

their academic performance. 

 

Figure 5: Principal areas involved in EDM (Khalaf, 2016) 

One essential EDM uses the enhancement of learner models that predict learner traits or 

academic achievement in schools, universities, and other educational institutions (Khalaf, 

2016). In all educational institutions, a substantial accurate prediction of learner performance 

is beneficial in various settings for detecting slow learners and differentiating between learners 

with poor grades and weak learners who are likely to have lower academic results (Ramaswami 

and Bhaskaran, 2009). Teachers, parents, and curriculum developers would benefit from the 

forecasting model's development by being able to advise learners on how to solve issues as 

well as tell them about how their present behaviour may be related to both positive and negative 

outcomes in the previous while they are studying (Khalaf, 2016). EDM permits the systematic, 

consistent, and accurate summary of learner behaviour, including examining how those 

behaviours intersect with other vital learning processes (Berland et al., 2014). Learner 

behaviour may be monitored in real-time to see how it matures and evolves. EDM approaches 

have also been used to predict learners' readiness to learn new and varied materials from various 

courses, providing a tool for learning development. EDM approaches, particularly the 

supervised machine learning approach, link evaluations of different indicators of learner 
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learning and learning processes to a multitude of other constructs, including connecting various 

indicators of learner learning and learning processes (Berland et al., 2014). 

EDM examines construction and development processes, including the problem-solving and 

exploration areas where it is most often applied. As a result, EDM can be deployed to assess 

learner approaches and thinking processes, helping individuals grasp how learners develop 

strategies as they engage in learning activities. EDM and its methods have been used to research 

programming and develop programming abilities (Berland et al., 2013). They were given this 

background and that IT involves programming within the structure of the course, setting up 

EDM as the study's theoretical framework delineates the learners' programme creation 

practices and predicts if the learner is in jeopardy of failing to learn programming knowledge. 

The vast data in databases makes estimating learners’ performance more challenging. The 

descriptive information about data collection is successfully provided through descriptive 

statistical analysis (Tan et al., 2016). However, this is only sometimes sufficient. Estimated 

modelling approaches can notify educators and learners as soon as possible. To maximise 

success rates and effectively manage resources, it is beneficial to classify school learners 

according to their potential academic achievement (Pathan et al., 2014). As the amount of 

electronic data generated by schools grows, so does the need to extract useful information from 

these vast volumes of data (Tan et al., 2016). It is feasible to increase the quality of educational 

processes by employing machine learning algorithms on educational data.  

Figure 6 shows the implementation of data mining in educational systems tailored to match 

every learner’s needs. According to Romero et al. (2007), the learner should be provided with 

extracurricular activities, educational resources, and assignments that could benefit and 

enhance their learning. Moreover, the authors point out that the teachers may have the 

opportunity to provide feedback, arrange learners based on their need for guidance and help, 

identify past failures that learners encountered on concepts, and determine the most successful 

remedial measures. The directions of these remedial correctives increase learner performance; 

however, in this study, they are put in an algorithm to see the result of the growth (Romero et 

al., 2007).  
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Figure 6: The cycle of applying data mining in educational systems (Romero et al, 2007) 

3.3 Conceptual framework 
EDM, as a theoretical framework in this study, is focused on designing, studying, and 

executing automated ways to find patterns in sets of data in the form of learner marks that 

would be challenging for teachers to analyse concepts that learners are struggling with because 

of the enormous amount of information within which they exist. LA is a conceptual framework 

to capture, measure, and report data on learners on concepts they are struggling with and their 

settings to comprehend and optimise programmed learning and the environments in which it 

occurs. LA is an emerging field of collecting large datasets to assess learning experience. The 

evaluation of the competencies of the respective programmes has sprung up because of the 

quick implementation of educational technology in modern classrooms and the deliberate 

efforts of educators to improve their formal and informal academic procedures (Kazanidis, 

2021).  

Steiner et al. (2014) state that LA may be executed for various stakeholders, each with its 

standards, demands, and objectives for the analytics process and its outputs. Teachers and 

learners are unquestionably the essential stakeholders in LA. As a result, the aims for 

employing LA are justified and align with the various viewpoints of its stakeholder groups. 

The following LA objectives are used in this study in conjunction with the stakeholders that 

the study is aimed at using the account of Steiner et al. (2014): 

 Monitoring and analysis 
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This involves tracking and evaluating the learning experience, which teachers subsequently use 

as a foundation for enhancing their pedagogical techniques when teaching programming 

concepts. 

 Prediction and intervention 

To provide active interventions and assistance for learners who need help grasping 

programming concepts, it is essential to anticipate how learners might perform soon in terms 

of recognising early indicators for effective learning, failure, and prospective dropouts. 

 Tutoring and mentoring 

They enable teachers to advise while assisting learners with their whole learning process within 

the framework of programming learning activities. 

When it comes to LA, a more contextualised and learner-centred viewpoint is necessary. For 

example, Kazanidis (2021) suggested a three-dimensional taxonomy and separated LA 

applications according to educational level:  

1. Micro-level: Data is obtained by capturing a particular subject or in-class learning task. 

2. Intermediate level: Data is acquired by capturing complete teaching and learning or 

unit. 

3. Macro-level: Data is collected by documenting a collection of subjects or instructional 

programmes. 

From that frame of reference, this adoption of LA as a conceptual framework is at the micro 

and the intermediate level, as the data that the study draws is based on using past IT results of 

learners to inform teachers about programming concepts; they need to pay attention to. The 

data extracted at the micro and intermediate levels are intensive. Intensive data is a deep but 

restrictive set of data with few participants but detailed assessments of various variables 

(Steiner et al., 2014). Therefore, the methods used to extract the data (learners’ results) into 

critical patterns must be considered. LA is divided into five primary classes: prediction 

methods, structure discovery, relationship mining, discovery with models, and distillation of 

data for human judgment. Steiner et al. (2014) stress that the methods used are determined by 

the objectives of the analytics activities, in addition to the type of data gathered; hence, this 

study considers the use of prediction algorithms and data distillation for human judgement. 

● Prediction 
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The primary objective of this approach, which is the most often used in EDM, is to build a 

model to predict or infer a specific variable (such as a mark or performance score) from a 

collection of other indicators in the educational dataset (Steiner et al., 2014). It was determined 

in the literature review section that classification would be the study's method of prediction. 

This procedure is made more accessible by categorising training and testing datasets. 

● Data distillation for human judgement 

Steiner et al. (2014) note that data distillation for human judgement is a conservatively common 

approach in LA. Still, it is not regarded as an EDM method because it gives teachers rapid 

access to reports and visualisation tools of learner data for their interpretation judgement. It 

also assists decision-making and pedagogical action. This approach in this study provides 

teachers with a description of programming concepts they need to use as a visual tool in the 

shape of a decision tree to flag these concepts. With immediate access to the tool, it can allow 

teachers to gain knowledge on concepts their learners are struggling with, thus, allowing them 

to intervene at an earlier stage.  

Both approaches necessitate descriptive and regulatory analytics as a classification method 

within the framework. Descriptive analytics focuses on what has already occurred. It seeks to 

find patterns by integrating records of learners, whilst regulatory analytics focuses on the 

demands that matter and the variables that impact how well learners learn and offers 

suggestions for upcoming events (Kazanidis, 2021).  

3.4 Chapter summary 
EDM and LA are two developing disciplines with many commonalities regardless of variances 

in their backgrounds and applications. In this study, they are integrated as a theoretical and 

conceptual framework. As a conceptual and theoretical framework, the combination of EDM 

and LA has a strong potential to influence the current education models (Tan et al., 2016). This 

would provide fresh insights into learners' learning routes and enhance learning strategies using 

data. LA and EDM are used in this research to understand learning processes better and enhance 

learning through educational systems. They are employed in this study to educate and assist 

learners, teachers, and their schools, helping them to comprehend how these potent tools 

may use data sources in the form of prior IT results that lead to significant gains in learning 

and educational performance. 
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Chapter 4: Research methodology 
"What is research but a blind date with knowledge?" - Will Harvey. 

4.1. Chapter overview 
In the previous chapter, there was coverage of the comprehensive theoretical and conceptual 

frameworks which have been selected for this study and emphasises that both EDM and LA 

were employed to develop a comprehensive analysis of preceding results to determine topics 

that learners are experiencing difficulties with and ought to be raised to the teacher's attention 

using a supervised learning algorithm. The purpose of this chapter is to show the 

methodological approach employed and the path taken to fulfil the study's purpose, which is to 

inform IT teachers about the topics or concepts that learners are struggling with and allow them 

to intervene at their earliest convenience. According to Merriam (2009), when conducting 

research, one should be as thorough as one can be in their search and study of the topic. This 

chapter explains the methods and approaches used to gather, arrange, and evaluate the 

qualitative data obtained through semi-structured interviews with IT teachers. In addition, this 

chapter outlines the justification for the participants chosen for the study, along with the 

methods used for data analysis. Lastly, the study's ethical considerations are also addressed in 

consent to the reliability and validity of the study. 

 

4.2. Research design 
All the components of a research study are kept together by the research design, which would 

be alluded to as the research structure. Numerous people have described research design 

uniquely, but a unique one is captured by Akhtar (2016, p.68) “A research design is the 

arrangement of conditions for the collection and analysis of data in a manner that aims to 

combine relevance to the research purpose. Research design is the plan, structure, strategy, and 

investigation concaved to ensure search questions and control variance.” Therefore, the 

research design entails laying out the whole strategy for the research. 

This study follows a qualitative case study research design of schools with IT as a subject 

around Ekurhuleni South. A qualitative case study is a research design that helps examine a 

phenomenon within a specific context using numerous datasets. It does so by using a variety 

of perspectives to disclose various facets of the event (Rashid et al., 2019). Qualitative case 

studies enable the researcher to obtain a comprehensive picture of the research study and make 

characterising, comprehending, and describing a research problem or scenario efficient 
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(Baškarada et al., 2013). This leads to the study using a descriptive case study on the 

programming concepts in which Grade 10 learners in IT are struggling and calling for the 

teacher's attention. This approach is an exploratory type of inquiry that allows for extensive 

engagement with participants in the study, culminating in a detailed image of the study unit 

(Bloomberg and Volpe, 2019). A proponent technique to describe the case within the context 

of this study was descriptive rather than exploratory. Yin (2018), as cited in (Bloomberg and 

Volpe, 2019), describes an exploratory case study as used to examine problems where there 

would be no single set of outcomes for implementation. A descriptive case study represents an 

actual situation whereby an intervention in the fundamental phenomena is provided based on 

the study’s findings (Bloomberg and Volpe, 2019). The study's natural spectacle is 

programming concepts teachers need to pay attention to when teaching based on previous 

results.  

Since this study follows a descriptive case study, the inductive process was a conducive 

component. According to Merriam (2009), in positivist research, researchers collect 

information to construct conceptions, hypotheses, or theories instead of deductively testing 

ideas. This means that approaches are based on my observations and instinctive understandings 

while in the fieldwork. During the fieldwork, sources of evidence gathered from interviews and 

documents of the learners’ marks are integrated and organised into broader themes. These 

themes form a preliminary hypothesis regarding the challenges teachers need to pay attention 

to inductively, which are developed from the data in the qualitative inquiry. The ontological 

and epistemological underpinnings are provided below to discuss the paradigm disposition in 

this study. 

4.2.1. Research paradigm 
Ontology is the study of existence, and ontological premises deal with the nature of reality. 

Using ontological and epistemological presuppositions, research paradigms are established. 

The research methodology used in the study is directly influenced by the ontological and 

epistemological perspectives held by the researchers. A researcher's ontological perspective 

might be characterised as realism, for instance, if they think that social reality is outside of an 

individual's mind and exists beyond the person asking about it (Cukurova, 2018). While 

ontology is interested in knowledge, epistemology deals with how humans obtain special 

knowledge about the entities in question. Epistemological assumptions are interrelated to 

considerations about the nature of knowledge, how it is generated, what shapes it takes, and 

how it could be transmitted (Cukurova, 2018).  
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There are several paradigms in educational research, including positivism, interpretivism, 

Marxism/critical theory, postmodernism, and critical realism. However, the research paradigm 

applicable to this study is critical realism. The epistemic and ontological views of this study 

have been discussed in greater detail above, and it is apparent that the essential philosophical 

principles of this study are drawn from the critical realism paradigm.  

Critical realism paradigm 

A viewpoint in the philosophy of science known as "critical realism" is frequently associated 

with Roy Bhaskar. The essence of critical realism is that there is an existence of an external 

reality apart from the understanding of it (Bhaskar and Hartwig, 2016). In this regard, 

individuals can be identified as objects as they exhibit traits and skills that help people form 

their beliefs and knowledge, which is the reflexive element of reality. Since humans are flawed 

and tend to display things specific to a particular area, period, and culture, this makes existence 

complicated, according to Sayer (2000). This indicates that an individual's world representation 

is circumscribed and controlled. Consequently, the critical realism paradigm's application in 

this study’s ontological stance must be seen in two ontological views from the theory: (1) 

Critical Realism as a theory that can govern machine learning algorithms in educational settings 

and (2) how the output of the algorithms leads IT teachers to focus on programming concepts 

they can use to encourage that can foster creativity for problem-solving programming tasks. 

The first application of this paradigm entails developing causal mechanisms and the context in 

a critical realism manner, drawing on action research and classification approaches. According 

to Fox and Do (2013), a critical realist determines the causal context and process that can allow 

an action to result in an inevitable consequence. This frame of reference can be drawn into the 

purpose of this study which is to use past IT results to inform teachers about concepts they 

need to pay attention to using a supervised learning method. According to the critical realism 

viewpoint, the causal mechanism and context cannot be known initially (Fox and Do, 2013). 

In this study, abductive reasoning is frequently employed to do. This entails extrapolating 

causal mechanisms and context for a particular event through iterative cycles of comparison to 

theories and findings. Incoming data must be organised to facilitate analysis and presented in 

comparison with notional models of operational state circumstances to permit automated 

assertion (Fox and Do, 2013). In this study, the incoming data are learners’ marks that are 

organised and classified against programming concepts. Relational methods are used to extract 

this data through the process of classification using data mining methods (Fox and Do, 2013). 
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Hence, the adaptation of EDM and LA in this study. The analysis of these assertions is 

governed by supervised learning. This leads to the output being represented through a decision-

tree algorithm. 

The second application of the critical realist in this study is studying the nature of the causal 

mechanisms of teaching and learning environments in which programming lessons take place. 

Following Potter and Lopez (2001), humans and structures are knowledge objects. This implies 

that in education, learners, teachers, and social structures function as catalysts for the 

surroundings, procedures, and results of learning. Teaching and learning take place in an open 

system since the classroom is a structure that is based on the real world. Consequently, before 

reaching out to the learner’s marks as the conclusive aspects of the teacher's efforts, the 

adaptation of critical realism is to find the causal mechanisms in the form of concepts that need 

the teachers' attention the most whilst also looking at strategies they used to teach those 

concepts. The critical realist account's core tenet is the causal mechanism because it suggests 

a natural, stratified world with generative processes that produce events that can be objectively 

observed (Bhaskar and Hartwig, 2016). Objects and practices are examples of mechanisms and 

their attributes that exist independently of the knower and have a sporadic impact on people 

and events (Potter and Lopez, 2011). According to Sayer (2004), understanding the 

characteristics of the thing or structure that has the power helps to explain why a specific 

mechanism occurs. This is done to comprehend the driving force behind an emerging 

occurrence. The causal mechanism’s utilisation in connection with this research is to outline 

the programming concepts they need to pay attention to. This can assist teachers in looking at 

causal mechanisms in their teaching strategies and other structural factors that inhibit the 

learners’ understanding of these programming concepts leading to them performing poorly in 

these topics during summative assessments. The research approach depends heavily on one's 

ontological and epistemological viewpoints. The study's next section examines the study 

approach used. 

4.2.2. Research approach 
This study belongs to the qualitative approach, which is one of three options for doing research, 

along with quantitative and mixed methods. To differentiate between these research 

approaches, one must look at each course. Qualitative research is concerned with understanding 

aspects of social life, whilst quantitative analysis is concerned with measuring something 

(Merriam, 2009). Mixed methods integrate the latter research approaches in one study to obtain 

knowledge about the subject (Bloomberg and Volpe, 2009). Neither quantitative nor mixed 
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methods are used in this study. However, qualitative research is applied in this study due to its 

flexibility in answering the “what.” The issue of "what" is addressed in qualitative research 

(Merriam, 2009). It knows what necessitates comprehension of the subject matter and its 

numerous components (Bloomberg and Volpe, 2009). 

Qualitative research is “an umbrella term covering an array of interpretive techniques which 

seek to describe, decode, translate, and otherwise come to terms with the meaning, not the 

frequency, of certain more or less naturally occurring phenomena in the social world” 

(Merriam, 2009, p.13). This means that at the heart of qualitative research is a thorough 

comprehension of a subject matter in all its actual complexity and the capacity to define, 

explain, and express that knowledge. This background gave the participants in this research 

the freedom to respond openly using their own words as they described in detail the 

features of the ways that their learners learn programming. Additional inquiries were made 

where clarification or explanation was required. Therefore, applying a qualitative research 

methodology is well suited to fostering a thorough understanding of a social situation as seen 

through the eyes of the study participants. The research methodology for this study is covered 

in the section that follows. 

4.2.3. Research methodology 
The process of conducting research is known as the research methodology. According to Scott 

and Morrison (2006), this contains the steps the researcher takes to answer the research issue 

and the justification for employing specific procedures and methods to plan, collect, and 

generate diverse information on educational processes. A research methodology is therefore 

regarded as an approach that governs how researchers perceive the topic being explored in 

research areas and the justification for choosing strategies or methods over others to handle the 

defined research problems. Grounded theory, ethnography, action research, phenomenological 

research, and narrative research are qualitative research methodologies (McNiff, 2013). Action 

research has been selected as this study's methodology because it is a method of practice that 

entails acquiring data, reflecting on the action as it is shown in the data, producing evidence 

from the data, and asserting knowledge based on inferences made from validated evidence 

(McNiff, 2013). 

4.2.4. Qualitative data collection: Research methods 
Questionnaires, interviews, observations, and case studies are research methods used by 

researchers to collect data on the topic under investigation (Merriam, 2009). The research 

methods mentioned in the preceding sentence are used to gather qualitative data. Individual 
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semi-structured interviews were used in this research to accomplish the objectives of the study 

and endeavour to formulate a solution to the proposed research. 

Interviews 

Across all qualitative research approaches, part, if not all, of the data is gathered through 

interviews (Bloomberg and Volpe, 2019). Moreover, the same is true for this research. An 

interview is a procedure whereby a researcher and a respondent interact in a discussion 

concerning identified research topics. The person-to-person interaction, in which one person 

obtains information from another, is the most prevalent type of interview used in this study. 

Person-to-person interviews are conversations with a goal (Merriam, 2009). The primary 

purpose of an interview is to get specific information. According to Merriam (2009, p.88), 

“Interviewing is necessary when we cannot observe behaviour, feelings, or how people 

interpret the world around them. It is also necessary to interview when we are interested in past 

events that are impossible to replicate.” In the context of this study, the latter in the quotation, 

using past results in the subject of IT, there is considerable interest in finding concepts that 

teachers need to pay attention to that learners seem to find challenging that cannot be directly 

observed as assessment is usually done late whilst also interested in finding out about how 

teachers shape learning experiences mainly when they teach programming concepts. Therefore, 

the interviewed population persons were four teachers to gain their perspective. Moreover, 

interviewing is also the optimal strategy to use when doing a detailed case study of a few 

samples of individuals (Merriam, 2009). 

Interviews with each participant in a semi-structured manner 

Different sorts of interviews can be classified in several ways, including highly structured, 

semi-structured, and unstructured/informal formats. In the context of this study, interviews 

were conducted in a semi-structured format. The characteristics of this interview format are 

outlined by Merriam (2009), and this characterisation allowed the researcher to obtain the 

necessary data: 

● The interview process offered a combination of structured and unstructured interview 

questions. 

● All questions were used with flexibility. 

● Precise information is expected from all participants – Including diagnostic assessments 

of past results. 

● Most of the interview was directed by a series of questions or problems to be addressed. 
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● There were no fixed terms or arrangements in which the questions were asked. 

This set of characterisations allowed the researcher to respond using the participant's evolving 

outlook and fresh insights. Using semi-structured one-on-one interviews created an 

environment which allowed engagement in open-ended discussions with the teachers, who 

were then able to freely recite the techniques they use to teach programming and provide a 

comprehensive description of the intervention tools they wish to have on the occasion that 

learners do not understand (see Appendix E). The concept underpinning qualitative research is 

that rich data in a social context can only be gathered through an interactive process between 

the researcher and the participants (Bloomberg and Volpe, 2019). There was an attempt by the 

researcher to clarify the meaning of the findings from the viewpoint of the study participants 

and to do so. Data is collected directly from participants.  

As the researcher, I was the critical instrument for the collection and analysis of data. Since the 

primary goals are description, comprehension, interpretation, and communication (Bloomberg 

and Volpe, 2019) from the interviews. The interviews were taped to help the researcher 

correctly transcribe what the respondents were saying because the audio tapes were listened to 

characterise the data during data analysis iteratively. The researcher had to be aware of his 

assumptions when transcribing the data to avoid bringing his perspective of what the 

respondents had said, which would weaken the study’s validity. Demonstrating that the data is 

trustworthy and credible improves the study's integrity; this is covered in more detail later in 

the chapter. Moreover, Bloomberg and Volpe (2019), essential to the qualitative approach, is 

centring on how participants in the study think regarding a particular phenomenon. The 

duration of each interview is shown in Table 4 below. 

Table 4: Duration of each semi-structured interview 

Participant’s name1 Duration of each interview 

Teacher A 41 minutes and 30 seconds 

Teacher B 19 minutes and 28 seconds 

Teacher C 29 minutes and 36 seconds 

Teacher D 35 minutes and 55 seconds 

                                                             
1 Pseudonyms were used in this study to protect the identities of the teachers 
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Given the format of semi-structured interviews, it is apparent from the table above that the time 

needed to complete each interview varied. Some teachers had significantly more information 

to disclose than others. This affects the length of discussions as they differ from one another 

(Merriam, 2009). Even though each interview had a 30-minute time limit, due to the open-

ended structure of semi-structured interviews between the participant and the researcher, the 

researcher was unable to discourage some participants from detailing their views on teaching 

programming concepts. When the interviews were conducted, it was negotiated that they are 

completed after school to avoid interrupting the teachers’ lesson schedules. However, the first 

half of the interviews were conducted in the morning because the teacher had free periods. In 

comparison, the second half of the interviews were completed after school. Each of the 

interviews occurred on separate days. 

The collection of the IT learners’ marks 

Due to the nature of the study being descriptive, additional data in the format of documents 

which previous marks were requested to support the research findings. Teachers were informed 

ahead of the interview to prepare these documents. Before and during the interview, it was 

reiterated that these marks would be inserted into the decision-tree algorithm to flag topics that 

learners have difficulty with about programming concepts in IT.  

4.3. Research sampling approach 
Several scholars have suggested that choosing research samples for a qualitative method is 

premised on the assumption that the respondents have some background understanding of the 

subject. Different sampling strategies can be found within two sampling techniques: probability 

sampling and non-probability. A probability sampling procedure is often used in quantitative 

studies to generalise results (Yin, 2018). This procedure includes random, systematic, 

stratified, and multi-cluster stage sampling (Bell and Bryman, 2007). In contrast to the 

probability sampling procedure, a non-probability sampling procedure can select participants 

from a particular region to participate in the study (Babbie and Mouton, 2007). According to 

Bloomberg and Volpe (2009), non-probability sampling techniques include purposive, 

convenience, and dimensional sampling. Since this action research aims to provide accounts of 

specific populations situationally instead of generalisations, a convenient and purposive 

sampling method is used in this study. Purposive sampling is a method of discovering and 

picking instances that will efficiently use limited research means by choosing the respondents 
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who are most likely to provide relevant and valuable information (Campbell et al., 2020). The 

rationale of purposeful sampling is to select the sample from a wealth of information to provide 

insight and knowledge of the studied topic (Bloomberg and Volpe, 2019). With convenience 

sampling, participants are chosen based on their immediate availability. This accessibility is 

often measured in terms of the closeness of the participants’ location to one another (Campbell 

et al., 2020). Therefore, the rationale for using the convenience and purposive sampling 

techniques is based on the idea that, given the study's objectives and goals, particular kinds of 

individuals may possess distinct and significant viewpoints on the subject matters related to 

the research question, and hence must be included in the sample. 

4.3.1. Sampling strategy 

The non-probability sampling approach is selected in this action study, focusing on purposive 

and convenience sampling techniques. The purposive sampling technique was used to 

determine the participants of the study. This technique enabled the selection of specific 

participants based on their characteristics concerning the study's rationale. IT teachers with 

more than two years of teaching the subject were selected since they would have pertinent 

knowledge of this research study. In addition to purposive sampling, convenience sampling 

was used to determine the study’s location. The selected schools are based in Ekurhuleni South. 

Given the proximity of the schools, it was convenient to travel around those schools on the 

scheduled interview dates. 

4.3.2. Participants 
Four IT educators for Grade 10 were the study's participants. The factors listed in Table 5 below 

guided the selection of the educators. 

Table 5: Teacher selection criteria for the study 

Teaching subject IT 

Experience The teacher needs over two years of teaching IT, Grade 10. 

Province Gauteng 

Area Ekurhuleni South 

 

The four teachers who took part in the study fulfilled the requirements for action research, 

which, according to McNiff (2013), the sample size for action studies should typically not 
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surpass ten, and it would consist of four or five members. The choice to have four teachers was 

made to optimise the variety of available information for the data analysis process and to have 

acceptable data. 

4.4. Data organisation and analysis 
The procedure by which the researcher bases principles, organisation, and relevance to the data 

they have acquired are known as data organisation and analysis (Wong, 2008). Several scholars 

claim that the processes of gathering and analysing data are intertwined in qualitative research 

(Wong, 2008; Merriam, 2009; and McNiff, 2013). Merriam (2009) asserts that there is no 

specific point at which data analysis starts. In other words, data analysis involves giving initial 

observations made during data gathering and final compilations significance. The data analysis 

began after the interviews to find patterns within the participants’ responses. This means that 

the study followed a thematic analysis. A qualitative analysis technique known as thematic 

analysis examines classifications and presents themes (patterns) correlated to the data 

(Merriam, 2009). The six phases of thematic analysis recommended by Braun and Clarke 

(2012) were used to find commonalities across various data types that could be used to 

conceptualise and interpret the data. These phases are familiarising oneself with the data, 

generating categories, generating themes, reviewing themes, defining, and naming themes, and 

producing the report (Braun and Clarke, 2012). Whereas the phases were presented 

sequentially by Braun and Clarke (2012), the process in this study was not linear; specific 

repetitive steps during analysis contributed time to the procedure. 

Familiarising oneself with the data 

This phase, universal to all types of qualitative analysis, is fully immersed in the data by reading 

and rereading textual information (such as interview transcripts) and listening to audio 

recordings (Braun and Clarke, 2012). This phase entailed reading and rereading the interview 

transcripts, making notes in the margins of the transcript documents on the teachers' choice of 

words, and afterwards, writing a summary for each interview transcript following the research 

objectives. After that, the interviews with the research participants were tabulated during the 

transcribing process using Word Processor (see Appendix A). The current study's method is 

action research. Therefore, it involved carefully examining how Grade 10 IT educators shape 

learning experiences in programming concepts, which made it possible to develop the coding-

based systematic analysis of the data. 
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Generating categories 

Categories are the foundations for recognising the meaning of patterns in data, and a 

fundamental organising principle supports them. According to Braun and Clarke (2012), this 

phase entails selecting data units that possess the capacity to provide information pertinent to 

the research questions. The analytical procedure entailed finding categories that would make 

sense to the data. The data extracts were created so that the categories emerged from the 

transcribed data. This inductive strategy is favoured to provide desired responses to the 

research questions. 

Given that this is a descriptive case study, the inductive coding approach encouraged the 

researcher to first focus on what the teachers were saying, along with the descriptive 

observation notes, to find the core ideas and assumptions (Merriam, 2009). It is critical to 

examine appropriate category names and provide extensive summaries to describe the 

categories throughout the creation of the category list to ensure that the implications connected 

with each category seem evident. The category names used to describe the data qualitatively 

were derived from the actual words and behaviours represented in the data (Braun and Clarke, 

2012). The descriptive categories from the interviews with the participants created during the 

transcribing process are shown in the table below: 

Table 6: Generating initial categories from the interviews 

Initial categories 

The utilisation of the CAPS document to structure objectives.  

Integration of a planning process. 

The inclusion of real-life examples.  

Collaborative learning 

Solution development 

Guidance by the teacher 

Measuring learner experiences 
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Generating themes 

The analysis emerges as the attention turns from categories to themes in this phase. According 

to Braun and Clarke (2012), a theme is a significant aspect of the data related to the research 

question and signifies a level of patterning in the participants’ responses. Throughout this 

phase, the categorised data were reviewed to find instances of commonality and duplication 

between categories. The rationale behind this is that the direct approach to creating main 

themes and subthemes, which are the components of a theme, is compressing or grouping 

categories that share a common trait to capture and describe the substantial and consistent 

pattern in the data (Braun and Clarke, 2012). 

Reviewing potential themes 

Quality assurance is the focus of this phase. The first process is to evaluate the themes of the 

generated data extracts and determine whether the theme made sense in the data context. In 

this phase, the emerging themes were assessed in connection to the categorised data and the 

overall dataset through a sequence (Braun and Clarke, 2012). On the categories that did not 

function, a few were eliminated or transferred to a different theme; instead, the theme's confines 

were redrawn to capture the relevant data more accurately. 

Defining and naming themes 

When outlining their themes, researchers must be able to describe succinctly what makes each 

one special and distinct. An effective way to check this is to summarise each theme's main 

points in a few phrases (Braun and Clarke, 2012). 

Table 7: Main themes 

Main themes 

Theme 1: The role of problem-based learning in programming 

Theme 2: Automated feedback tool  

 

Producing the report 

The analysed data is presented in this phase to implement the findings (Braun and Clarke, 

2012). The information supported by extracts, organisational tables, and a data map were 

interwoven in this final analysis stage to implement the findings. This is accentuated by the 
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WEKA tool concerning the chosen conceptual and theoretical frameworks. This detailed 

presentation is in the next chapter.  

4.4.1. Using the WEKA tool for data analysis concerning the theoretical and conceptual 

frameworks 

WEKA is open-source and free software containing various machine learning algorithms. 

According to Khalaf et al. (2016), WEKA is a set of innovative machine-learning algorithms 

and data preparation utilities. It is meant to allow users to test current methods on new datasets 

in various ways swiftly. It offers comprehensive assistance for the entire experimental data 

analysis, including data preparation, statistical measures of learning schemes, and visualisation 

of the input data and learning results (Khalaf et al., 2016). According to Salihoun (2020), it is 

an available tool to model and identify correlations and processes in educational data. This 

indicates that it provides resources for EDM and LA tasks like clustering, regression, 

classification, association rules mining, and visualisation (Khor, 2018). Considering the 

applicability of classification as a method for supervised learning in this study, a classification 

model is being constructed using training data. Each data point in the dataset is pre-classified 

(Khor, 2018), meaning its class label must be known; second, the model created in the previous 

phase is evaluated by giving class labels to data points in a test dataset (Salihoun, 2020). As 

established by the class label attribute, each tuple or sample is taken to belong to a 

predetermined class. Decision trees are used to visualise the model. In simpler terms, the tool 

is used as an EDM and LA activity in this study to analyse and model datasets and verify the 

output models once attributes have been created, then to verify that outcome variables have 

been labelled, and eventually to guarantee that data has been collected and suitably structured 

(Salihoun, 2020). 

Consequently, this study uses the supervised learning algorithm’s analysis to flag programming 

concepts that learners are struggling with, thus requiring a teacher’s assistance. Therefore, the 

WEKA toolset provides extensive pre-processing tools and learning techniques. Given the 

background of the WEKA tool in building the decision-tree algorithm, there are three steps 

which were essential in the in-depth analysis: data pre-processing, the exportation of data, and 

generating the data output. The processes of each step are outlined in the next chapter. 

4.5. Ethical considerations 

In any research study, it is essential to protect the safety of participants by adhering to the 

proper ethics rules. There in-depth nature of the research process in a qualitative approach lends 

ethical considerations a special significance (Arifin, 2018). When conducting a face-to-face 
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interview, ethical implications are more apparent. According to Babbie and Mouton (2007), an 

argument can arise when a researcher interacts with an issue that is likely to result in conflict, 

hence why a researcher must always be mindful of the ethical consideration of the study. Thus, 

the researcher must refrain from doing anything that could be considered unethical a could 

infringe upon the rights of others. This section provides a guideline on ethical considerations 

followed throughout the study. 

4.5.1. Access to the schools 
Initially, I sought ethical approval from the University of the Witwatersrand's Ethics 

Committee. Simultaneously, the GDE (Gauteng Department of Education) permitted me to 

study at the selected schools because it is part of a comprehensive research report after applying 

for permission to access schools (see Appendix B). Before the investigation could begin, the 

research proposal of this study was approved at this time (see Appendix C), along with the 

GDE and Wits Ethics Committee acceptance and clearance letters to gain entry to the schools 

and conduct interviews with the teachers. This insinuated the genesis of the methodology part 

of this research, where a letter was written to the school principals requesting permission to use 

their schools as sites for interviews (see Appendix D). This is because participants must choose 

a setting acceptable for them and feel confident enough to disclose any information to express 

themselves frankly and openly (Babbie and Mouton, 2007). From that frame of reference, it 

was constituted that teachers would feel more comfortable responding to questions openly if 

they were in a familiar environment, such as their classroom. Therefore, they could withdraw 

their agreement to participate in the study at any moment without worrying about being casual 

or even without me making a case for them to continue to take part.  

4.5.2. Privacy protection for schools and their teachers and learners 
Preserving the participant's identification is a concern that is at once related to protecting their 

rights and welfare (Arifin, 2018). Since data was collected on how they create learning 

experiences while teaching programming concepts, the marks of their learners and the identities 

of all participants should be preserved. Arifin (2018) supplied the guidelines for anonymity 

and confidentiality to guarantee that research participants' identities are protected. The 

interviews were conducted after school, so the teachers were assured that their standard 

classroom practices would not be harmed. Before the interview, teachers were also told they 

might withdraw from the project anytime. Exacerbated by the interview, teachers were asked 

to share their learners' earlier examination marks so they could be tested in a supervised 

learning algorithm. Despite gaining access to the patterns of the learners, the teachers disclosed 
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their marks by following the principle of "Anonymization” in the POPIA (Protection of 

Personal Information Act) Act of 2013 (SAGG, 2013). Personal information is transformed so 

that a data subject can no longer be directly identified. In short, the names of the learners, 

schools where the investigations were conducted, and teachers are not shown in this research.  

4.5.3. Explicit consent 
Two types of ethical methods for educational research inform consent: covert and overt. When 

doing their work covertly, researchers keep the nature and purpose of their study from 

participants (Scott and Morrison, 2006). This study breaches the ethical premise of explicit 

consent (Bell and Bryman, 2007). Covert research suggests that people cannot decide whether 

to participate in the study. Nevertheless, governed by the informed consent premise, the 

research could be investigated overtly. Instead of using the covert method, this research 

adopted an overt approach to ethical research. According to Scott and Morrison (2006), the 

procedures used in an overt research ethical method entail the researcher openly revealing to 

study participants the intent of the research, the rationale for which it is being conducted, and 

the way they will use the information participants provide. The participation information sheet 

and consent letter outlining the purpose of the study were sent to the principals and teachers of 

the IT subject. The participation information sheet and the consent form were read before the 

interviews, and both documents were approved. Accordingly, when the four teachers were 

interviewed, it was clear that this study was for my Master of Education Research Report. 

However, the data they supplied could also be used for journal papers published in academic 

journals and conference proceedings to further the discipline of leveraging machine learning 

algorithms in education. 

4.5.4. Permission of the participants to withdraw from the study 
The right of the participants to opt-out of participating in the current study is another approach 

to ethics that was upheld throughout the study. Potential research participants should have all 

the information they may need to decide whether they would like to participate in the study 

(Bell and Bryman, 2007). Each participant was informed of their choice to decline participation 

in the study before the interviews began, reiterating that their involvement in the research was 

optional. This implied they had the right to revoke their consent to take part at any moment and 

for any reason (Babbie and Mouton, 2007). Nevertheless, during the research, neither of the 

chosen participants withdrew their participation. 



46 
 

4.6. Assuring the integrity of the research outcome 
Several elements are considered crucial that enhance the study's reliability. For the study to be 

recognised in the canon of knowledge and to be considered suitable for application in a range 

of ways and methods, Bell and Bryman (2007) contend that the research study must adhere to 

the criteria of ensuring that it is exact, dependable, and generalisable. The measure that was 

essential in guaranteeing a study's trustworthiness includes authenticity, conformability, 

credibility, dependability, and transferability (Lincoln and Guba, 1985, cited in Elo et al., 

2014). 

4.6.1. Authenticity 
The degree to which researchers correctly and accurately present a multitude of realities is 

called authenticity (Elo et al., 2014). To ensure that the study is authentic, the principles 

outlined by Bell and Bryman (2007) were followed: 

● Fairness: The research stands for the perspectives of IT teachers without asserting the 

researcher’s biases. 

● Ontological authenticity: This study arrives at a better social milieu by asserting the 

perspectives of IT teachers on the need for intervention tools that can be used to flag 

concepts that learners are facing challenges.  

● Educative authenticity: This study appreciates different perspectives in answering the 

study’s questions. 

● Catalytic authenticity: Concurrent with ontological authenticity, the study endorses 

machine learning to advance and improve learning experiences in educational settings. 

4.6.2. Conformability 
Bell and Bryman (2007) note that the extent to which the discoveries result from the inquiry's 

emphasis instead of the researcher's inclinations is alluded to as confirmability. I listened to the 

audio recordings several times to verify that the transcripts accurately reflected the data 

provided by the participants and kept a reflective journal that described all the events that 

occurred in the study environment to ensure that there was an act of honest conduct, or that 

no core views or theoretical proclivities were appearing to influence the conduct of the research 

and conclusions derived from this. 

4.6.3. Credibility 
The researcher must confirm that the research findings fairly reflect the data gathered from the 

participants in any empirical research. Establishing the credibility of conclusions requires both 

making sure that studies are conducted following standard practices and presenting study 
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results to the individuals in the social environment that have been examined for confirmation 

that the researcher has correctly understood that social reality (Bell and Bryman, 2007). 

Distinct complementing evidence-based sources were used to achieve credibility in this study 

and get differing views on the research topic. Data in this study were collected in two forms: 

interviews with multiple IT teachers and the records of the learners’ marks to be inserted into 

an algorithm. The numerous reference points allowed the study’s findings to be pertinent to the 

research aims. 

4.6.4. Dependability 
Dependability focuses on determining the importance of research compared to the standard of 

credibility. According to Bell and Bryman (2007), this calls for the researcher to adopt an 

auditing strategy by making sure that thorough records are kept of every step of the research 

process, including problem formulation, sampling procedure, research notes, transcriptions, 

data analysis choices, and so forth—in an approachable way. The supervisor served as the 

auditor for this research to address concerns with dependability. In his role as an auditor, my 

supervisor went over the data that was gathered, the interview transcripts and how these could 

be used to support the findings of the study, the suggestions that were made in this study, the 

algorithm’s formulation, and output, and verifying the interconnections between these. He also 

assessed the study's writing for consistency. 

4.6.5. Transferability 
Bell and Bryman (2007) state that qualitative findings primarily focus on the contextual 

distinctiveness and relevance of the part of the social environment being examined since 

qualitative research usually entails the intensive study of a small group of people having traits. 

Given that they promote the variety of perspectives offered by the participants on the subject 

under research, convenience and purposeful sampling were used as strategies to enhance the 

transferability of the study.  

4.7. Chapter summary 
The research methods and design that were employed in this study have been covered in this 

chapter. The theoretical and conceptual framework of EDM and LA served as the basis for this 

study and the foundation for the research design and methods. The qualitative research 

approach is determined to be the best suitable for this study based on its characteristics. Semi-

structured interviews were used as qualitative research to conduct the study. The selection of 

participants and the methods and processes used for data analysis were outlined and justified 
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in this presentation. Additionally, the ethical issues for this study were discussed in this chapter. 

The outcomes of this qualitative research are presented in depth in Chapter 5. 
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Chapter 5: Data presentation, analysis, and discussion of 

the findings 
“What we find changes who we become.” – Peter Morville. 

5.1. Chapter overview 
In this chapter, there is a critical discussion that focuses on the findings that were obtained from 

the participants in the study, intending to answer the research question: “What tool do IT 

teachers require to be notified of programming concepts in which learners are having difficulty 

and to intervene?” alongside its subsequent questions that are as follows:  

1. How and when do teachers intervene with learners facing programming difficulties? 

2. How effective is the method in preparing learners’ understanding of the concept? 

3. What effective tool informs IT teachers about issues in which learners are having 

difficulty? 

The responses provided by the participants are used in this section to answer these sets of 

questions. To present these responses, seven categories generated two prevalent themes 

identified in the analysis of the interviews in Chapter Four, Table 4, which will be used to 

discuss this chapter. These categories are the utilisation of the CAPS document to structure 

learning objectives, integration of a planning process, the inclusion of real-life problems, 

collaborative learning, solution development, guidance by the teacher and measuring learner 

experiences. Each category is discussed in detail with relevant excerpts from the interview 

transcripts and literature. In addition, the categories are used to inform that there are two themes 

that the study generates to address the purposes of the study. The themes that were found are 

(1) The role of problem-based learning in programming, as it was found in the instructional 

method that IT teachers use in their programming classrooms; (2) Automated feedback tool, 

which can be depicted as a primary theme that runs through the study, where its main purpose 

is to inform Grade 10 IT teachers about concepts that they need to focus on, based on previous 

results using a supervised learning algorithm. 

5.2 Generating categories 

5.2.1. Utilisation of the CAPS document to structure objectives 
For several years, learning objectives have been portrayed as the bedrock of every educational 

activity, and they have been exalted as the consequence of both the teaching and learning 

process. Learning objectives are clearly outlined so that the learner understands what to expect. 

All four participants stated that the CAPS document guides them in teaching and learning 



50 
 

programming concepts. As mentioned in Chapter 1, programming falls under Solution 

Development in IT, where the creation of programming is a systematic, organised process that 

relies on logical thinking to solve computational problems, including data-related ones. 

Articulated below are two quotations from participants on how they use the CAPS document 

to structure their learning objectives: 

I use the Annual Teaching Plan (ATP). In Grade 10, we work with basic Delphi. So, I 

need them to learn basic Delphi and be comfortable with both the interface and the 

developer. We only do basic amounts and basic structures. We do the IF, ELSE, CASE, 

and nested loops, and we will do the text files if we get some time. 

Teacher B echoes the same statement by guiding what learners should achieve by providing a 

practical strategy. 

The learners should be able to produce a working programme. They should be able to 

use different concepts, from loop structures to databases to text files, and they need to 

integrate all of those working classes, objects, and classes into a working code. So, I 

follow the CAPS document, but because I teach IT as an extra subject, I only sometimes 

stick to the order in which it is prepared if I have covered all the work from grades 10 to 

12. 

5.2.2. Integration of a planning process 
Programming is fundamentally a process-oriented methodology. Problem-solving requires 

forethought, during which the learner chooses sufficient means related to the learning objective 

and implements an approach to learning success (Cho et al., 2021). Through such a process, 

learners can think objectively and develop a systematic plan to tackle the problem and take the 

necessary steps. A fundamental aspect of achieving this in IT, ensuring a successful 

programming code, is embellishing the learners’ algorithmic thinking skills. According to DoE 

(2011), this is accomplished by teaching learners how to build algorithms, solve problems, and 

write programmes using real-world examples. One of the participants applies this theory to his 

learners in detail so they can identify the types of challenges that call for specific algorithms. 

To teach algorithmic thinking, I relate to everyday examples. Recently, I taught them the 

six steps in the programming process because they need to consider these steps when 

solving a problem. (1) Define the problem. (2) You need to understand the problem. (3) 

Decomposition, essential in computational thinking, means breaking down that problem. 

(4) You plan the logic of the programme. (5) You must use your solution development 
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tools, IPO [Input Process and Output], trace tables, and flowcharts. (6) Produce an 

algorithm to solve a problem. 

This quotation suggests that a learner can use related concepts to develop algorithms for 

various issues or circumstances by exploring algorithms to solve fundamental problems 

using these steps, which are essential in developing algorithmic thinking. 

5.2.3. The inclusion of real-life problems 
To effectively fix issues using programming code, learners must research and analyse problems 

in several settings (such as those related to science, technology, the environment, and daily 

life) (DoE, 2011). Programming that incorporates actual problems focuses on the attributes of 

the problem; the issues used in programming should be challenging while also being realistic 

and relevant to specific circumstances. Following the evidence, the participants used a 

comparable strategy for choosing a real-world issue that is important and relevant to learners' 

interests and provides helpful programming knowledge while simultaneously immersing 

learners in the learning process and helping them gain a greater understanding of programming. 

Teaching programming is incredibly challenging. I am concerned that they do not have 

prior knowledge when they choose the subject in Grade 10. One of the ways to make it 

enjoyable is gaming. I sometimes get the feeling when the kids think that when they can 

be good gamers, they can be good programmers. So, I make it extremely exciting for 

them, especially working where they are starting. They work with the properties and 

components of Delphi. First, I ask them to insert a form, change the colour, height, and 

width, and make those visual changes. You can see, get them excited. From there 

onwards, we move into coding. 

While Teacher D used gaming models to contextualise programming by allowing learners to 

use the Delphi IDE as a ground for the foundation for programming, Teachers A, B and C used 

real-life examples to enhance learners' understanding of problem-solving in programming: 

Yesterday, I was teaching them about WHILE loops. So, I make relatable examples using 

a WHILE statement. Like WHILE you are making a cake requires many steps, you keep 

on adding the ingredients until it is suitable for baking. WHILE the oven is baking the 

cake, you wait for the time. 

Like Teacher A, the notion of developing algorithmic thinking, Teacher C, necessitates the use 

of everyday examples for learners to adopt computational thinking. 
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I use everyday examples for them like before you cook, you know that you need to follow 

the recipe first. To do this, you need to follow this recipe up until the last step. So, then I 

ask them, how do you bake the cakes? What is it that you need? Then you ask them to 

mention all those steps, which will inform the algorithm course. So those are the example 

that I can use next. 

When organising activities, Teacher B employs problem-solving activities in programming 

based on what is going on in the country's socio-economic environment.  

Regarding problem-solving, I structure our questions for that lesson around whatever is 

topical. For example, in an election season, I make my grade 10s write a programme to 

do online voting and record the votes. So, for example, when we were having problems 

with the license system with people struggling to log online to book a driver's license test, 

we wrote a much smaller programme to do that. 

From these exceptions, learning through problem-solving programming is driven by and 

structured around critical challenges that learners are likely to encounter in the real world. 

This results in learners developing programmes that solve those problems. 

5.2.4. Collaborative learning 
All participants recognised support and guidance in collaboration between learners, including 

the teacher, as a critical component of problem-solving in programming. Based on the 

evidence, the problem-solving programming approach that the participants used encouraged 

pairings or groups of learners to work together to integrate new knowledge into knowledge 

acquired. An instance of this is seen in the quotation below: 

When teaching a new programming concept, one learner will immediately catch it and 

understand it. Once he is done working on the programme, he is often willing to assist 

other learners that are slower. Also, I put them on pair work when they have a 

challenging programme. However, I get them closer by walking around to see as they 

develop programmes. I can see how they are either succeeding or not. 

Collaborative learning is a component that, according to evidence from Teacher A, 

significantly enhances learners' ability to solve programming problems and ensures their skill 

learning. Based on this quotation, collaborative learning is exhibited by the theory of social 

constructivism. According to Cho et al. (2021), in social constructivism, learners learn more in 

a group context, where they tend to exhibit greater levels of motivation and self-assurance. 
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5.2.5. Solution development 
Creating a workable solution to the given challenge is known as solution development. The 

participants below suggest that solution development may be the most critical aspect of 

problem-solving in programming. 

Learners should be able to produce a working programme. They should be able to use 

different concepts, from loop structures to databases to text files, and they need to 

integrate all of those working classes, objects, and classes into a working code. 

From the quotations, learners must exhibit modelled responses to the problem by developing a 

working programme, and they ought to get honest feedback for their effort. The learner can 

achieve higher degrees of competence in programming by translating foundational 

programming knowledge to demonstration (Cho et al., 2021). In other words, learners should 

synthesise relevant information with past knowledge to produce a solution, and this activity is 

a valuable tool for retaining recently taught knowledge. 

5.2.6. Guidance by the teacher 
Another distinctive feature of programming classrooms relative to other instructional methods 

is the teacher's role as a facilitator. Assertions from the participants prompt that learners must 

cultivate self-direction to solve programming problems as the teacher's function shifts to that 

of a learning facilitator, mandating this improvement in the learners: 

I do guide them, particularly those who are facing programming challenges. I sit with 

them and guide them. My role is to give them instructions. 

While Teacher B provides a practical example of being a facilitator in a programming class, 

Teacher C supplements this procedure with educational resources. 

There is an eBook from MTN, which includes data files and guided activities. Let us say, 

for example, we go through a particular chapter, I make an example of the topic with 

them, and once we complete the example, I ask them to do a guided activity at home or 

in class. 

Evidence from the participants indicates that IT teachers have a crucial role in helping and 

evaluating the feasibility of learner solutions to a problem based on their expertise and 

knowledge of programming. The importance of the teachers' facilitation cannot be overstated. 

With it, learners can acquire vital assistance for developing a program at the right moment, 

developing correct codes, and showing enthusiasm for IT. 
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5.2.7 Measuring learning experiences 
The evaluation of learning outcomes, among many other domains of education, is crucial in 

guaranteeing appropriate pedagogical quality and has consistently been challenging. According 

to Wang et al. (2012), the assessment of programming learning performance and experiences 

is complex since computer programming is problem-solving-oriented and extremely practical. 

Traditional evaluation methods are difficult to adapt to numerous innovations in computer 

programming education (Wang et al., 2012). Hence, the evidence below shows how IT teachers 

use contemporary teaching methodologies to improve learning results in programming.  

I assess using homework, classwork, and formal assessments where they must develop 

their code. I use Adobe Reader to mark and highlight where they went correct or 

incorrect in their code. 

 

Figure 7: Marking guideline of a programming activity 

Based on Figure 7, marking feedback is critical in the programming teaching and learning 

activities since it stimulates learner development and performance. Teacher B provides another 

measure of feedback to enhance the learners' progress. 

In programming, I assess learners by requiring writing them to provide a solution for a 

programme. Sometimes they must build a programme from scratch, sometimes, it is a 

programme that is half-built, and they need to figure out what the solution is. Sometimes 

I will give them a set of notes to refer to, and then we will go through the programme in 

detail. The feedback is verbal feedback for informal tasks. 

Evidence from the quotation is that, like Teacher A, Teacher B requires learners to develop 

programmes and provides the use of verbal and notes feedback as a measure of learning 
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experiences on how it improves learner performance by making them more aware of their 

progress toward achieving the anticipated proficiency in programming. The basis of this 

argument is like Teacher D. 

So, in informal assessments, I use peer assessments and self-assessments. This teaches 

them how to go through each programme and work alone. Afterwards, I consult my memo 

with them and mark the task. 

While Teacher B and Teacher D shed light on how they use informal assessments to measure 

learner programming experiences, Teacher D provided enlightenment on how they measure 

learner experiences in the formal evaluation known as the Practical Assessment Task known 

as PAT. According to DoE (2011), the PAT is an application development assignment that 

allows learners to highlight their coding and application development abilities. 

In formal assessments like Practical Assessment Task2, I use rubrics provided by the 

Department of Basic Education to score the learners’ marks and provide feedback per 

the rubric. 

These rubrics have mark sheets that teachers can use to allocate their respective learners’ 

marks based on the programmes they have developed (DoE, 2011). 

Data analysis – Generating themes. 

As mentioned in the preceding chapter, a theme is a repeating pattern or interpretation of the 

data that connects to the study topic. A theme is a more abstract concept requiring more data 

interpretation and integration than a category, which describes and organises the manifest 

content of a data collection (Kiger and Varpio, 2020). An inductive approach is used in this 

study to find the themes. These themes represent the inquiries made by participants and do not 

need to accurately reflect the researcher's interests or convictions (Braun and Clarke, 2012). As 

a result, an inductive approach is used to produce a deeper thorough study of the complete set 

of obtained evidence. The following thematic map enables the reader to analyse and 

contextualise findings based on two themes: The importance of problem-based learning in 

programming and there need for an automated feedback tool. 

                                                             
2 A PAT score is a requirement of the final advancement mark for all learners studying subjects with practical 
components like IT. It contributes up to 25% of the final examination score. 
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Figure 8: Thematic map 
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5.3. The role of problem-based learning in programming 
Seven categories were examined in the previous section. Based on the substantive evidence 

provided by participants, the standard instructional method for teaching and learning 

programming concepts is problem-based learning (PBL). The evidence from participants 

shows that problem-based learning in programming is used to shape learning experiences. PBL 

is an educational technique that prioritises the needs of the learners and encourages active 

learning. PBL is based on the idea that the learner actively constructs knowledge throughout 

learning (Looi and Seyal, 2014). This means that learning is the consequence of a learner's 

actions; teachers only contribute by facilitating and supporting productive behaviours. Instead 

of teaching the learners about the problem and its solution, the teacher presents and helps them 

discover their solutions, guiding their inquiry and learning (Looi and Seyal, 2014). In a similar 

vein, Grade 10 IT teachers use programming with the aim of learners using their knowledge of 

the essential concept to solve substantive issues.  

5.4. Automated feedback tool 
Machine learning algorithms are one of the learner intervention tools that can be an advent. 

Teachers can take further steps to coordinate appropriate aid for the underperformers to 

advance in their subject and enhance their grades as a supplement to the feedback-giving 

methods (Lopez-Bernal et al., 2021). The primary priority of the paper is to employ the 

supervised learning algorithm as an intervention tool to help IT educators identify 

programming concepts that learners are having trouble with early on and take the necessary 

steps to increase retention and performance. To accomplish this priority, previous IT learners’ 

academic marks were applied to guide teachers about programming topics they should give 

heed to using a supervised learning algorithm. Using the frameworks provided by the EDM 

and LA, the analysis procedure used to create that output in the supervised learning algorithm 

is outlined below. 

The process has three phases and similar procedures are conducted in each step (see Figure 9). 

The main effort is creating and preparing the training dataset (Swasti and Monika, 2013). Data 

cleansing and pre-processing fall under the category of data preparation. Cleaning data entails 

removing pointless features and dealing with cases when parts lack value. Data preparation 

enhances the dataset's quality even further, enabling the algorithms to provide better results 

(Swasti and Monika, 2013). Over the produced dataset, the supervised learning algorithm is 

run during the experimental assessment phase. A model that looks to be easier to comprehend 
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is picked for interpretation. Therefore, the chosen model is put into a format that the teacher 

can understand based on the decision-tree algorithm.  

 

Figure 9: Data steps 

5.4.1 Data preparation 
Data preparation is the first step, which involves visualising, cleaning, and unifying the data to 

prepare it for the next step (Khalaf et al., 2016). Data preparation is crucial since data is 

erroneous, imperfect, and noisy (Swasti and Monika, 2013). Data may not be sufficient because 

it lacks desirable characteristics or may not be relevant to the study's topic. It is hence dirty as 

a result. Data preparation is crucial because dirty data leads to duplicate records, insufficient 

quality data, and—most crucially—poor results (Swasti and Monika, 2013). Quality data must 

serve as the foundation for quality judgments. Quality data must be consistently integrated into 

data warehouses. Data preparation allows for the measurement of data quality in terms of 

correctness, comprehensiveness, consistency, timeliness, plausibility, and interpretability 

through detailing three steps which include data description, data cleaning and data pre-

processing (Swasti and Monika, 2013) 

5.4.1.1 Data description 

The dataset in this study consists of the learners' records for their scores on the Grade 10 IT 

final examination practical paper. The data was gathered from Grade 10 IT teachers, and all 

ethical requirements were strictly observed. The training dataset consists of programming topic 

areas and their concepts covered in Grade 10. The training dataset holds 12 cases, each with a 

maximum of four determination features and one estimation class (see Table 8). 
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Table 8: Topic areas of programming and their concepts 

Programming topic area and their concepts Programming 
concept ID 

Procedural programming  

● Writing conditional statements 

● Solving mathematical problems in programming 

● Syntax 

● Understanding data types 

● CS 
● SM 
● SYT 
● DT 

Programme design  

● Composition of properties and components 

● Conceptualising problems and designing solutions 

● Debugging and exception handling 

● COM 
● CDP 
● DE 

Algorithm design  

● Abstraction/Pattern Recognition 

● Modelling of algorithms – Flowcharts and designing tables 

● AP 
● MA 

Object-oriented programming  

● Differentiating between classes and objects 

● Scope design of variables 

● Polymorphism 

● OC 
● DV 
● PM 

 

5.4.1.2 Data cleaning 

Given that they are related to the learner's privacy, unnecessary features were not included in 

identifying the programming concepts that learners need help with. Removing excessive 

characteristics, such as the learner's name, gender, and the school’s name, is done to abide 

by ethical and privacy considerations. Likewise, machine learning algorithms cannot 

effectively grasp and interpret noisy input (Khan et al., 2021). Unreliable or deceptive values 

for one or more features are considered noisy data. Such an occurrence degrades the algorithm's 

performance; hence these features were removed. Subsequently, the training dataset had 12 

instances after eliminating the noisy data. 

5.4.1.3 Data pre-processing 

A substantial number of features make up the training dataset in most cases, yet, employing all 

of them may degrade the classification outcome (Khalaf et al., 2013). It is preferable to decide 

on a subset of relevant characteristics throughout the classification process. The pre-processing 

stage minimises complexity, improves computational effectiveness, and prevents overfitting 
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by making the model comprehensible and less complicated (Khan et al., 2013). Several feature 

selection algorithms are available for this; however, in this study, the Gain Ratio Attribute 

Evaluator Filter with Ranker strategies was employed to reduce the number of overlapping 

features and rank programming concepts under the specific topic area from high to low. The 

learners' cumulative marks were normalised using a conversion process that changed the 

numerical values into nominal values. Table 9 displays a class label that divides programming 

ideas into high marks, medium marks, and low marks categories depending on the learner's 

grades. 

Table 9: Class label 

Class Label Description Interval values 

L Low marks 0-39 

M Medium marks 40-69 

H High marks 70-100 

 

5.4.2 Experimental assessment 

5.4.2.1 Algorithm development 

As mentioned in Chapter 4, the WEKA tool is used to classify the programming concepts 

teachers must focus on. After pre-processing, the data was imported into the Weka tool. After 

the dataset has been pre-processed, the second step entails exporting the data (Khor, 2018) into 

the WEKA software to test it in a decision-tree algorithm. To choose the optimal method to 

divide the data, the decision-tree algorithm employs an internal measure to discover the split 

that leads to the most significant gain in forming accuracy (Mesarić and Šebalj, 2016). The 

training dataset was based on the topics of programming language covered in the IT subject 

and was classified against the testing dataset, which was the marks that learners obtained into 

a decision-tree algorithm. 

5.4.2.2 Algorithm execution 

Weka Explorer was opened with the ITmarks.artff file that had been produced. Based on the 

learners' performance, this study developed a model using four attributes to highlight 

programming ideas that teachers should focus on. These attributes fell under procedural 

programming, object-oriented programming, algorithm design, and programme design. The 

model's performance is evaluated using a confusion matrix after it has been trained and 
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confirmed using a 10-fold cross-validation procedure. An exact solution to the classification 

issue is proven by a confusion matrix, which holds data on accurate classifications (Khor, 

2018). Therefore, the J48 is used as the decision tree to stand for the algorithm to implement 

the supervised learning algorithm. 

5.4.3 Algorithm’s implementation 

5.4.3.1 Algorithm’s interpretation 

Lastly, the output derived from the algorithm is used to analyse the results (Khalaf et al., 2016). 

In this regard, a set of options is derived from the model to show educators the topics they will 

need to pay attention to and implement new teaching and learning strategies in their present 

learners (see Figure 10). 
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Figure 10: The algorithm's outcome 
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5.5 Discussion 
Programming is used to teach logic and reasoning (Koorsse et al., 2015); hence it is efficient 

and well-suited to the PBL approach. Evidence from the participants demonstrates that through 

meticulously planned instruction, IT teachers aim to improve learners' ability to understand and 

deal with real-world problems through programming. One of the critical exit learning outcomes 

of CAPS, problem-solving abilities are a crucial qualification for citizenship in today's culture 

(DoE, 2011). Through resolving learning problems or real-world issues, individuals must 

acquire the fundamental idea and method of problem-solving, whether in life or at work. The 

need for problem-solving abilities in social issues is growing due to the move toward an 

information society (Koorsse et al., 2015). The contemporary information age can only be 

adopted through teaching methods that enable learners to collaborate to learn and be free to 

think and improve their interaction abilities. Unsurprisingly, the PBL approach perfectly meets 

this stipulation in IT subjects. Programming classrooms are learner-centred; bearing practical 

problems allows teachers to join their learners in groups and address issues by stimulating real-

life situations through programming. Therefore, improving learners' problem-solving skills and 

making knowledge and meaning construction clear during the problem-solving process in 

programming. 

It is challenging for newbie programmers like Grade 10 IT learners to comprehend these 

concepts without previous programming knowledge (Koorsse et al., 2015), so learning 

programming would become less appealing. Thus, IT teachers need to foster an environment 

that encourages learning and is entertaining for learners. Hence, their lessons are learner-

centred, and IT teacher plan lessons to promote learners' abilities and alter the focus of every 

class to what should be learnt and how learning occurs in enhancing learners' interest in 

education and transform the programming learning process from passive to active engagement. 

Teachers start by making a collection of engaging and intriguing programmes and 

demonstrating the dynamic effect on learners to pique learners’ interest immediately in 

programming classes. Learners’ curiosity is quickly piqued as it gives them the sense that they 

can put up a good multimedia show in just a few minutes (Peng, 2010). After that, the 

programming teaching and learning process is centred on challenges to pique learners' attention 

and ignite their enthusiasm for programming. Subsequently, it stimulates their thirst for more 

programming, inspires their creative side, and enables them to study with questions in mind 

from start to finish, solve problems, and apply their knowledge based on the programming 

concepts they have been taught. 
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As per the findings, learners' primary role in programming is emphasised as learner-centred, 

and a teacher's role shifts from only imparting knowledge to leading learners. This approach 

calls for teachers to have a firm grasp of the programming subject matter. Still, it also calls for 

flexible knowledge usage, extraordinary logical reasoning abilities, the ability to ask and 

answer questions, the capacity to pique learners' interest and enthusiasm for discussion, and 

the capacity to systematically arrange the learners while integrating activity and silence while 

solving problems (Koorsse et al., 2015). Within the spectrum of participants’ responses, the 

teachers have content knowledge of the subject and classroom management skills to facilitate 

the learning process. When it comes to problem-solving with the use of the PBL, the teachers 

place much emphasis on the creation of open, thought-provoking, and demanding skills of 

learners, and provide them with ample time and room to learn and explore and encourage them 

to produce something original and creative, to solve a problem in programming. Furthermore, 

the PBL approach helps learners develop their interpersonal and mutual aid skills through one-

on-one, pair, and group interactions that allow them to engage in discussions to solve a 

problem. 

To measure programme learning experiences, teachers use measure using informal and formal 

assessments. Evidence suggests and emphasises the importance of rigorous and process 

evaluation. According to Peng et al. (2010), it is a thorough assessment of learners' abilities 

and represents the calibre of every facet of a learner during the problem-solving process. An 

example of how the evaluation is completed is seen in Figure 7, where an assessment is based 

on the development of a learner's overall programming proficiency. This signifies that the 

learner's ability to solve issues by using what they have already learned in programming 

through individual study or collaborating with others to tackle practical difficulties is at the 

core of this evaluation. Hence, the teacher participants asserted that they provide constructive 

feedback to their learners. Constructive feedback is essential in teaching and learning because 

it serves as a stimulus for learners' performance and growth (Pangastuti et al., 2022). 

Subsequently, feedback can improve learners' programming effectiveness by making them 

more conscious of their development toward achieving the desired competency. 

Using the record of marks of IT learners, a supervised learning algorithm is used to identify 

programming concepts that IT learners based on data collected from four schools. The output 

of this information can assist teachers in finding initiate intervention programmes to fulfil the 

learners' learning needs based on the programming concepts they are struggling with, provide 

customised learner-centred experiences, and improve learning results (Nafea, 2018). Figure 10 
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shows the decision tree constructed from the ITmarks.artff file. The decision tree commences 

with the decision node, indicating a choice that needs to be taken—followed by four nodes. 

Each node represents one of four programming topic areas: procedural programming, 

programme design, algorithm design, and object-oriented programming. Afterwards, there are 

more branches, each of which denotes a potential high, medium, and lower mark based on each 

topic area of programming. In response to high, medium, and low marks, the endpoint node 

categorises programming concepts that teachers should note in each topic area. 

These are the rules that were established for each topic area to categorise programming 

concepts: 

1. IF ITMarks<=39 THEN Class = L 

2. IF ITMarks>=40-69 THEN Class = M 

3. IF ITMarks>=70-100 THEN Class = H 

Table 10 shows the results obtained in the confusion matrix. Out of 12 instances, five are 

classified as ‘L’. Which consists of five programming topics: Writing conditional statements, 

conceptualising problems, and designing solutions, Debugging and exception handling, 

Abstraction/Pattern Recognition, and differentiating between classes and objects, being 

displayed as programming concepts that learners are underperforming in. Hence, the true 

positive (TP) and false positive (FP) are 0.845 and 0.075, respectively. For the programming 

concepts that learners are performing averagely in, 2 out of 12 are classified as ‘M’: Solving 

mathematical problems in programming and Scope design of variables. Therefore, the TP rate 

is 0.732, and the FP rate is 0.25 (see Table 11). There are 5 out of 12 programming concepts 

that learners highly perform in. These are Syntax, understanding data types, Polymorphism, 

Modelling of algorithms – Flowcharts and designing tables, and the Composition of properties 

and components. They are classified as H with 0.61 TP and 0.86 FP rates (Refer to the 

programming concepts ID in Table 8). 
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Table 10: The confusion matrix of three labelled classes 

 

 

Actual Class 

Labelled Class 

Topic area High marks Medium Marks Lower Marks 

Procedural 

programming 

DT, SYT SM CS 

Programme 

design 

COM  CDP, DE 

Algorithm 

design 

MA  AP 

Object-

oriented 

programming 

PM DV OC 

 

Table 11 depicts the class-wise accuracy. 

Table 11: Class-wise accuracy of the three labelled classes 

Class True positive rate False positive rate 

H 0.61 0.86 

M 0.732 0.25 

L 0.845 0.075 

 

5.6 Chapter summary 

This chapter reported the study’s findings. The study's significant conclusions identified PBL 

as one of the primary approaches used for programme teaching and learning in IT classrooms 

for learners in grade 10. The research identified six categories as crucial to the use of PBL in 

programming classes - Utilisation of the CAPS document to structure learning aims, integration 

of a planning process, the inclusion of real-life problems, collaborative learning, solution 

development and guidance by the teacher. Moreover, teachers employ informal and formal 

evaluations to monitor programme learning experiences. After completion, the learners receive 

helpful feedback on their performance in this evaluation based on their overall programming 

ability growth. Given Chapter 1, assessments are usually done late. When it comes to helping 

learners comprehend a concept, teachers lack the necessary tools. To assist schools in 

preventing learners from misunderstanding the programming concept, a tool that evaluates 
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learner performance in programming concepts is required (Islam, Mouratidis and Mahmud, 

2021). Using a visual tool in the form of a decision tree to identify key concepts, this strategy 

is used in this study to give teachers a report on programming principles they should pay 

attention to. The tree output was reported, enabling teachers to learn about the programming 

concepts with which their learners are having difficulty and to intervene earlier. The 

significance of the study’s results is outlined in the next chapter, along with suggestions for 

future research.  
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Chapter 6: Conclusions 
“The heart and soul of good writing is research; you should write not what you know but 

what you can find out about.” – Robert J. Sawyer. 

6.1. Chapter overview 
Three specific purposes propelled this study. The first was to unbiasedly study and examine IT 

teachers for Grade 10 on how they shape educational experiences when they educate learners 

about programming principles. The second was the provision of literature on tried-and-true 

machine learning-based approaches that can inform teachers about the concepts or topics their 

learners are struggling with so that they may intervene and give aid. The third goal of the reach 

was to develop a model and put into practice a supervised learning algorithm that pinpoints the 

programming challenges that learners are having. The foundation informed this overarching 

purpose of the two earlier goals. Regarding the study's objectives, the central question for this 

study has been: “What tool do IT teachers require to be notified of programming concepts in 

which learners are having difficulty and to intervene?” The study concentrated on three sub-

questions to address this subject. 

1. How and when do teachers intervene with learners facing programming difficulties? 

2. How effective is the method in preparing learners’ understanding of the concept? 

3. What effective tool informs IT teachers about issues in which learners are having 

difficulty? 

As discussed in Chapter 1, teachers at schools lack the necessary resources when it comes to 

helping learners understand a topic. To assist educators in preventing learners from 

misunderstanding the topic, a programme that assesses learner performance in programming 

concepts is required. This research focused on developing a unique automated supervised 

learning approach that combines LA and learner performance management to pinpoint weak 

areas of programming for learners. In this study, the automated tool was used to identify 

learners who need immediate support and alert teachers to assist them in better comprehending 

the concepts with which they are struggling. Islam, Mouratidis, and Mahmud (2021) pointed 

out that this automated programme can close the gaps by fusing the most recent learner data to 

generate helpful predictive and proactive analyses once it is in place. 

To structure the supervised learning algorithm, EDM and LA were proposed as the theoretical 

and conceptual frameworks of the study, respectively. EDM, as a theoretical framework in this 

study, is focused on designing, studying, and executing automated ways to find patterns in sets 
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of data in the form of learner marks that would be challenging for teachers to analyse concepts 

that learners are struggling with because of the enormous amount of information within which 

they exist (Mohamad and Tasir, 2013). LA is a conceptual framework to capture, measure, and 

report data on learners on concepts they are struggling with and their settings to comprehend 

and optimise programme teaching and learning and the environments in which it occurs 

(Papamitsiou and Economides, 2014). To report on the findings using these frameworks, a 

thematic analysis was used as the study's analytical framework to find patterns within the 

participants' interview responses. From this frame of reference, this comprehensive approach 

informed the use of the WEKA tool in this study as it is an essential component within the 

machine learning algorithms for EDM and LA tasks and allowed the generation of the 

algorithm’s output. 

An overview of the study's findings is presented in this concluding chapter. This chapter starts 

by discussing the study's findings. The summary of the findings, significance and limitations 

of this study are then examined. Finally, the chapter ends with suggestions for future research, 

emphasising the significance of more significant research based on machine learning 

algorithms in South African education. 

6.2 Summary of the findings 
This research achieved its objectives and answered its research questions as follows: Regarding 

the research questions, the study found that IT teachers intervene with learners facing 

programming difficulties by employing both informal and formal assessments to evaluate 

learners' programming abilities and reflect on their problem-solving skills. The study also 

showed that the PBL approach is a method that IT teachers use to develop learners' 

comprehension of the programming. In response to the primary research question, the study 

recommended an automated feedback tool in the form of a supervised learning algorithm to 

highlight programming concepts that teachers should pay attention to. The study's findings 

offered proof in support of using the J48 decision tree algorithm to create a model that would 

highlight important t programming concepts for teachers. In conclusion, the study discovered 

that the research objectives and questions were fully achieved, and the proposed tool can assist 

IT teachers in identifying learners' programming difficulties and intervening promptly. A 

summary table is provided below to facilitate the reader's understanding of the extent to which 

each research objective and question was achieved. 
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Table 12: Summary of the extent to which research objectives and questions were 

achieved 

Research objective/question Extent of achievement 

Objective 1: Review existing literature on machine 

learning algorithms and their applications in 

educational settings, particularly in identifying 

learner difficulties with programming concepts. 

Fully achieved 

Objective 2: Conduct semi-structured interviews 

with Grade 10 IT teachers to explore how they 

facilitate learning experiences for programming 

concepts. 

Fully achieved 

Objective 3: Collect and analyse data on learners' 

recent exam results to determine their performance 

in programming concepts. 

Fully achieved 

Objective 4: Develop and implement a supervised 

learning algorithm that identifies programming 

concepts that learners are struggling with. 

Fully achieved 

Question 1: What tool do IT teachers require to be 

notified of programming concepts in which learners 

are having difficulty and to intervene? 

Fully achieved 

Question 2: How and when do teachers intervene 

with learners facing programming difficulties? 

Fully achieved 

Question 3: How effective is the method in preparing 

learners’ understanding of the concept? 

Fully achieved 

Question 4: What effective tool informs IT teachers 

about issues in which learners are having difficulty? 

 

Fully achieved 

 

6.3. Significance and implications of the study 
The current educational system in South Africa puts much emphasis on giving learners distinct 

kinds of knowledge (van Zyl, 2016). A learner's ability to retain or recollect previously taught 

knowledge measures that learner's competence. The primary issue with this procedure is that it 

needs to assess the level of learner comprehension. The education industry has lately used 
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machine learning and other innovations to tackle the problem. One of the applications of 

machine algorithms was used in this study. The supervised learning algorithm was applied to 

flag programming concepts that teachers need to pay attention to; based on the results of the 

learners’ marks. Using the results obtained in the decision tree on programming concepts that 

teachers need to focus on improves efficiency. It encourages them to adapt instruction to the 

requirements of learners. Hence, this study endorses machine learning algorithms in 

educational fields because they can be employed to flag concepts that learners face based on 

data, which can be difficult to gauge from simple observations in a traditional classroom. This 

enhances teachers' pedagogical efficiency to enhance learner comprehension, which improves 

learner performance (Webb et al., 2020). 

6.4. Limitations of the study 
Due to the study's narrow emphasis on informing the IT teachers for Grade 10 on programming 

concepts that they need to focus on that, its ability to be generalised is constrained to the Grade 

10 IT teachers (however, Grade 11-12 teachers and researchers can use this information on 

foundational programming concepts that IT learners are facing challenges with). This means 

that the findings reported in this research on programming concepts teachers need to pay 

attention to cannot be applied to another subject. This signifies that if the analysis is conducted 

on a similar topic, a distinct algorithm based on machine learning should be developed to prove 

learners’ difficulties in a specific subject.  

6.4. Future recommendations 
Future research can focus on developing machine learning classification algorithms that can be 

applied in the classroom to forecast learners' final-year performance in Grade 12. Based on 

various academic factors, a supervised learning algorithm as a predictive technique can 

estimate the matric results for each IT learner. This study can be conducted quantitatively 

whilst considering the predictive nature of the algorithm, and positivism could be used as a 

research paradigm. Consequently, the algorithm's primary output lists the learners’ likelihood 

of succeeding in the IT subject about their grades. Once the algorithm's work has been 

recognised, supplementary teaching and learning intervention tools may be provided to 

teachers and their respective learners, which may help learners achieve better results on the IT 

subject. 
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