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Abstract

Increasing costs of purchasirigeshwatey coupled with environmentalsustainability
concernshave necessitated the adoptiorirofovativestrategies for reducing freshwater
consumption and effluent water discharge in chemical processes. Regeneration
technologieartially purify process wastewater, thergbgreasng oppotunities forits

reuse and recycldNanofiltration has emerged as a competitive wastewater regeneration
technology. However, the optimal design of nanofiltration networks has not been
extensively investigated. This study presents a framework for the épdesagn and
synthesis of multicontaminant nanofiltration membrane regenerator networks for
application in water minimisation problenighe mathematical optimisation technique is
developed based on a superstructure containing all system components amd, stre
incorporating nanofiltration units, pumps and energy recovery devices. A lilae&box
approach anda detailed approach usirhe SpiegleiKedem model are explored in
modelling the nanofiltration, and the stehimdrance pore model is used to cwierise

the membrane. The objective of the optimisation is to simultaneously minimise the water
consumption and the total annisaldcost of the network. Furthermore, the optimal size,
configuration, membrane properties and operating conditions of thipnesnut are
determined. The applicability of the model is illustrated using a case study of an integrated
pulp and paper planthe customized, detailed design of the regenerator network increased
freshwater savings by 24% when compared to a Haskmodel 31% when compared to

a detailed model with fixed module specifications and 41% when compared to a reuse
recycle system with no regeneration. Similarly, cost savings of 38%, 35% and 36%
respectively were obtainedt was found that detailed models are fprable when
compared to the linear blattox approacHht was also found thahe customised design of
regenerator models significantly increased the opportunity for environmental and cost

savings when compared to the use ofggkected modules
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Chapter 1

Introduction

1.1 Background

Water is a vital component in many industries. Chemical processes rely on
freshwater, either as a raw material or utility, mwth. There are, however,

increasing concerns on the sustainability of water resources worldwide. It has been
estimated thattwo hi rds of the worl dés popul ati on
by 2025 (World Wildlife Fund, 2021) and that by 2050, globaeweequirements

will surpass availability by 50% (Hieminga and Witteveen, 201bhe adverse

implications of this crisis on industries, communities, and natural ecosystems are
already being feltAs a result, water conservation has become importéeteTis
unprecedented financial, legislative, and social pressure on process industries to

reduce their freshwater consumption and wastewater disposal.

Water minimization has been identified as a useful strategy for lowering freshwater
intake and wastewatgeroduction in process industries. The seminal publication in
the area was presented by Takoma et al. (1980). Successive research has
significantly improved the understanding of water network synthesis problems and

explored the inclusion of additional cderations such as multiple processes,
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multiple contaminants, preeatment andegeneration(Jelbwski, 2010) These
techniques can be applied to existing plants through retrofitting and can also be
incorporated into the design of new plants. In the rds®f water minimisation
schemes, about 85% to 96% of the water consumed in plant operations is disposed
of as wastewatdiWWAP, 2017) The use of wastewater minimisation has proven to
reduce this percentage, while also reducing the monetary costs araherantal

impacts of process plants (Sachidananda and Rahimifard, 2012).

Regeneration is the treatment of wastewater before it is recyaledsadMethods

used for regeneratiazan be physical, chemical, or biologidahysical nembrane

based sepatian technologies have been acknowledged as a viable method for
water treatment and desalination since the 1950s (Cohen and Glater, 2010). Over
the years, these methods have continued to gain prominence. This can be attributed
to their lower energy demantbwer capital costs and lower utility costs when
compared to traditional methods such as distillation, absorption, stripping, and

extraction (Nath, 2011).

Nanofiltration(NF) membranes have a wide range of applications, encompassing
industries such as wexr and wastewater treatment (Shahmansouri and Bellona,
2015) food and beverage manufacture (Cassano et al.,, 2019), pharmaceuticals
(Buonomenna and Bae, 2015; Gadipelly et al., 2014), pulp and paper (Beril Génder
et al., 2011; Manttari et al., 2006; Rosalale Pinho, 1995), textiles (Yaseen and
Scholz, 2019) and olil refinery (Santos et al., 2016). Their separation properties
overlap those ofeverse osmosiskQ) andultrafiltration (UF), resulting in a wide

separation range (Mohammad et al., 2004). Whempewed, to RO, NF processes
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tend to have lower energy costs dueotwdroperating pressures. This makes them
economically lucrative in certain cases (Jye and Ismail, 2017). The NF technology

is also superior to RO in the treatment of potable water simegains some trace
minerals which are beneficial for human consumptibne lost mineralsvould

need to be rntroduced in the case of RO (Bi et al., 2016). From 2014 to 2019,
the gl obal NF marketds compound alnnual
market value of about 445 million United States Dol{&shafer and Fane, 2021)

By 2023, the market value is expected to have reached about 813 wchdliars

(Cassano et al., 2019).

Whilst there have been many studies investigating the applicaitiNi in water
treatment, the incorporation of NF into the optimisation of water networks has not

been studied extensively.

1.2 Motivation

Two approaches have been used to represent water regeneration technologies in
water network synthesis problems. Thé | -b o ¥BB) approach is a simplified
method, employing linear relations that use a fixed removal ratio (RR) or fixed
outl et concentrations to represent t
incorporates complex separation equations, usually neguttia nonlinear program

(NLP) or mixed integer nonlinear program (MINLP). The main advantage of the
BB approach is its simplicityBB models require fewer input data and are less
computationally expensive than their detailed counterparts. However, this
simplification is also a drawback because the resultant configurations are normally

aless accurate representation of how the water network would perform practically

[1-3]
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(Nezungai, 2016). The discrepancy between the assumed performance and actual
performance aaresult in high costing inaccuracies, limiting the applicability of
BB models (Yang et al., 2014). Detailed regenerator models are advantageous
because they provide a more realistic representation of the water network. They
also allow for the specificath and comparison of different regeneration types. This
aids the determination of the most optimal process, or combination of processes

when choosing from a variety of options.

NF has emerged as a competitive water regeneration prodesse have been
many investigations oMNF application in treating various types of wastewater, as
well as its transport mechanism@gboola et al.,, 2015; Hilal et al., 2004;
Mohammad et al., 2015)However, very few studies have explored the
incorporation of NF regeneratomto the optimal design and cost estimation of
water networksTo the best of the survey of literature carried out, it was found that
there is currently no model that incorporates a detailed nanofiltration model while
simultaneously performing the desigf a water network and nanofiltration
regenerator network, accounting for all possible configurations of equipment,

incorporating a pumping network and exploring opportunities for energy recovery.

In the broader spectrum of pressdreven membrandasedseparation (NF, RO,

UF, etc.), previous studies incorporating these methods into the superstructure
based optimal design of water networks have used specified, commercially
available membrane modules with known characteristics. The optimisation was
thus gerformed under the implicit assumption that the predetermined module was

the best for the system. Whilst available heuristics and manufacturer guidelines are
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useful in selecting the correct size of modules for water networks, much benefit can
be derived fom a mathematical framework that selects the optimal characteristics
of the membrane module based on the requirements of the system. The results can
be applied in selecting the most suitable membranes and modules from
commercially available options, or the fabrication of custormade membranes

and modules for specific water networks and contaminants.

This dissertation aims to address the aforementioned gaps by using superstructure
based mathematical optimisation techniques to synthesise a water network
containing a detailed NF regenerator network, whose module properties are
determined by the model based on the water quality and process requirements. The
research can find application in various sectors such as water desalination, dairy,

petrochemical, mimg, textile and pulp and paper industries.

1.3 Research Objectives

The objective of this research is to develop a standalone NF regeneratoy model
capable of designingustomised regenerator modules and incorporating a pumping
network, and thereafter apply thmodel in the minimisation of freshwater

consumption and wastewater discharge for a water network.
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1.4 Problem Statement

The problem statement is formulated as follows:

Given:

Vi.

A set,"Gof wastewater generating sourc@s, Gwith known
flowrates,"Chcontaining a set) , of solutes@ 7 0 , with known
concentrations) j

A freshwater source, with a variable flow rate;

A set,0, of waterusing stream® 0with known minimum allowable flow

rates,"Ohand maximum allowable concentration of each undesired solute
in this lean streand j, ;
A wastewater stream, with a variable flowrate and known maximum

allowable contaminant concentratiols  based on environmental
constraints.

Ranges of nanofiltration module design and operational parameters based
on data obtained from manufacturers;

Costing parameters such as membrane costing factor, electricity costing

factor, annual operating time, membrdife span;

it is desired to obtain the optimum water network and regenerator network which

minimises the amount of freshwater consumed, and wastewater disposed of, as well

as the

total annualised cost of the water network.

1.5 Dissertation Structure

The remander of this dissertation is structured as follows:

Chapter 2 contains a literature review, outlining wastewater minimisation theory,

progress made in the area, current challenges, and opportunities for future research.
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Chapter 3 gives a detailed descripti of the model formulatiorin Chapter 4, the
model is applied tan ilustrative exampldérom literature, and the results obtained
are discussedChapter 5 contains a summary of the work, highlighting key

findingsandopportunities for further research.
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Chapter 2

Literature Review

Process integration is a holistic design approach that emphasises the
simultaneous design and optimisation of entire processes instead of designing
and optimising individual units separately {fhlwagi and Yee Foo, 2014).

For over four decades, Water network synthesis (WNS) has been a key subject
area in process integratioifhe research field plays a significant role in
addressing water scarcity concerns and the increasingly stringent regulations
enforced on industries regarding the procurement of freshwater and disposal

of wastewater.

This chapter contains a review of teure in the area of WNS, with emphasis

on systems containinggenerationThe first sections provide a background

of the field and the techniques used to synthesise water networks. This is
followed by a comprehensive review of WNS schemes containing
regeneration and an overview of the available regeneration methods. Finally,
a description of the nanofiltration process and models that have been used to

describe it are provided.
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2.1 Water Network Synthesis (WNS)

Water minimisation is the reduction of freshwatensumption and wastewater
generation through water reuse, recycle and regeneration (Y. P. Wang and Smith,
1994).Figure2-1 illustrates the differences between these three processes. Reuse
is when wastewater from a process operation is used in other operations, with
exception of the process where it was originally used. In recycling, water is returned
to the process in whichwtas originally used. Regeneration reuse and regeneration
recycle involve the partial treatment of water before it is recycled or reused. The
purpose of regeneration is to lower the concentration of contaminants in the
wastewater, thereby creating more ogpnities for the water to be reused or

recycled.

mmmm—p Process 1 ===p Process 2 mmp y
| meesmmmmp> Process ] —————

(a) (b)

=mp Process 1 —l r Process 2 sl
(XX

N, Energy
N/

[

Regenerator

v
————) Process 3

(c)

Figure2-1:(a) Reuse of water from process 1 in process 2 (b) Recycle of water from process 1 (c)
Regeneration reuse from process 1 to 2 and regeneration recycle in process 3

[2-2]



The first step in water mimisation is formulating a water network (WN). WNs
typically contain water sources, watgsing processes (sinks), wastewater disposal
sites and water treating processes (regenerators). The streams entering and exiting
these components are interlinked gsimixers and splitters. The contaminant
concentration in sources is usually known, although it is variable for siokaally
constrained by the maximum concentration at which the water using process can
operate. For wastewater disposal sites, the contarhconcentration also tends to

be variable, although it must fall within known environmental disposal limits. It is
also common to assume a fixed amount of available freshwater sources, with a

known unit freshwater cast

Takama et al(1980) pioneered thstudy of the WNS problem. They developed a
superstructure based linear programming method to determine an optimal WN
which minimised the cost of freshwater and wastewater treatment in a petroleum
refinery. The network contained both wateing and watetreating processes.

This type of system is known as a total WN (TWNKhe field of WNS hasmow
expanded to encompass areas such as multiple contaminant systems (Y. P. Wang
and Smith, 1994), batch facilities (Almat6é et al., 1997),-iadostrial parks
(Lovelady and EHalwagi, 2009), interplant water networks (Alwi et al., 2011),
networks with uncertainties (Khor et al., 2014), networks containing@agment

(Ng et al., 2009), heat integrated WNs (Savulescu et al., 2005), domestic greywater
reuse (Khoret al., 2020), networks containing internal water mains (Cao et al.,
2004), networks with regeneration (Kuo and Smith, 1998a), as well as the
valorisation of regenerator wastes (Misrol et al., 2021). Various approaches have

been applied in the solution &WNS problems. These can be classified into
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graphical methods, algebraic methods and mathematical optimisation techniques.
Hybrid methods, comprising combinations of these approaches, have also been

used.

2.2 Graphical Methods for WNS

Graphical methods havesbn applied to the synthesis of hydrogen distribution
systems (Alves and Towler, 2002), utility gas networks (Foo and Manan, 2006),
carbonconstrained power system planning (Tan and Foo, 2007), WNs (Y. P. Wang
and Smith, 1994) and other types of systeMé&ter pinch analysis (WPA) is the
most common graphical method of WNS. In this method, minimum freshwater flow
rates for the WN are targeted by constructing a graph known as the composite curve.
After finding the target flow rateshe network is designdaased on demand and
supply, taking into account the restrictions imposed by the contaminant

concentrations in each stregRoo, 2009.

Wang and Smith (1994) developed the first pinch WN. The basis of this technique
was the general approach presented byl&lvagi and Manousiouthakis (1989) for
mass exchange network synthesis. In 1999, Sorin and Bédard formulated the
evolutionary table method to estimate the freshwater target. Hallale (2002)
proposed the use of the water surplus diagram for the same puFpsseas an
adaptation fromhydrogen network analysis (Alves and Towler, 2002). Although

these methods obtained good pinch points, they were tedious.
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2.3 Algebraic Methods for WNS

Graphical methods are very useful for providing insights at the grassraygs sfa
a design, but algebraic methods are more efficient and easier to interface with other

software such as process simulators and spreadsheet applications (Foo, 2016).

Water cascade analysis (WCA) is an algebraic method, introduced by Manan et al.
(2004). It replaced the timeonsuming steps graphical steps in WPA with a more
efficient tabular numerical method. In 2003;HEHlwagi et al. proposed another
graphical method known as the Material Recovery Pinch Diagram. This was a more
rigorous and systemat approach, which yielded more accurate targets when
compared to previous approaches. In 2@0mutlaq and ElHalwagiproposed the
algebraic targeting approach. Like WCA, this method is tabular. However, a key
distinction between the two methods is thisis. The algebraic targeting approach

is based on the material recovery pinch diagram, whereas WCA is based on material

surplus(Foo, 2009)

2.4 Mathematical Optimisation Methods for WNS

While graphical and algebraic methods are very useful in taggghg before
performing a detailed design, they are not wgelted for very complex WNS
problems such as those with many contaminants, sinks, sources or regenerators
(Kuo and Smith, 1997). Another drawback is they mainly focus on the flow rate
and conteinant concentration, and cannot easily incorporate other important
factors such as economic, geographical and safety constraints. Thus, a holistically

beneficial solution is seldom guaranteed. (Doyle & Smith, 199iAthematical
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optimisation techniques deess these limitations by enabling a more robust and
rigorous approach to the solution procedure, allowing for the inclusion of more
detail. Mathematical optimisation is therefore more preferable in cases with
complications such as multiple contaminasisk-source interactions, variations in
operational temperatures (Lee et al., 2020), and many uncertainties (Karuppiah and
Grossmann, 2007). Mathematical programming also allows for the conduction of
sensitivity analyses, where the correlation betweeplfextive and a parameter is

i nvestigated by varying the parameter
of mathematical techniques is that they usually are computationally expensive,
particularly when they involve nonconvexity and nonlinearity. Té&ls to large
requirements on time, computer memory and computational power (Abass and

Majozi, 2016).

Mathematical optimisation translates practical problems into a system of
mathematical equations, known as a model. In process integratomjtial ste

in mathematical optimisation is generating a superstructusap@rstructure is a
network in which all the possible solutions are embedded. The optimal solution is
thus always a subset of the superstructure. A WNS superstructure contains all
streams andquipment that can be included in the WN, and all possible connections
between them (ibwski, 2010). The optimisation model is formulated based on the
superstructure. To obtain a good model, it is necessary to have a clear understanding
of the problem bing investigated. This involves making an analysis of the
information that is available (given) and determining the question or questions that
need to be addressed (objective functioAgrtono, 202Q)During this formative

stage, assumptions are oftemeded to narrow down the problem, making it more
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manageable. An assumption may be formed by purposefully suppressing or
disregardingconsiderably immaterial detafSeino, 2005)or by accepting certain
details as facts without ample prd@ixford dicticnary of English, 2010)Because
erroneous assumptions distort the problem, the quality of the outcome of a
mathematical optimisation exercise is largely dependent on the accuracy of the

assumptions mad&eino, 2005)

The formulation of a mathematical aptsation model is generally structured as

follows:

Given specifications

(2.1)
Minimise or maximise an objective functionQw
Subjectto  inequality constraintsQw Tt

and equality constraintsQw 1

Parameters and variables are the specified and measurable characteristics of the
system to be optimised. The numerical values for parameters are fixed, whereas
those for variables are subject to change. These values can be discrete or
continuous. Constrais are equations that govern the relationships between certain
parameters and variables and those that define the restrictions or limitations on the
allowable values of the decision variabl@Bavis et al., 1986) In a water
minimisation scheme, typicalapameters include the source and sink flowrates,
process specifications andstiag factors. Variables can be discrete, in the form of
binary selection variables or integers specifying the amount of equipment required.
They can also be continuous, asasmally the case with flowrates, concentrations,

and costs. Some examples of constraints are mass balance equations, equipment
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design equations, operating limits for equipment and concentration limits for sinks
and the wastewater stream. The objective tionds the mathematical expression
whose value is to be minimised or maximis8dme of the objectives that can be
targeted in WNS problems are the minimum water consum@iizmi et al., 2020)

the minimum annualised cqdtakama et al., 198@nd the maximum profit derived
from the operatioiiMisrol et al., 2021)Depending on the constraints involved, the
resultant formulation can be a linear program (LP), nonlinear program (NLP),
mixed integer nonlinear program (MINLP) or mixed integer Im@aogram
(MILP). WNS programs usually take the form of NLPs or MINLPs (Edgar et al.,

2001)

An NLP is a program in which the objective function and/or constraints contain
nonlinear terms (Hendrix and &.6th, 2010). A common source of nonlinearity in
WNS programs is the bilinear terms that are usually found in the contaminant mass
balances for streams obtained by mixing different streams with different
concentratioa An example is shown iBquation 2.2. fie flowrate of contaminant

G N O going to sinkKQ' Vis thesum of the flowrate of the same contaminant that
comes from each sour@ "Oand from the permeate and retentate streams from
each regenerator stage" 0. These flowrates are calculated by multiplying the
total stream flowrate by the condmation ofmin the stream. With exception of the

concentration omin the sourcesj , all terms in théequation are variables.

Q% Qb "drwéd A dm’gﬁm Poola vo o (22
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The use of detailed formulations for regeneration, costing, etc. can exacerbate the
nonlinearity of a WNS model. For example, this study incorporates the Spiegler

Kedem model (SKM) for nandfiltration. In the SKM, the removal ratig is
calculatedusingEquation 23. The dimensionless varialdle, is determined using

the exponentiaEquation 24, where, 4 , *Qrg)andT i are all variables.

Co e P IR Ign onfa v O
M T
a (2.3)
5 TANON G N O
Iy A@EJqu)p i non
1 i (2.4)

MINLPs are NLPs that contain discrete variables. In WNS, MINLPs usually arise
from binary decision variables for the existence of equipment, and integer variables
quantifying equipment, the number of labourers or other discrete properties of the
system. Eamples are shown EBquations 5 and 26 respectively. IrEquation 25,

@ 4is a decision variable for the existence of a pump at pumping " aped 0

The pump can only exist if the value of the product of the flowrate through the node,
'@, andthe pressure difference across the nafié,°, 1% , is greater than a
specified lower limit,d and upper limito". If these conditions are satisfied, the
binary variables ;assumes a value of one. Otherwise, it is Zier&quation 26,

¢, is an integer variable that represents the number of modules in regenerator stage

Q, & This variable is a function of the permeate flowrate from that stagehe

membr aneds fnrg anththenarea pef nhembrane module,
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L& i 6 0(25)

i i LN O (2.6)

Optimal solutions obtained for NLPs and MINLPs can either be global or local
optima. A | ocal optimum is optimal withi:r
optimum is optimal for the entire feasible reg{@abinsky, 2013)This difference

is illustrated in Figure 2 2 Points A and C are local minima for neighbourhoods 1

and 3 respectively because they are the feasible points with the lowest objective
function within those regions. Neither of them, however, is the global minimum

since they are not the@st points in the feasible region. Point B is a local

minimum for region 2 and it is also the global minimum because no other point in

the feasible region, whether in its neighbourhood or other neighbourhoods, has a

lower objective function.

f(x)

~_____~Local minima

I Global minimum

\/

Feasible region

Figure2-2: Local minima vs. the global minimum

[2-10]



2.4.1 Nonconvexity in WNSProblems

NLPs can be further classified as convex or nonconvex. For an optimisation

problem, the three conditions for convexity éfendrix and G:-Téth, 2010)

i.  The objective function'Qand the constraints§Q are differentiable, a
stationary point is also a minimum point.
ii.  Any local minimum is also a global minimum.
iii. A maximum, known as an extreme point is located at the boundary of the

feasible region

Figure2-3 shows an example of a convex NLP. Any segment connecting any two
points that are in the feasible region of a convex NLP will also be within the feasible
region. This is not the case for nonconvex NLPs, although convex regions may exist

within the feasibleegion of nonconvex NLPs.

A
f(x)

4

Feasible region

Figure2-3: Convex NLP

For continuous NLPs, nonconvexity can be due to a nonconvex objective function

with multiple local optima, as is the case féigure 2-4. This type of objective
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function is known as a multhodal objectie, and it makes it very difficult for the
global optimum to be found using conventional NLP approaches. In other cases,
the objective function may be convex, but the search spaocaconvex due to the
presence of nonconvexity in the constraints. An exarmgshown inFigure 2-5

(Tawarmalani and Sahinidis, 2005)

f(x)

%/ Feasible region 2

Figure2-4:Nonconvexity due to multimodal objective

fx)

Feasible region

Figure2-5: Nonconvexity due to a nonconvex feasible region
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By the definition of convexity, MINLPs are inherently nonconvex sitioar
feasible regions are discreds shown in Figurg-6. In practice, however, MINLPs

are only considered nonconvex if a continuous relaxation does not result in a convex
NLP. Continuous relaxation entails disregarding the integer requirements of the

program(Kronqgvist and Lundell, 2019)

A
f(x)

¢ Feasible points

Figure2-6:Nonconvexity due to integral variables

Convexification is the process of converting a nonconvex program into a convex
program. This area of study was necessitated by the complexity imposed by
nonconvexity as well as the inability to guarantee a global optimum when using
most of the available NLP solution algorithms and solvers on programs containing
nonconvexityGrossmann, 2002Ywo commonly used convexification techniques
are the Glover transformatiofGlover, 1975)and the McCormick relaxations

(McCormick, 1976)
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2.4.2 MINLP Solution Algorithms andSolvers

Various algorithms have been proposed for solving MINLP problems. These can
broadly be classified into two categories: deterministic methods and stochast
methods. In deterministic algorithms, the solution obtained for an optimisation
problem is completely determined by the initial conditions and parameters set at the
beginning. There is no randomness, so a set of inputs will always produce the same
set d outputs for the same problefRenard et al., 2013Peterministic MINLP
algorithms include the branch and bound metl{pdkin, 1965; Gupta and
Ravindran, 1985)the extended cutting plane meth®desterlund and Pettersson,
1995) extended supporting hyperplarf&rongvist et al., 2016) generalised
benders decompositig@eoffrion, 1972pand outer approximation (OApuran and

Grossmann, 1986)

Stochastic algorithms are inherently random. They contain some random variable
or distibutions, therefore a unique solution cannot be guaranteed every time
optimisation is performed using the same infleenard et al., 2013)When
compared to deterministic methods, stochastic methods make it easier to solve
complex problems, which may faid converge using deterministic techniques.
However global optimality cannot be guarantéEdancisco et al., 200550me
examples oftochastic methods are random search algoriZakinsky, 2009)
genetic algorithmgHolland, 1975) clustering algorithm(Xu and Tian, 2015and

simulated annealin@irkpatrick et al., 1983)

Solvers are software that use algorithms to find solutions to mathematical problems.

Whilst also available individually, MINLP solvers are usually connected to
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modelling environmentike the Advance Interactive Multidimensional Modelling
System (AIMMS), A Mathematical Programming Language (AMPL), the GAMS
General Algebraic Modelling System, and more recently, Pyomo in Python and
JUMP in Julia(Bernal et al., 2018)The NetworkEnablel Optimization System
(NEOS) server(Czyzyk et al., 1998)s a free online platform hosted by the

Wisconsin Institute for Discovery. It allows users to upload a problem, which is

sol ved

them afterwards. Tabl2-1 summarises some of the popular MINLP solvers, the

remotely us

ng a

sol ver redfito t he

algorithms they use and the platforms they are available on.

Table2-1: MINLP solvers

Licence type

Solver Reference | Algorithms used

and platforms
Alpha ExtendedCutting | (Westerlund | o Alpha Extended Commercial
Plane (AlphaECP) and Porn, Cutting Plane | licence

2002) 0o GAMS

o NEOS
Algorithms for (Misener and| o Branch and cut | Commercial
coNTinuous / Integer | Floudas, licence.
Global Optimization of | 2014) o GAMS
Nonlinear Equations 0 NEOS
(ANTIGONE)
AIMMS Outer (Hunting, o Outer Commercial
Approximation (AOA) | 2011) approximation | licence

(customisable
source code)
o AIMMS
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Branch and Reduce
Optimization Navigator
(BARON)

(Ryoo and
Sahinidis,
1996)

o Branch and
bound

Commercial
licence.
Standalone
AIMMS,
AMPL
GAMS
JuMP
MATLAB
NEOS
Pyomo,
YALMIP

© O O 0O o o o o o

Basic Opersource
Nonlinear Mixed Integer
Programming
(BONMIN)

(Bonami et
al., 2008)

o Branch and
bound
o OA based

branch and cut

Open source
0 Standalone
0 AMPL

0o C++

0 GAMS

0 JuMP,

0 MATLAB
0 NEOS

0 Pyomo

0 YALMIP

Convex Over and Undel
Envelopes for Nonlinear

Estimation Couenne)

(Belotti et
al., 2009)

o Branch and
bound

Opensource
Standalone
AMPL

C++

GAMS
JuMP
NEOS

(ON

Pyomo

o O o 0O o o o o

Discrete Continuous
Optimizer (DICOPT)

(Grossmann
et al., 2002)

o Outer

approximation

Commercial
licence.

o GAMS
o NEOS
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Jump Non linear Integer|
Program solver

(Juniper)

(Kroger et
al., 2018)

o Branch and
bound

Opensource
o JuMP

Knitro

(Byrd et al.,
2006)

o Branch and
bound

Commercial
licence.
AIMMS,
AMPL
C++
C#
Fortran
GAMS
Java
JuMP
NEOS
Pyomo

Linear, Interactive, and
Discrete Optimizer
(LINDO)

o Branch and cut

C
C++
Delphi
Excel
Fortran
Java
JuMP
GAMS
LINGO
MATLAB
NEOS
NET
Ox
Python
R

©O O O O 0O OO O oo O o b O Ol OO O OO 0O 0o o o

Mixed-Integer Nonlinear
Optimization Toolkit:
Algorithms,

(Mahajan et
al., 2021)

o Branch and

bound

Opensource
o Standalone
0 AMPL

o C++
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Underestimators, and

Relaxations
(MINOTAUR)
Muriqui (Meloetal., | o Extended Opensource
2020) cutting plane | o Standalone
o Extended 0 AMPL
supporting 0 C++
hyperplane
o OA
o Branch and
bound
Pavito (Coeyetal, |0 OA Opensource
2020) o Branch and o JuMP
bound
Simple Branch and (Bussieck o Branch and Commercial
Bound (SBB) and Drud, bound licence.
2001) 0 GAMS
o NEOS

Solving Constraint

Integer Programs (SCIP

(Achterberg, | o

2009;
Vigerske and
Gleixner,
2018)

Branchcut-and

price

Free academic
license.

Paid
commercial
licence.
Standalone
AMPL

C

GAMS
JuMP
MATLAB
NEOS
Java

o O 0O 0o o o o o o

Pyomo
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o Python

Supporting Hyperplane | (Kronqgvistet| o Extended Opensource
Optimization Toolkit al.,2016) supporting o Standalone
(SHOT) hyperplane 0 C++

o GAMS

2.5 Hybrid methods for WNS

The combination omathematical and graphical or algebr#dNS methods has

also been investigatediming to benefit from the strengths of each method whilst
mitigating some of the weaknesses by applying the other method(s). IrCGld@8,

et al.optimised the water network for a winery using a combination of WPA and
mathematical modellingvabitla andMajozi (2019) used the graphical composite
table algorithm method, combined with mathematical optimisation, to synthesise a
water network containing detailed RO regenerator units. More recently, Quintero
et al.(2021) applied the hybrid approachmmimising the freshwater consumption

in wastewater obtained from the beneficiation of shrimp sh&ltsrget flow rate

was obtained using the contaminant cascade method@dCigy et al., 2021)
Thereafter, superstructubmsed mathematical optimisatiowas applied to
minimise the freshwater and total cost of the network. This step incorporated
reverse 0osmosis regenerators with a predetermined removal ratio of 90% for each
of the contaminants present. A 40% reduction in freshwater consumption was
obtainedn the absence of regeneration. The presence of regenerators increased the

freshwater savings to 48%.
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2.6 Regeneration in WNS

Regeneration is the partial treatment of water from sources before it is reused or
recycled to the water using processes in a WN (Kod Smith, 1998b). The
integration of regenerators into the synthesis and optimisation of WNs further
reduces water consumption when compared to only employing direct reuse and
recycle (Fan et al., 2018 egeneration units can either be centralisedsributed.

The difference between these two configurations is illustrated using the examples
in Figures 2-7 and 28. In a centralised systershown inFigure2-7, the regenerator

feed is mixed before being treated, whereas in a distributed systewn inFigure

2-8, mixing is not mandatory before treatment, adnly done where necessary
Distributed regenerators are more common since allew the categorisation of
streams, resulting in lower total treatment flow rates and reduced capital and
operatimal costs in comparison to centralised systé@®alan and Grossmann,

1998)

Process units l Process units l
Y ¥

—tH———1 Y If—ﬂ
4 U, 'I U, ‘ | Us U —e U — U;

Figure2-7: Centralised regeneration system Figure2-8: Distributed regeneration system
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Two approaches have been used to represent water regeneration technologies in
WN models. In the traditional bladsox (BB) approach the regeneration process is
either represented using a fixed contaminant removal oatiixed contaminant

outlet concentration (Y. P. Wang and Smith, 1994). In such cases, it is not necessary
to know the type and design thie regenerator used or its properties and operating
parameters. The effect of factors such as contaminant conaamgrafirocess
conditions like temperature and pressure and interactions between multiple
contaminants on the regeneration process are also not represented. Because of this,
using theBB approach may distort the cost of the WNtreecost of the regenerator

may not be calculated accurately sinds iinly estimated as a function of the flow

rate through the regenerator. The inaccuracy causB logpresentation can be as

high as 85%Chew et al., 2008; Nezungai, 2016)

In detailed regenerator models, tieenoval ratio and outlet concentrations of the
regenerator are variable. This is usually done by employing experimentally
validated mass transfer models, where the amount of contaminant removed is a
function of the design of the regenerator, the operatimglitions, and the quality

and nature of the regenerated water. Detailed regenerator models are advantageous
because they provide a more realistic cost for the WN Biamodels. They also

allow for the specification and comparison of particular regeioeratypes
(BuabengBaidooand Majozj 2015). They do, however, require more information

on the transport mechanisms of the regeneration process, as well as the operating
mechanisms of equipment to be used. This information is not always easy to obtain,
and this may be a deterrent. The contamimamoval mechanisms are also often

represented by nonconvex, nonlinear equations, making the models

[2-21]



computationally expensive, and sometimes impossible to solve. There have been
many improvements in the capacity of computers to handle larger and more
complex problems. Improved algorithms and solvers have also been developed for
nonlinear programs over the yeafKrongvist et al., 2019) Manuf acturer
datasheets and pricing catalogues for regeneration equipment are now more easily

obtainable from the interhemaking it easier to determine their properties and

costs.

Table2-2 contains a synopsis of studies in WNS featuring regeneration. For each
publication, the summary of the work, the optimisation objective, solution approach
used, freshwater savings atied, and nature of regeneration model usf ¢r
detailed) are recorded. Where available, the type of regenerator used and freshwater
savings obtained in the absence of a regenerator are also cited. It is clear from these
studies that the incorporationf oegeneration produces significant freshwater
savings for WNs, regardless of the nature of the process or the type of regenerator
used. Since the objectives of many of the studies were monetary; in the form of
minimum cost or maximum profit; is also eidentthat incorporating regenerators

is also financially beneficial to most WNs.

Table2-2: Studies containing regenerators

Reference Summary Objective | Regenerator Solution Model Fw
type technique type | saving
(%)
(Quintero | Water Min TAC | RO Hybrid BB |48
et al., minimisation (algebraic+
2021) in deterministic)
beneficiation
of shrimp shell
waste.
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(Lee et al.,
2020)

General model
for retrofitting
WNs

Max
TAC
saving

DAF

Mathematical
(deterministic)

BB

84.5

Max
TAC
saving
Max FW
saving

DAF

Mathematical
(deterministic)

BB

56.2

(Misrol et
al., 2021)

WN
containing
domestic and
industrial
WW,
regenerators,
and a biogas
system

Max
Profit

NF, UF,
RO

Mathematical
(deterministic)

BB

34

(Bazolana
and
Majozi,
2020)

Simultaneous
optimisation

of utility
consumption
and production
schedule in
batch plants,
incorporating
ED
regenerators

Min
profit

ED

Mathematical
(deterministic)

DT

41.1

(Khor et
al., 2020)

Greywater
reuse in water
networks for
urban water
management.

Min TAC

MF,
RO

Mathematical
(deterministic)

BB

57

(Azmi et
al., 2020)

Inter-plant
multicontamin
ant water
network
synthesis.
Centralised
regeneration.

Min FW

n/d

Mathematical
(deterministic)

BB

47.6

(Chin et
al., 2019)

Design of heat
integrated
water
networks
using Rgraph

method

Min FW

n/d

Graphical (P
graph)

BB

82.8
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(Ma et al., | Water, energy| Min FW | n/d Graphical BB | 915
2019) and carbon

minimisation
(Shen et | Synthesis of | Multiple | Stripping | Mathematical | BB | 88.2
al., 2019) | HIWN with Biological | (deterministic)

regeneration. treatment

Sequential

optimisation

for five

objective

functions
(Liand Insight based | Min FW | n/d Ranking - 63.9
Majozi, method for matrix
2019) synthesis of

flexible batch

water

networks
(Mabitla | Combining Min TAC | RO Hybrid DT |75.6
and graphical and (graphical +
Majozi, mathematical mathematical)
2019) approaches to

WNS with

regeneration
(Oke et al., | Water Max MD Mathematical | DT |22.4
2018) minimisation | profit (deterministic)

for fracturing

water in shale

gas

exploration
(Koleva et | Partial Min TAC | CF, SED, | Mathematical | GB | 46
al., 2017) | linearisation DAF, (deterministic)

and fractional MMF,

reformulation MF, UF,

of MINLP NF, RO

model for

WNS
(Abass and| Multi- Min TAC | RO Mathematical | DT | 43.7
Majozi, regenerator ED (deterministic)
2016) network with

detailed

regenerator

models
(Mafukidze | Synthesis of | Min TAC | ED Mathematical | DT |12
and Majozi,| water network (deterministic)
2016) with multi-

stage ED

regenerator
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(Nezungai | Design of Min TAC | ED Mathematical | DT | 38
and Majozi,| detailed ED (deterministic)
2016) regenerator

with a

background

process
(Yang et Water network| Min TAC | RO Mathematical | GB | 67
al., 2014) | optimisation IX (deterministic)

using unit SED

specific UF

shortcut AS

regenerator TFB

models
(Khor et Water network| Min TAC | RO Mathematical | DT |58
al., 2011) | synthesis with (deterministic)

mechanistic

RO model

AS: Activate sludge, CF: coagulatidlocculation, DAF: dissolved air floatation, ED: electrodialysis, FW:
freshwater 1X: ion exchange, MD: membrane distillation, MED:effaltt distillation, MF: microfiltration,
MMF: media filtration, NF: nanofiltration, RO: reesosmosis, SED: sedimentation, TAC: total annualised
cost, TFB: trickling filter bed, UF: ultrafiltratiofd: not disclosed

Many of the studies shown ifhable2-2 used theBB approachor shortcut models

to represent the regenerator. However, therealssbeen increasing attention on
detailed approaches. Khor et al. (2011) incorporated a rigorous nonlinear reverse
osmosis network (RON) model based on the work big&ivagi (1992) into a WN.

When applied to a petroleum refinery case study, a 58% sawifigshwater was
obtained compared to a base case with no regeneration. The model determined the
optimum number of RO modules and total surface area, the total annualised cost of
the RON and the total annualised cost of the WN. A limitation in the model
proposed by (Khor et al., 2011) was that it assumed a single regenerator unit with a
fixed design, limiting the flexibility of the RO plant. Building on this work,
BuabengBaidoo and Majozi (2015) proposed a model that simultaneously
minimised the cost offreshwater consumption, wastewater generation and

regeneration energy. Their RON model also determined the number of RO units,
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pumps, and turbines and had a variable removal rat@pgliedto both single
contaminant and multicontaminant scenarios. U$eof multiple regenerators and

a variable removal ratio led to a reduction in THeC.

(Yang et al., 2014) developed a gengratpose model for application in removing

total dissolved solids, total suspended solids and organics. The model selects the
best available technology through generalised disjunctive programming (GDP).
The options considered were reverse osmosis, ion exchange, sedimentation,
ultrafiltration, activated sludge treatment and trickling filter bed. {Ipécific
shortcut models weresed to describe the contaminant removal. These were
accompanied by shecut cost functions for the various treatment units. Due to the
shortcut nature of the regeneration models, the approach used by (Yang et al.,
2014) I S somet i me sy-bo «(BR) rappeodch. OtheiGR s a
formulations include those of Galdn and Grossmann (1999) and Faria and

Bagajewicz (2009).

Nezungai and Majozi (2016) developed a multicontaminant electrodialysis model,
which they embedded in a pulp and paper WN case stutg. model
simultaneously minimised freshwater consumption, wastewater generation and
energy consumption. Abbas and Majozi (2016) proposed a -ragkinerator
MINLP network for simultaneous water and energy minimisation. They
incorporated detailed RO and EModels into a WN for the simultaneous
minimisation of water and energy. By comparing a variable removal ratio to a fixed
removal ratio, they found that a more optimal configuration is obtained when the

removal ratio is variable. It was also found that diedaregenerator models provide
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a more accurate cost and performance representation when compaB&l to
regenerator models. The results obtained when the model was applied to a pulp and
paper case study indicated potential freshwater savings of 43.7%gwabest

reduction of 50.9% and46% reduction in the total annualised cost of the WN.

2.6.1 Regeneration Technologies

Various water treatment options are available for regenerating water in WNS. These
can be broadly classified into three categories as showigure 29. Physical
methods are the most popular. These include screening, settling and filtration.
Chemical methods include chemical precipitation, coagulation, floatation,
flocculation, irradiation, and oxidation. Adsorption is sometimes referred & as
physicochemical method since it can either be physical, chemical or both depending
on the adsorbent used and its adsorption mechanism for the contaminant. Biological
methods involve the degradation of the contaminant by digestion, which can be

aerobic oanaerobiq¢Hendricks, 2011; Makhlouf and Ali, 2021)

The choice of a regeneration technology is a complicated exercise, as many factors

need to be considered. These include the type of contaminant(s) to be removed, the
quality of water to be treated arfietquality of water required by the watesing
processes. The treatment technol ogyds coc
ease of integration with other processes in the network and the sustainability of the
technology should also be congieé (Logsdon et al., 1999). Sustainability of
regeneration processes encompasses many aspects including legal compliance

throughout the lifetime of the operation, energy efficiency, limited water wastage,
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as well as proper management of residual wast@dwgproducts (Logsdon et al.,

1999; Raseman et al., 2017).

Water treatment
technologies

y y v

Physical Chemical Biological
" ! 7 ! —
screening filtration precipitation coagulation floatation a_erob_ic A’.‘ae”?bic

digestion digestion
Y
A 4 A 4 v
settlin
e flocculation irradiation oxidation
Y A 4 h 4
deep bed cake membrane
filtration filtration filtration
h 4
| ultrafiltration | hyperfiltration
h 4 h 4 h 4

| electrodialysis I | micrcfiltration I | nanofiltration |

Figure2-9: Regeneration technologies
Many guides have been published to aid the selection of treatment technologies for
water treatment. Some guides only provide theoretical knowledge on the factors to
be consideredLogsdon et al., 1999)However, other guides employ logical
methodologies tassist in decision making. One such methodology is the-multi
criteria decision making (MCDM) framework. This umbrella term encompasses
various methods such as the analytic hierarchy process, the analytical network
process, the technique for order of prefee by similarity to ideal solution method,
and the best worst method, which have all been used in selecting treatment methods

for various application€Salamirad et al., 2021)
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The formulation of B MCDM problem is shownn Figure 2-10. It is desired d
achieve a specified goal, where multiple alternatives are available to do so. Each
alternative is assessed based on multiple criteria, and the best altesrssigeted.

A key characteristic of MDCM techniques is their heavy reliance on the human
decsion-maker. Unlike automated methods, the human decisiaker provides

input and makes choices at various stages of the decrsa&img process, such that

it is unlikely for two decisiormakers to obtain the same solution at the end
(Ishizaka and Nemery013) Whilst this characteristic is advantageous in making
the outcome personalised to the needsachdecisionmaker, the results can also

be compromised by the subjectivity and error that is usually associated with

processes that rely heavily on huean

Goal
Alternative 1 Alternative 2 Alternative 3
Criterion | | Criterion | | Criterion Criterion | | Criterion | | Criterion Criterion | | Criterion | | Criterion
A B & A B & A B C

Figure2-10: Structure of aMCDM problem formulation

In WNS by mathematical optimisation, the choice of regenerator can be embedded
into the mathematical formulationKoleva et al. (2017)considered nine
regeneration technologies, arranged in agtexthined sequence based on industry
norms. Each technology could be included or excluded from the optimal solution,
and multiple passes and stages were allowed for all technologies, within specified

limits. The removal ratios for each technology were wWated usingGB linear
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equations based on the concentrations of specific contaminants. The resultant
formulation was a MINLP, which could be reformulated into a linearised MINLP

or a mixed integer linear fractional program (MILFP). The model was applied to a
seawater desalination example and a surface water treatment example. For seawater
desalination, five technologieseve selected from the nine. The same number of
technologies was selected for surface water, although there were differences in the

technologies chosen aftfie stages required for each technology.

Abass and Majozi (201@pnsidered reverse osmosis and etetalysis, each with

a detailed regeneration model and variable removal ratio calculated using various

nonlinear relationships. The technologies could be arranged in any sequence, and
any stream could be sent to either or both technologies. A pulp aeadeample

was used to validate the model. The optimal solution contained both technologies,

each receiving input from different streams in the network. Some of the retentate

from reverse osmosis was further treated using electrodialysis.

Chauhan et al.2016) presented a formulation that considered nanofiltration and
reverse osmosis for desalination water networks. Any source stream could be sent
to either or both of the technologies. The retentate from nanofiltration could be
further processed throughndiltration or reverse osmosis, although the retentate
from reverse osmosis could only be reprocessed via reverse os@Bdisear
relations were used to calculate the removal ratios. The optimal design contained
both technologies, with nanofiltratiorcting as a préreatment process for reverse

osmosis.
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Zhu et al. (20173eveloped a formulation containing seven types of regenerators,
characterised using urspecific shortcut models. To avoid overcomplicating the
model, the regeneration network wassideed using a mulstep approach
containing 5 steps. The sources were categorised as either high concentration
streams or low concentration streams and directed accordingly. At each step,
several regenerator options were available. The formulation walermnted in
industrial case studies for cdahsed plants. In all cases explored, the optimal
network was found to contain a combination of at least three of the available

treatment methods.

The findings of these studies imply that ideal regenerationanksafor water
minimisation will typically containtwo or more technologies and that having as
many technology options as possible is beneficial when dealing with most types of
industrial WNS problems. This, however, does not negate the importance of
stanaglone models where one type of regenerator is studied in detail. Standalone
models are a necessary building block towards obtaining efficientraginerator
formulations. They have also been proven to be independently effective and may

be more practidan some scenarios.

2.6.2 Nanofiltration

Membrane technologies have been applied in the process industry since their
inception in the late 1950&Sirkar, 1997) These technologies include reverse
osmosis, electrodialysis, nanofiltration, ultrafiltration, midtaition, and
pervaporation. Their rise attractivenessan be attributed to their lower energy

demand, lower capital costs and lower utility costs when compared to conventional
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separation technologies like distillation, absorption, stripping and érimatEl-

Halwagi, 1992)

A membrane is a selectively permeable barrier, which allows certain molecules or
ions to pass through its pores while blocking others. Membranes can be
heterogeneous or homogenous, positively charged, negatively charged, oeutral,
bipolar andcanexist in boththe solid and liquid phase(Ravanchi et al., 2009)
Membrane separation depends on the driving force present as well as the molecular
size of the components and the physical properties of the membrane. The driving
force may be a concentration gradient, electrical potential gradient or hydrostatic
pressure gradierfRavanchi et al., 2009; Strathmann, 19&igure2-11 shows the
membrane separation processes, as wéletgpes of molecules they can remove

or retain.

Agqueous salts Viruses Bacteria
Solutes

Humic acids

Nanofiltration

Membrane separation

Fgure2-11:Rejection of various solutes by membrane separation processes

NF membranes have a molecular weight cut off (MWCO) of 2000 Dalton and
pore sizes of 0-2.0 nm (Mohammad, 2013). he separation qualiit
nanofiltration me mbr anes overlap with t

membranes overlap with RO. NF fills the gap between the two technologies,
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allowing for the removal of solutes typically retained in ultrafiloatias well as

the retention of solutes typically removed by reverse osmosis. FRyi@

illustrates the separation that occurs duringNkgprocess. The pressure gradient

causes solvent ions to pass through the pores of the membrane, together with solut

ions whose radius is smaller than that of the pores of the membrane. Steric
hindrance, dielectric interactions, and interactions between the solute and the
membrane also have an effect, resulting in an imperfect separation. lons with
different charges aralso retained differently since the surface of the membrane is
charged. Multivalent ions are easily removed, whereas monovalent ions are
typically retained unless the pore size

(Schafer and Fane, 2021)

solute ions

O Retentate

)
©Q 00

®) Permeate

membrane

Figure2-12= Separationusing aan NF membrane

NF membranes were invented in the 1970s as a solution to the high energy costs
associated with the pressure requirements for ®&@an der Bruggen and
Vandecasteele, 20Q3%ince then, the membranes have been appliedaftwus

industrial purposes. In the dairy industNF is used in whey demineralisation and
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concentration, and the recovery of lactic adi8aini et al., 2019) In
pharmaceuticals, organic solvéift has become a pivotal technology for molecular
separation(Peeva and Livingston, 2019\F is also used to remove toxins like
amoxycillin from wastewatefShahtalebi et al., 2011 the textile industry, NF
membranes are used in dye concentration, removal of dye penetrants, concentrating
optical brightening agnts, and treating wastewai{@ynder Filtration, 2021)In
beverage manufacturé&yF has many applications including the concentration,
separation and purification of products such as syrups, alcohol and(fDassano

et al., 2019)

The desalination and/ or treatment of water is the largest and most widely
researched application of NF. This has been largely driven by environmental
sustainability and water scarcity concer(®atleyRadcliffe et al., 2017)NF
regenerators have beenclmded in water minimisation schemes the past

However, most of the studies have used BiBeor GB models to represent the
regeneration proces.o k o s and No v astudidlitha eptinrisatibbnof 2 0 0 9 )
a batch water network, containing setontinuows NF regenerators, for a brewery

plant. A BB regeneration model was usdgdoleva et al. (2017)developed a
formul ation for designinfgpwapesedmet weaks
systems, where the algorithm selected the regeneration technologiearhong

those commonly used in industry. These includ&dbut aGB approach was used

to calculate the removal ratio and regeneration costs were calculated using the
regenerator feed flowrate and costing parameldisol et al. (2021)nvestigated

water minimisation and biogas recovery in a scheme containing domestic and

industrial wastewater sources. Regeneration could be done through NF, UF or
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biological digestion Fixed removal ratios were used for each regenerator. NF
regeneration costs were calatdd using costing parameters and the flowstatéhe

regeneratorSo far, there is no detailed, standalone comprehensive NF model.

The detailed design of a regeneration network can be conceptualised as a concentric
ooni ono6 dmures2h3olnviF, the membranes are at the heart of design
since they are the means of separating the contaminants from the water streams.
These membranes are housed in cylindrical modules, which act as a support and
protection for the membrane, while also managing the 86 fluid through the

me mbr ane. The regenerator net wor kos
configuration, auxiliary equipment like pumps and pipes, as well as aspects such as
cleaning, preéreatment and operation controls. These all have a bearing on the
overall performance of the regeneration network. The operating concept refers to
whether the regeneration will happen in a batch, continuous, orcesntmuous
manner (Schafer and Fane, 2021This choice is usually depenght on the
background processes wsuinding the regeneration network. Storage
considerations also come into effect when there is a need to holddemdthe
regeneration or permeate after the regeneration. Continuous processes usually have
continuous regeneration networks, and typicdlbynot require storage. few
instances such as pilot projects or small plants, batch or-cgaTtinuous
regeneration may be preferr@dfadley et al., 1995)or batch processes, the time
factor complicates the decisions concerning how rgenerators should be
operated and whether storage is required, hence regenerators with background

processes that are batch operations should be treated onby-case basis.
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Figure2-13: Design of aNF regenerator network

2.6.2.1 Nandfiltration Transport Models

Knowledge of the mechanisms governing the transport of the solvent and the
solutes through the membrane is important, as it enables the prediction of how a
membrane will perform for different solutiof¥ye and Ismail, 2017While these
mechanisms are not exhaustively understood, it is knowiNthaeparation is due

to sieving effects (also known as steric effects) and electrostatic effects. Qf these
the sieving effects are more domind@bwen and Mohammad, 199&s a result,

while all nanofiltration transport models account for steric effects, some do not
account for electrostatic effects, but have been validated experimentally and are still
extensively used in research and design. In the following model descriptiohs

0 is defined to be a solute and' 0 a nanofiltration module, or stage containing

a bundle of modules with the same characteristics.
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SpieglerKedem Model

The SpiegleiKedem (SK) model(Spiegler and Kedem, 1968) one of the most
popular models usedr nanofiltration. It is an extension of the Kedéfachalsky
model(Kedem and Katchalsky, 1963, 195Bpth models are classified as models
based on irreversible thermodynamics. Such models describe nanofiltration as an
irreversible process, continuouglyoducing entropy and releasing energy. They do
not require details about the structure of the membrane, or what occurs within the
membrane. This makes the models accessible and practical, especially for use in
industrial situations, howevethe drawbacks thatthey cannot be independently

used to design the membraf®uarez and Riera, 2016)he SK model requires

three parameters to predict the transport of a solute through the membrane, i.e., the
reflection coefficient, solute permeability, and puratev permeability. The

conditions assumed in the formulation of the model were:

71 Steadystateoperation

1 Pressure and concentration differences are the driving force for separation.

1 A nonrideal membrane, whose sepgrmeability is represented by the
reflecion coefficien8

1 A solution where the volume fraction of the solute (contaminant) is
considerably smaller than the volume fraction of the solvent (water)

1 Negligible electrostatic interactions between the solute and the membrane.

The permeatefluxpthh s cal cul ated using the membr an:
the pressure drop across the membrane, where the osmotic pressurgtesm
function of each solutebs rejection coef
of solute through tmembrane per unit driving force. In the case of nanofiltration,

the driving force is the transmembrane pressure difference.
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Where

YA 24 5 G5 O F I AN 0 (1-8)

the removal ratio iscalculated using the solute rejection coefficient and a
dimensionless variablé, ;; , calculated using the reflection coefficient, water flux
and solute permeability as shown in Equaget0. The solute rejection coefficient,

. i » s defined as a easure of the fraction of the membrane through which the
solute will not be transporte@/assilis, 1986) No rejection occurs when y is

zero 0 and 100% rejection occurs whep is 1.

. wh P I IgN O and
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P i I (2-9)
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Steric Hindrance Pore Model

Nakao and KimurgNakao and Kimura, 1982)roposed the steric hindrance pore

(SHP) model, which links the rejection coefficient, to the properties of the
membrane and the soluthe reflection coefficient of a solute, is calculated

using the ratio of the sol ut_egotegethemdi us t

with the convection factoiQ f , which is also a function of ; .

wh P QR P —_h IaN O a~ o (2-11)
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Each soluteds permeability through the

diffusivity, 0 , the steric factor for diffusionQ , andthe ratio of membrane

thickness to porosity’® . ."Q  is a function of_; .
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Donnan Steric Pore Model

In addition to steric effects, The Donnan Steric Pore (DSPM) model proposed by
Bowen and Mukhta(1996)incorporates electrostatic effects in the description of
the NF separation. Transport of ions through the membrane is governed by the
extended NernstPlanck equatior(Schldgl, 1966)Equation2-16. The first term

on the righthand side of the equation represents transport due to diffusion. The
second represents transport due to the electrical potential gradient. The last

represents transpaitie to convetion.

, ~ ~ . , , Innvon

g W% — %% O Q1 L5
R o Q(Qpn vy o O T
(2-16)
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The diffusivity of the solute inside the poi@, his calculated using the diffusion

coefficient and the diffusivity of the solute in the batkution

O h Q O fgv onta v O (2-17)

The concentration gradieﬂﬁt,iﬁ is calculated as:
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The potential gradient— his calculated as:
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The Donnarn steric partitioning is calculated using:
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¢

2.7 Summary

This chapter has provided background on WNS methagglications and
challenges. Whilst there have been many developments in the area of regeneration,
a WNS framework containing a comprehensive, detailed standalone NF model has
not yet been developedhis is despite NF being one of the most promising
membanebased regeneration technologies. Thiszrk aims to address this gap
because such a model will provide insight into the design and optimisation of NF
regenerator networks, and also act as a building block in the synthesis of water

networks containing nitiple types of regenerators.
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Chapter 3

Model Formulation

In this section, a superstructure and an MINirBgram encompassing the
technical, operational and financial aspects of the regenerator neaweork
formulated using material balance equations, membrane model equations,
equipment design equations, operation constraints, environmental constraints

and cat equations.

3.1 Superstructure

A superstructure is a diagram representimnetworkcontainingall the possible
connectionsand configurationsConsequently, the optimal solution is always a
subset of the superstructuidne model superstructure for this research is presented

in Figure 31. It represents the nandfiltration regenerator network using the state
space approach proposed byHélwagi (1992) Feed streams obtained from
wastewater generating processes are fed to the pressurisation/depressurisation inlet
stream distribution box (PDISDB)A freshwater stream, FW, is available to
supplement the regenerator network in supplying feedwater to downstream

processes. From the PDISDB, the streams can be distributed to the
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pressurisation/depressurisation matching box (PDMB) containing pumps and
turbines, or directly to the pressurisation/depressurisation outlet stream distribution
box (PDOSDB). The PDOSDB sends streams to the nanofiltration stream
distribution box (NFSDB), which distributes them to regenerators in the
nanofiltration matching box (RMB) for treatment. Water from theD®®SDB can

also be sent to the lean streams for reuse/recycle, and the concentrated waste stream
for disposal. Permeate and retentate streams are prohibited from mixing in the
PDOSDB to prevent recontamination. The segdf retentate streams to lean

outlet streams and permeate streams to the waste stream is prohibited.

PDMB

PDISDB

PDOSDB

Sources

@

1 = SN T~ _NY L > WW

Figure3-1: Model superstructure
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The PDOSDB is an additional feature to the superstructure proposégi-by
Halwagi 1992) It was added to clearly illtste several scenarios which are

possible in the regenerator network:

i.  Direct transfer of water from the freshwater stream and feed streams to the
outlet lean and streams, provided they meet the concentration requirements
of the outlet streams.

ii.  Transferof water to the NFSDB without being pressurised or depressurised,
provided they are at the same pressure as the pressure required in the outlet
streams.

iii.  Transfer of pressurised or depressurised water to the outlet streams without
passing through the NFMB am, provided they meet the concentration

requirements of the outlet streams

The superstructure has also been modified to show that a stream in the PDMB can
either undergo pressurisation or depressurisation, but not both. This constraint was
present in he model formulated byEl-Halwagi 1992) However, it was not
explicitly visible on the superstructure. Additionally, the pressurisation and
depressurisation nodes previously contained in a common set N have been
separated into a set for pumping nodes, BIR] a set of turbine nodes, NT,
respectively. This removes ambiguity and negates the need for a constraint that

prohibits direct pressurisation after depressurisation and vice versa.
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3.2 Material Balances

Material balances are implemented around every mmking point and splitting
point to ensure the conservation of mass. In addition to the overall material balance,
component balances are also employed to ensure the conservation of mass for each

contaminant.

3.2.1 Material Balances for Inlet Streams

Equation3-1 states thasourcestreams entering the netwoi, can be distributed
to the PDISDB, directly to the waste or lean streams, or directly to the regenerators

via the NFSDB.

Qv C
(3-1)

The flowrate of the freshwater stream is the sum of freshwater going to the lean
streams, as shown in Equati®2. Because freshwater is assumed to be pure, none
of it can be sent to the regenerator network or efflagetam. It is also prohibited

to send freshwater to the waste stream.

"0 go) (3-2)

3.2.2 Material Balances for Outlet Streams

Lean streams can receive water from the freshwater stream, feed streams, the

regenerator permeate or retentate streams and the pressurisation/depressurisation
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streams as shown in Equatid3. Since it is desirable to minimize the freshwater
consumed, wastewater generated and the load imposed on the regenerator network,
the wastewater sink is only used as a final resort and cannot receive water from the
freshwater source or permeate strea@sly the original feed streams and the
regenerator retentate streams can be sent to the wastewater stream as demonstrated
in Equation3-4. The concentration in sinks and the wastewater stream is dependent

on the concentrations and flowrates of incoming streams, as shown in EgBations

5 and3-6, respectively.
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Because the freshwater streamassuned to be pure, the contaminant balance in
Equation 35 does not include adshwater componerit.is, however, noalways
possible or economical to obtain pure freshwater. If the freshwatercosézins

some amount of contaminant, this will havesilect on the freshwater requirement
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and must therefore be factored into the material balances. In suchEfssn

3-5 needs tde modified as follows:

oy Q6 Q65 ORI N oy
L&
Q R 6 h Q f 6 h (3 -5b)

Each sink has a maximum concentration limit, which is determined using the purity
required for enduse in that sink. In the case of the wastewater sink, the limit is
dictated by environmental restrictions. ConstraBs and 3-8 ensure that these

limits are observed.

0q O PTov ol a N O
(3-7)

6 @ ba v D
(3-9)

3.2.3 Material Balances for Pumps and Turbines

The total flow through the PDISDB and PDMB via nageor nt is the sum of
flowrates entering that node from the feed and regenerators, as shown in Equations
3-9and3-11. The corresponding concentration balancessapown in Equatior®
10and3-12

e ) ) Le iy 68
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Flow going through these nodes after pressurisation or depressurisation can be
distributed to any of the regenerator stages or sent directly to the sinks and

wastewater stream.
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3.2.4 Material Balances for the Regenerator Network

The amount and concentration of feed to each stpye) of the regenerator
network is dependent on the flow coming from the nodes to thg,sta shown in

Equations3-15and3-16

IanN D

(3-19
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Equations3-17 and3-18 demonstrate that feed entering the regenerator is split into
the permeate, a lean stream of low contaminant concentration, as well as the
retentate, which contains a high contaminant concentration. The ratio of feed that
reports in the permeate is kmo as the liquid recovery or liquid yield and is

represented as in Equation3-19. The permeate concentration is dependent on the
removal ratio Y Y), as shown in EquatioB-20. The removal ratio represents the

amount of solute recovered in the retentat&Brmodels, this value is a parameter,

whereas detailed regenerator models use a variable recovery ratio.

Q. Q i~ o

(3-17)

MhdFg QOE QO igvona v o
(3-18)

. v D

© P (3-19)
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(3-20)
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Permeate and retentate streams leaving the regenerator stages can be sent to
PDISDB for pressurisation/depressurisatidiefore being recycled to the
regenerator stages or discharged to the sinks. They can also be sent directly to the
sinks, and retentatean additionally be sent directly to the waste stream. This is

stated in EquatioB3-21 for permeate and Equati@22 for theretentate.
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It must be ensured that the inlet feed to the regenerator is below the maximum

allowable limit recommended by manufacturers. This is represented in constraint

3-23.

0 ™ v 0Nt & N O

(3-23)

3.3 Pressure Constraints

Pumps can only increase, while turbines can only decrease pressure. This is ensured

by Equations3-24 and3-25.

N N Tt bgn ot
(3-29)
n n Tt e 0”
(3-29)

Streams must mix at equal pressures as dictated by consgraibite 337.

" 5 q RO ER K
(3-26)

[3-9]



n n Qy m
n n Q. m
n n Q. m
n n Qp ™
n n "Qp ™
N 0 Qf ™
N 0 Qp T
N 0 Q Tt
N 0 Q Tt
N 0 Q. m

[3-10]

' aye o0
(3-27)

bqv o N & rp
0 0(3-29)

bqv o N & rp
0 0(3-29)

IAvOnie o 0"
(3-30)

ban O ey
6 0(3-31)

IAvOnie oo”
(3-32

oy ony & iy O C
(3-33)

Iy one oy G
(2)

lg o 0"
(3-39)

LN O

(3-36)

ign o N o
(3-37)



3.4 Regenerator Model

The permeate fluxQthis characterized in terms of the membrane hydraulic
permeability, the hydraulic pressure drop across the membrane and the solute
rejection coefficient, as shown in Equati®38. The hydraulic permeability is the

flux of water through the membrane pertuthiiving force. The driving force in

nanofiltration is the transmembrane pressure difference.

o Iqn o
Q0 O Y ¥
(3-39)
Where
0 - B | I"]N lN)
y/\ 24 R (.3 [ d) [
(3-39)

In the SpiegleiKedem model, the removal ratio @alculated using the solute
rejection coefficient and a dimensionless variable,, calculated using the

reflection coefficient, water flux and solute permeability as shown in Equation
40. The solute rejection coefficient,, , is defined as a easure of the fraction of

the membrane through which the solute will not be transp{vteskilis 1986) No

rejection occurs when  is zero 0 and 100% rejection occurs whep is 1.

i ﬁpp . ﬁ"'"%r']ﬁ'x Ignon a v o
» BT (3-40)
FAN O & N D

I & Apsgy 2 N on
! (3-41)
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The retentate pressure is calculated using the feed pressure and transmembrane
pressure drop as shown in Equati®d2. The permeate is assumed to be at
atmospheric presser The number of modules per regenerator stage depends on
the permeate flux and the required permeate flowrate. While it is desirable to
minimize the number of modules in order to lower the capital costs of the
membrane, this increases the feed presag@ned for the same flowrate, thereby

raising the operational cost due to energy. It is thus important to optimize this trade

off.
hoon W LN G
(3-42)
Q | r’]N 0
o (3-43)

The effective area of a membrane module is calculated using its inner and outer
diameters/) ; and" ; , modulelength &, and the packing density of the membrane
within the modules, as shown in Equatiod+44. Packing density is defined as the

membrane active surface area per unit volume. A packing density of 80@°m

was assumed.

AN U
(3-44)
The cost of a module per unit area decreases as the size of the module increases. It
was thus necessary ttevelop a correlation to represent this variation, thereby
realistically represeirtg the capital cost of the membrane. Equa8ietb shows the

correlation obtained by plotting the area of the three most common module sizes

(2540, 4040 and 400) againstitreverage price in US dollars.
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The following equations from the Steric Hindrance Pore model are used to
characterise the physical properties of the membrane. The pure water permeability
of the membrane isalculated using the Hagdtoiseuille equation3{46), where

9

Yo _ istheratio of membrane thickness to its porosity, anid the viscosity of

water.

ih inN o
U (3-46)

The steric factors for the diffusiofQ f , and convectionQ j , of each solute

are calculated using;, , the ratio of the solute radius to pore radius.

[ P RN s o
_p fgvonan~o

i
(3-47)
Q5 P Ign O a ~ O (3-48)
Qh cp LwS P o fgn o an b
(3-49)
The solute permeability,;, i s cal cul ated wusionthe t he
steric factor for diffusionQ ,andy‘b_ .
o bAn G an o
Yo (3-50)
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The reflection coefficient, j , is calculated using Equatidq5l1., j can only

be a positive value between 0 and 1. To satisfy this condition, wheres greater

than 1,, 5 should automatically become 1. This is because;athat is greater

than 1 implies that it is not physically possible for the solutgaiss through the
pores of the membrane, therefore a theoretical rejection of 100% is obtained,
corresponding to a reflection coefficient of 1. In this model, a binary variajle,

Is introduced to enforce this condition as shown in EquaBesis(b) and3-51(c).
Where_ , is greater than 1§ ; becomes 0 ang ; becomes 1. For values of

_ i thatare less than d&,; becomes 1 angd j is calculated accordingly.

RS o P o bavonéa o
(3-51)

i | AN 4 LN
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(3-51(b);

Ah P i ban o ano
(3-51(c),

3.5 Costing

A cost estimate is included in the model, incorporating the annualised capital and
operating costs associated with regeneration, dsasethe cost of wastewater
discharge. The capital cost is inclusive of the cost of the membrane system and
housing the cost of pumps and turbines as well as installation costs. The operating
and maintenance costs are inclusive of cleaning andaatitng chemicals, repair,
maintenance and replacement costs, labour costs and power costs. The financial

benefit obtained from energy recovery is also accounted for in the cost estimate.
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3.5.1 Annualised Capital Cost

The annualised capital cost, represented in HEmuad-52, incorporates the
annualised cost of membrane modules, pumps, turbines, as well as the installation

cost, which is a function of the cost of membrane modules.

I 4t
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3.5.2 Annualised Operational Cost

The labour cost, cleaning and chemical costectrical costs for the pumps and
turbines, membrane operational costs and plant maintenance costs are incorporated

in the annualized operational cost as shown in Equatsi

+4t wensl W ro vretre vheo o e ogf

| | (3-53)
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3.5.3 Annual Water Cost

The water cost consists of the cost of freshwater as well as the cost of wastewater

disposal.
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3.5.4 Objective Function

The objective function is to minimise the total annualised cost (TAC) of the
netwok, comprising the annualised capital cost, annualised operation costs and

annual water cost.

[EOG 6O 0 (3-55)

This objective function was formulated obtaina result that provides the most

optimal environmental benefit without compromising the profits of the operation,

but rather enhancing them bwi m@dagpngadln
makes the proposed framework lucrative and easily adoptaldeseebusinesses

existto make a profit, and decistoma k er s t end t o only focus ¢
There has, however, been a thrust for industries to consider other aspects in addition

to the economics, and sometimes adopt strategies that promotaspecis, even

when the changes are not economically optimal. In cases where the economics of

the operation can be compromised in favour of other competing objectives, the
framework can be reformulated into a mubjective optimization problem by

assessig the relative importance of each competing objective and thereafter

assigning weighting factors to each objective.

References

ElFHal wagi , Mahmoud M. 1992. ASynt hesis o
Wa st e ReAmulest Chem Ergineerirdy (8): 118598.

[3-16]



Jbwski, Jacek. 2010. AReview of Water Nei
Ann ot alhdustrial & Engineering Chmistry Researci9 (10): 447%
4516. https://doi.org/10.1021/ie901632w.

Vassilis, Gekas. 198@r i vEar Miemmdlr agqiye fOpre r
Desalination68 (1): 7792. https://doi.org/10.1016/0021164(88)80045
6.

Nomenclature

Sets
kO] sources
0 Water using streams
0 solutes
0 0 Pumping nodes
0"Y Turbine nodes
0 Regenerator stages
Parameters
0 Pure water permeabilifym h bar 1)

00"y Annual Operating Timé¢h)

o) Concentratior{mol m-?)
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60 &1 0 Costing parametdf)

"O Flowrate(m3h1)

0 Pressurébar)

Y Ideal gas constarin®bar K- mol?)
Y TemperaturéK)

Liguid recovery

- Packing density of modul@n?)

Variables

W Annual Cost($ y?)

W Pure water permeabilitym h bar 1)

(S8}

Solute permeabilitym ht)

® Concentratiorfmol m3)
"Q Flowrate(m3h1)

QU Permeate fluxm h1)
Ke) Steric factor for diffusion
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kg_c

Steric factor for convection

Length of modulégm)

Number of modules

Pressurdbar)

Removal ratio

Area per modulém?)

Binary variable for existence

Osmotic pressure drgpar)

Rejection coefficient

Dimensionlesvariable

Solute permeability

Packing density of module

Innerdiameter of modulém)

Outer diameter of modulgn)
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- Ratio of solute radius to pore radius

Yoo Ratio of membraneés thickn

Viscosity of water(x10° bar h)

a Binary selection variable

Superscripts

600U Capital

oD & Chemicals

@& Qe Cleaning

O Feed
"Ow Freshwater
Q¢ Inlet of pressure node

Qe i O installation

0 Lower Bound
aQa membrane
€060 Exit of pressure node
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turbines

Upper bound

Wastewater
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Chapter 4

Results and discussion

In this chapter, the applicability of the model is demonstrated using an

illustrative example adapted from literature.

4.1 lllustrative example

The example used in this chapter is adapted from Chew et al. (Chew et al. 2008).
The water networkshownin Figure 41, is comprised of an integrated pulp mill

and bleached paper plant, containing four sources and four sinks.

Figured-1: Process flow diagram for illustrated example
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