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Abstract

With the global energy consumption at an all-time high and the demand for
energy estimated to triple by 2050, renewable energy sources such as solar are
pivotal in an addressing this global energy demand. Solar power generation
by photovoltaic cells enjoys several advantages compared to other forms of
electricity generation such as a reduced fossil fuel dependence, modularity,
easy and flexible installation, and scalability.

The development of novel solar cells that offer increased efficiencies is an
integral component of the process of addressing the global energy needs. So-
lar cell device simulations offer a cost-effective means to explore the impact
of different material properties on the overall efficiency of the solar cell. The
use of ab initio calculated material properties that serve as an import for the
device simulations offers a means to easily study and estimate the typical
solar cell efficiencies of different types of solar cells. The implementation of
new light harnessing features, like frequency conversion layers or plasmonic
nanoparticles, and the integration of these futures into existing device simu-
lation codes serves as a useful tool that aids solar cell development.

This work explores the theoretical and numerical background for the sim-
ulation of solar cell devices. A brief explanation of how ab initio calculated
parameters can be used, together with the implementation of frequency con-
version techniques in existing simulation codes is given. It is shown that the
solar cell performance parameters can be well approximated using ab intio
parameters. Also, the positive effect of frequency conversion techniques is
demonstrated with examples of how this tool can be implemented in existing
solar cell device simulation codes. The approaches discussed in this work can
serve as a good framework for the modeling of novel solar cell devices.
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Chapter 1

Introduction

1.1 Background

A substantial proportion of the world’s electricity demand is currently met
by using continuously depleting fossil fuels such as natural gas, coal and
oil. Apart from their limited availability due to their non-renewable nature,
these conventional energy sources face a lot of challenges such as rising com-
modity prices, supply security concerns from imports from a small number
of countries with fossil fuel supplies, and an increasing environmental con-
cern about the climate change risks that are coupled with fossil fuel power
generation[2]. The forever increasing world energy consumption is estimated
to triple by 2050 with the continued increase in world population, coupled
with the continuous development of emerging market countries[3]. Renew-
able energy resources are pivotal in addressing some of these concerns. The
development of novel photovoltaic technologies is an integral component of
the solution for the world‘s energy needs, and modeling of these device is an
integral component of the research and development.

Solar power generation by photovoltaic cells (solar cells) enjoys many ben-
efits compared to other forms of electricity generation such as reduced fossil
fuel dependence, modularity, easy and flexible installation, and scalability.
Solar cell are devices that convert light energy from the sun into useful elec-
trical energy[4]. These devices make use of the photovoltaic effect to achieve
this.

The first occurrence of a true solar cell dates to 1883, when Charles Fritts
constructed one by using junctions formed by coating selenium with a thin
layer of gold[5]. The advent of modern photovoltaic technology came in 1954,
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when 3 researchers namely C. Fuller, D. Chapin, and G. Pearson developed
the silicon based PV cell at Bell Telephone Laboratories in the US. This was
the the first ever device that could convert enough of the sun’s energy into
usable power. This solar cell delivered an efficiency of about 4%[3]. These
types of solar cells reached an efficiency of 14% by 1960. Research and devel-
opment in photovoltaics was driven by the boom of space exploration during
that era. In the 1970’s, during the first oil crisis, large solar companies were
established in japan and the US paving the way for a golden age for PV
technology. Majority of the production was driven by electricity demand in
off-grid areas. Electricity production from PV peaked at 9.3 MW by 1982
and by the end of 2002, the number of PV manufacturing companies sat at
around 80%[3].

The sole energy source of solar cells is photons emitted from the sun.
To ensure that the solar resource is sufficiently exploited, a thorough un-
derstanding of solar cells functionality, their overall performance, and how
these devices can be improved is of utmost importance. Solar cell device
simulations from available numerical and experimental data offer a means of
exploring different types of solar cells in the pursuit to develop more novel
and efficient solar cells. In the quest to reduce production costs and increase
the power conversion efficiency of the solar cell, computer based modeling of
solar cell devices helps pave the way in producing cost effective and highly
competitive solar cells.

1.1.1 Solar resource

The energy that we receive from the sun is a very important form of en-
ergy for life on earth. The sun is a black body that emits electromagnetic
radiation with a spectral distribution that is determined by the sun’s tem-
perature. The spectral radiation distribution that’s emitted is given by the
Plank’s radiation law[6]. The wavelengths observed in the Sun’s electromag-
netic spectrum span over 10 orders of magnitude: from the shortest gamma
rays and X-rays to radio waves longer than 1m. However, most of radia-
tive energy reaching our planet is situated in the ultraviolet (∼ 8%), visible
(∼ 40%) and infrared (∼ 52%) regions of the solar spectrum[7].

Irradiance (insolation) is the incident flux of radiant energy in a given area
and it is measured in watts per square meter. The radiant power per unit
area perpendicular to the direction of the sun outside the earth’s atmosphere
is called the solar constant, or air mass zero (AM0). The widely accepted
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value of the solar constant is 1.353 kW/m2[6].

Figure 1.1: Available solar irradiation
(sourced from [7])

Figure 1.1 shows the solar irradiance as a function of wavelength[7]. A
knowledge of the solar energy distribution is important in solar cell research
because different solar cells respond differently to different wavelengths of
light.

As sunlight passes through the earth’s atmosphere, it is attenuated by at
least 30% due to Rayleigh scattering, scattering by aerosols and dust parti-
cles, and atmospheric absorption from the atmospheric gases.

Since the amount of attenuation is not constant, the crucial parameter that
helps us to determine the total incident power under clear weather condi-
tions is the light path length through the atmosphere. The ratio of any path
length to its lowest value is called the optical air mass(AM). When the sun
is at an angle θ to the overhead, the AM is[6]

Airmass(AM) =
1

cosθ
. (1.1)
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The more universally used spectrum is the AM1.5 spectrum. It entails
a power flux of about 970 W/m2 which is generally rounded to give 1000
W/m2, a quantity commonly termed “one sun”[7].

1.1.2 Energy conversion

In photovoltiac energy conversion, there are essentially 4 steps involved[8].

1. A process that involves the absorption of light which results in a tran-
sition in a material from an electronic ground state to an excited
state[Absorption].

2. The excited state is then converted into a free negative (electron) and
free positive charge (hole) carrier pair[Generation].

3. A transport mechanism which acts as a discriminator and causes the
negative and positive charge carriers to move in opposite directions.
The contacts that these charge carriers drift to are called cathode and
anode, respectively[Separation].

4. Recombination of charge carriers at the anode, returning the absorber
to its ground state[Recombination].

1.1.3 Solar cell devices

Semiconductors

All the above mentioned photovoltaic energy conversion steps take place
in the semiconductor material. Therefore, the material properties of semi-
conductors are central in the transport properties of solar cell devices. A
semiconductor in equilibrium has a basic band structure given in figure 1.2.
EV is called the valence band edge, which is the highest allowed energy of
the valence band. EC is called the conduction band edge, which is the low-
est allowed energy in the conduction band. The difference between EC and
EV is called the band gap (EG). EF denotes the Fermi energy, which is the
electrochemical potential of all the electrons in the material[9]. Figure 1.3
below shows a schematic of a semiconductor energy diagram under illumi-
nation (non-equilibrium). In this non-equilibrium states, two quasi-Fermi
energy levels are used to describe the occupation of states by the electrons
and the holes. EFC is the quasi-Fermi energy for the electrons and it de-
scribes the occupation of the states in the conduction band with electrons.
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EFV is the quasi-Fermi energy for holes and it describes the states which are
filled in the valence band with holes. The difference between EFC and EFV is
called the electrochemical energy(µeh) of the generated electron-hole pairs[9].

Figure 1.2: Semiconductor energy band diagram (equilibrium)

Figure 1.3: Semiconductor energy band diagram (non-equilibrium)
( sourced from [10])
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P-N junction

A typical solar cell device is simply a classical P-N junction with back and
front contacts. P-N junctions are made by joining a n-type semiconductor
layer and a semiconductor p-type layer. The n-type layer has a high elec-
tron concentration due to the introduction of dopants with extra electrons,
and the p-type layer has a high hole concentration due to the introduction
of dopants with extra holes. The excess in the respective particles in each
layer causes electron diffusion from the n-type side to the p-type side, and
hole diffusion from the p-type side to the n-type side. The diffusion results
in recombinations with dopants, and thus the creation of localized charges.
An electric field forms between the exposed positive and negative charges
in the n-type material and the p-type material, respectively. This resulting
electric field sweeps out free carriers in that region at the interface between
the n-type and the p-type layer. This region is called the depletion region
(junction region)[11]. A diagram depicting a solar cell is given in figure 1.4.

Figure 1.4: Solar cell device
(sourced from [12])
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1.1.4 I-V curve and related output parameters explained

The IV curve and the solar cell efficiency are the important outputs that
are obtained from the device simulations. This section explains the physics
behind the I-V curve and how the solar cell efficiency is determined.

I-V curve

The solar cell I-V curve is the superposition of the I-V curve of the solar cell
diode in the dark with an additional light-generated current[11]. The gen-
erated current from the light essentially shifts the I-V curve of the Shockley
diode equation down such that it is possible to extract power from the diode.
Illuminating the solar cell adds free charge carriers to the normal ”dark”
currents and the diode law becomes[6]:

I = Is

[
exp

(
qV

nkT

)
− 1

]
− IL (1.2)

IL is the light generated current. Is is the saturation current (dark cur-
rent). V is the voltage across the diode, q is the electron charge, and n is the
ideality factor that accounts for the imperfect junctions. It is convention to
give the first quadrant representation of the I-V curve. Equation 1.2 is then
modified to

I = IL − Is
[
exp

(
qV

nkT

)
− 1

]
. (1.3)

The images below give a visual illustration of the diode equation I-V curve
without illumination, with illumination, and the first quadrant representa-
tion, respectively[13].
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Figure 1.5: Dark current I-V curve representation
(sourced from [13])

Figure 1.6: Illumination I-V curve representation
(Sourced from [13])

Figure 1.7: First quadrant representation of I-V curve
(Sourced from [13])

1.1.5 Fill Factor and Efficiency

The fill factor(FF) of the solar cell is defined as the ratio of the maximum
power from the solar cell to the product of the open circuit voltage(Voc) and
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the short circuit current (Isc). Voc is the maximum voltage available from a
solar cell, which is found at at 0 current. Isc is the current through the cell
when the voltage across the solar cell is 0. FF is given by[14]:

FF =
Vmp × Imp
Voc × Isc

(1.4)

Vmp and Imp are the voltage and the current values at the maximum power
point.

The power conversion efficiency can be defined as the electrical power
coming out of the cell into a matched load, divided by the incident solar
power falling on the solar cell. It is given by[15]:

η =
VocIscFF

Pin
(1.5)

Pin is the the input power from the sun. A diagram showing the above
mentioned parameters is given below in figure 1.8.

Figure 1.8: Diagram showing solar cell efficiency and fill factor
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1.1.6 Device Simulations

Figure 1.9: 1d layer setting for device simulations
(courtesy of Prof. A. Quandt)

Figure 1.10: Typical I-V output for P-N junction solar cell

In the device simulations, there are three governing equations which are
mostly one dimensional and are solved numerically. These are namely the
Poisson equation, the continuity equation for the free holes, and the continu-
ity equation for the free electrons. The physical properties are functions of
the x-direction perpendicular to the various layers of the device as illustrated
in 1.9. The task of determining transport characteristics is simply a task of
computing these 3 coupled non-linear differential equations with the aid of
appropriate boundary conditions[16]. The main properties obtained by the
device simulation program are the I-V characteristics for the dark and illumi-
nation conditions, which can be easily compared against known data. These
I-V characteristics determine the overall efficiency of solar cell. A typical I-V
curve from a device simulation using the GPVDM software package is given
in figure 1.10[17].
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1.2 Hypothesis and questions

With the rise in the development of novel and improved solar cell devices,
an affordable and reliable means to explore and test different types of solar
cell devices is a crucial component in realising the desired goal of reaching
efficiencies much greater than the postulated 34% by Shockley and Queisser
for a single junction cell without concentration[15]. Device simulations us-
ing both experimental and numerical data offer a possible means to probe
the properties of solar cell devices, and implement and study different tech-
niques that can enhance the performance of such devices. The usage of such
simulations, can eliminate the squandering of enormous sums of money on
unnecessary prototype development. As such, it is important to probe the
possibility of using such simulations with a thorough understanding of their
merits and limitations.

1.3 Aims

The overall aim of this research project is to simulate solar cell devices from
ab initio and experimental data using an appropriate computer program, and
to study the effects of various device parameters on the overall efficiency of
the solar cell. The implementation of light harvesting in the UV and infrared
such as up conversion and down conversion in solar cell device simulations
shall also be explored.

1.4 Objectives

1. Learn and understand the basics of solar cell device physics, and use
the acquired knowledge to produce meaningful device simulations.

2. Learn and understand how device simulation programs work and what
meaningful information can be obtained from the results.

3. Explore meaningful ways of improving solar cell performance using the
generated simulations.
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4. Investigate the effect of both optical and electronic material properties
on the solar cell performance.

5. Compare the ab initio data and the corresponding device simulations
to devices modeled from data obtained in literature.

6. Explore the possibility of implementing efficiency enhancing techniques
within the device simulations by adding functionality to the existing
code.

1.5 Methodology

A thorough search and analysis of the available device simulation programs
such as AMPS-1D, GPVDM and SCALPS shall be done, and a comparison
of their merits and shortcomings shall be completed. Typical device simu-
lations shall be done using the available numerical and experimental data.
The possibility of implementing efficiency enhancing techniques such as up
and down conversion shall be studied and an illustration of how this can be
implemented in the modelling of devices shall be explored.

1.6 Report outline

First, an overview of the fundamental physical principles that govern the
functioning of solar cell devices is given in chapter 2. All the crucial per-
formance parameters that are used in distinguishing solar cell devices are
highlighted thereafter in chapter 3. We then explore the different solar cell
device simulation software packages that are available with an emphasis on
their merits and shortcomings in the chapter that follows. Chapter 5 gives
an outline of how ab initio data is obtained and how it is used in the device
simulations. A comparison of the ab initio data-based and an experimental
data-based simulation is done. Frequency conversion is explored in chapter
6 and the report conclusion and the future work section is given thereafter
in chapter 7.
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Chapter 2

Fundamental device physics

This chapter gives an overview of the physical principles and properties that
are crucial for the understanding of solar cell modeling and device operation.
The chapter canvasses through the fundamental properties of semiconduc-
tors that make them ideal for solar cell applications. Concepts underlying
the typical semiconductor band structures found in solar cells, carrier gener-
ation, recombination and transport are reviewed.

2.1 Properties of Semiconductors

Familiarity with the fundamentals of solid state physics is crucial in under-
standing the operation of semiconductor solar cells. Many different semi-
conductor materials such as Gallium arsenide (GaAs), silicon (Si) which is
either crystalline, amorphous or polycrystalline in nature, GaInP, CdTe, etc,
can be used for the fabrication of different types of solar cells. The choice
of a specific material depends on the cells’ solar absorption characteristics
and the cost of fabrication. Due to silicon having desirable absorption char-
acteristics and well-established fabrication technology due to the electronics
industry, it has a pervasive usage in solar cell fabrication[18].

The semiconductor properties that underpin the performance and overall
design of solar cell[19], and the resultant solar cell choice for a particular
application are[20]:

1. The concentration of doping atoms. They can either be acceptor or
donor atoms, where an electron is either accepted or donated by the
atom, respectively.
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2. The diffusion coefficient D and the mobility µ. These two characterise
carrier transport within the device.

3. The diffusion length of the excess carriers and the carrier lifetime τ .
These are central to carrier generation and recombination processes.

4. The bandgap energy Eg and the complex refractive index n− ık that’s
related to the absorption coefficent α, which addresses the semiconduc-
tors ability to absorb photons.

2.1.1 Semiconductor band structure

Pure crystalline semiconductor materials are electronic grade [18]. This es-
sentially means that they possess long range order. This orderly arrangement
of atoms allows for the construction of the entire crystal structure by repeat-
edly stacking a small and defined volumes containing atoms. These small
subsections that are used for the orderly construction of entire crystals are
known as primitive cells[6]. Primitive cells contain all the necessary informa-
tion to reconstruct the location of atoms in the crystal. Since some of these
primitive cells may have awkward and irregular shapes, it is sometimes more
convenient (since scientists prefer simplicity) to work with slightly larger cells
which also contain all the necessary physical and chemical information called
supercells. Atomic properties of the component elements of these materials,
together with their unique periodicity, is what gives these semiconductor ma-
terials their very beneficial properties for use in solar cell applications.

To successfully utilise these electronic properties in solar cell modelling
and development, it is important to understand them. As such, one can
imagine a moving electron inside a semiconductor material which can be
likened to a confined particle in a 3-dimensional box with a complicated in-
terior structure. This approach is favoured and used in optical properties
for quantum dot applications as done in [21]. The potential fields arising
from the interaction with the atom’s bound core electrons and nucleus and
bound core electrons result in this complex interior structure. The overall
behaviour of the electron in question can then be deduced from the electrons
wavefunction ψ. This Bloch state ψ can simply be obtained by successfully
computing the time-independent Schrodinger equation given by[18, 22]:

∇2ψ +
2m

~2
[E − V (~r)]ψ = 0. (2.1)
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Here, m is the electron mass, E(~k) is the electron’s energy, V (~r) is the sys-
tem’s lattice periodic potential. ~ is the Planck constant in its reduced form.
The solution of 2.1 ultimately gives us the band structure E(~k) of the semi-
conductor. It also shows that the electron’s motion in the semiconductor
crystal can be approximated by an electron in vacuum[18] if the electron
mass m in equation 2.1 is exchanged with an “effective” mass m∗ in the sec-
ond law of motion by Newton[18, 23]. m∗ essentially incorporates the effect
of the periodic forces of the crystal atoms.

Figure 2.1: Band diagram illustration at T>0 K in direct bandgap semicon-
ductors

(Sourced from [18])

Figure 2.1 illustrates a simple energy band structure. The energy states
under the valence band are considered to be full, and the energy states above
the conduction band are considered as empty. Only two bands are shown for
the purpose of this illustration. The allowed energies are represented with
respect to crystal momentum given by ~p = ~~k[18], where ~k is the wavevector
corresponding to ψ. The curvature of the bands define the effective mass
which can essentially solved for by computing equation 2.2 . The empty va-
lence band states near the top are considered as positively charged current
carriers that are called holes. The conduction band curvature describes the
effective mass for the electrons and the valence band curvature describes the
effective mass for the holes. The effective mass is given by[18]
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m∗ =

[
d2E

dp2

]−1
=

[
1

~2
d2E

dk2

]−1
. (2.2)

The bandgap, EG is the forbidden energy levels or energy gap that separates
the valence-band edge(EV ) and the conduction-band edge(EC), and it is one
of the crucial material parameters for the selection and operation of solar
cells [24]. The bandgap ultimately determines which of the photons from the
sun shall contribute to the photocurrent.

When the valence band maximum is found at the same ~k with the min-
imum of the conduction band, the semiconductor is called a direct bandgap
semiconductor. When the two are not at the same wavenumber, the semi-
conductor is called an indirect band gap semiconductor. The computation
of the band structure, band gap and the electron and hole mobilities shall be
discussed later in this work.

2.1.2 Equilibrium carrier concentrations

Semiconductor device operations depend on the charge carriers inside the
semiconductor that drive electric currents. Therefore, to understand solar
cell device operation, the number of charge carriers in the semiconductor de-
vice is a crucial parameter. The equilibrium condition means that the state
of the system is unperturbed by any perturbing force such as external volt-
age, magnetic field, illumination and mechanical stress [25].

In order to determine the carrier concentrations for the holes and the
electrons one has to know the density of allowed energy states for the va-
lence and conduction band. The occupation function of these allowed states
is also important. The density of states function, g(E), denotes the number
of allowed states per unit volume and energy[18, 19]. The g(E) for the con-
duction band is approximately[26]

gC(E) =
m∗n
√

2m∗n(E − EC)

π2~3
cm−3eV −1. (2.3)

which corresponds to a parabolic band close to Ec. g(E) for the valence
band is[26]
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gV (E) =
m∗p

√
2m∗p(EV − E)

π2~3
cm−3eV −1. (2.4)

which corresponds to a parabolic band close to Ev. Here, the effective
masses are represented by m∗n and m∗p for the electrons and holes, respectively.

The occupation function is a Fermi-Dirac distribution function, f(E). It
gives the ratio of the states which are filled to the available states at a given
energy E, described by[25]

f(E) =
1

1 + e(E−EF )/kT
. (2.5)

Here, the Boltzmann’s constant is represented by k and EF gives us the
Fermi energy of the system.

Figure 2.2: The Fermi function at various temperatures
(Sourced from [27])

The Fermi function is given in figure 2.2, which is shown as a function of
temperature. It is a step function at 0 K[18], and the states below the Fermi
energy are filled with electrons and those above the fermi energy are empty.
At temperatures above zero Kelvin(T>0 K), thermal excitation leaves some
of the states below the fermi energy unoccupied and some states above the
Fermi energy filled with excited electrons.

Conduction band electrons and valence band holes are the carriers that
contribute to charge transport. The total concentration (number per cm3)
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of each is given as[18]

n0 =

∫ ∞
EC

gC(E)f(E)d(E) (2.6)

p0 =

∫ EV

−∞
gV (E) [1− f(E)] d(E), (2.7)

where n0 and p0 give the electron and hole concentrations, respectively. Sub-
stituting g(E) (2.3 and 2.4) and f(E) (2.2) into equation 2.6 and 2.7 above
yields the following expressions for nondegenerate semiconductors[28]

n0 = NCe
(EF−EC)/kT for EC − EF ≥ 3kT (2.8)

p0 = NV e
(EV −EF )/kT for EF − EV ≥ 3kT. (2.9)

Here, NV and NC are the effective densities of state (number of particles
per unit volume) for the valence band and conduction band[29], respectively,
given by[28]

NC = 2

(
2πm∗nkT

h2

)3/2

(2.10)

NV = 2

(
2πm∗pkT

h2

)3/2

. (2.11)

For an intrinsic (undoped) semiconductor that is in thermal equilibrium,
n0 = p0 = ni. ni denotes the intrinsic carrier concentration[18]. ni for the
undoped system can be computed from [18]

p0n0 = n2
i = NCNV e

(EV −EC)/kT = NCNV e
−EG/kT . (2.12)

ni =
√
NCNV e

(EV −EC)/2kT =
√
NCNV e

−EG/2kT (2.13)

The Fermi energy in an intrinsic semiconductor, Ei = EF , is given as[18]

Ei =
EV + EC

2
+

kT

2
ln

(
NV

NC

)
(2.14)

which is located slightly midway of the bandgap in most cases.
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By introducing specific impurities, the conductivity can be easily con-
trolled. These impurities are called donors and acceptors. They essentially
alter the hole and electron numbers in their respective bands and allows for
the creation of n-type and p-type semiconductors when introduced in a con-
trolled manner. In n-type semiconductors, electrons are the primary carriers
of current. In p-type semiconductors, the primary carriers of current are
holes. This is essentially the premise of how p-n junction solar cells are cre-
ated. The number of the introduced ionized acceptors and donors can be
estimated by[18]

N−A =
Na

1 + gAe
(EA−EF )/kT

=
NA

1 + e(E
′
A−EF )/kT

. (2.15)

and

N+
D =

ND

1 + gDe
(EF−ED)/kT

=
ND

1 + e(EF−E
′
D)/kT

(2.16)

Here, the site degeneracy factors for the acceptor and donor concentra-
tions are gA and gD, respectively. The Fermi energy for the case where the
acceptors and donors are assumed to be ionised, i.e n0 ' ND and p0 ' NA

are given by[18]

EF = Ei + kT ln

(
ND

ni

)
(2.17)

EF = Ei − kT ln

(
NA

ni

)
(2.18)

for the n- and p-type materials, respectively. Here Ei is given by equation
2.14

Huge concentrations of added dopants create a major disturbance to the
overall semiconductor system and a thorough study of how they affect the
band structure must be also appraised. This axcess doping generally results
in bandgap reduction, and thus causes the intrinsic carrier concentration to
increase. This ultimately results affects the solar cell performance as will be
studied in this work.
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2.1.3 Light absorption

The process of creating electron-hole pairs through sunlight photon absorp-
tion underpins solar cell operation. Fundamental absorption is the process
whereby an electron is excited directly from the valence band into the con-
duction band. A hole is left behind in the valence band in this process. The
total energy of the process, together with the momentum of the constituent
particles that partake in the absorption process should be conserved. Since
the crystal momentum has large orders of magnitude compared to the pho-
ton momentum (i.e pλ = h/λ and pcrystal = h/l where l � λ),the photon
absorption process effectively conserves the electron’s momentum[18].

The absorption coefficient that corresponds to a particular photon with
energy, hν, is given by the approximation[30]

α(hν) ∝
∑

P12gV (E1)gC(E2) (2.19)

Here, P12 gives the overall probabilty of an electron transitioning from
a state, E1, to state E2, with initial state electron density gV (E1) and final
state availabity gC(E2). A summation over all possible transitions between
states where E2 − E1 = hν is then done to give the equation 2.5. Photon
absorption results in the formation of an electron-hole pair, whereby an elec-
tron excited into the conduction band leaves a hole in the valence band[31].

Figure 2.3: Photon absorption in a direct bandgap semiconductor
(Sourced from [32])[33]
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Figure 2.4: Photon absorption in an indirect bandgap semiconductor
(Sourced from [32])

The basic photon absorption processes are shown in figure 2.3 and 2.4 for
both direct and indirect bandgap semiconductors, respectively. In the case of
direct bandgap semiconductors, both momentum and energy are conserved
during the transition. From the energy conservation, the photon energy must
be

hν = Ef − Ei, (2.20)

For parabolic bands. We have that

EV − Ei =
p2

2m∗p
(2.21)

and similarly,

Ef − EC =
p2

2m∗n
(2.22)

From the equations 2.21 and 2.22, we obtain

hν − EG =
p2

2

(
1

m∗n
+

1

m∗p

)
(2.23)

.
The absorption coeffient for direct band gap transitions is approximately[30]
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α(hν) ≈ C(hν − EG)1/2. (2.24)

Here, C is a constant. Quantum selection rules don‘t allow for transitions
at p = 0 for certain semiconductor materials, but permit only transitions for
p 6= 0. In such cases we obtain[30]

α(hν) ≈ B

hν
(hν − EG)3/2. (2.25)

Here, D is a constant.
The valenceband maximum is found at a different crystal momentum from
that of the conduction band minimum for indirect bandgap semiconductors[34].
This means that the process of absorption should involve another particle to
ensure that the conservation of electron momentum is not violated. Phonons
provide the additional energy since they possess a low energy and a high mo-
mentum. α(hν) for indirect bandgap transitions is slightly smaller than that
of direct bandgap transitions. The absorption process for indirect bandgap
transitions is illustrated in figure 2.4. The absorption coeffient in this type
of process where a phonon is involved is given by(for the phonon absorption
case)[30, 18]

αabs(hν) =
B(hν − EG + Eph)

2

eEph/KT − 1
(2.26)

and for the phonon emission case,

αemm(hν) =
B(hν − EG − Eph)2

1− e−Eph/KT
(2.27)

In general the absorption coefficient for indirect band gap semiconductors is
given by

α(hν) = αabs(hν) + αemm(hν) (2.28)

Figure 2.5 shows the relationship between the α and hν for a direct
bandgap and an indirect band gap material. Since α is relatively small for in-
direct transitions, light penetrates more in indirect bandgap semiconductors
for energies around the bandgap energy of conventional solar cells. Figure
2.5 also shows that although the processes described are dominant, it is also
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Figure 2.5: Absorption coefficient given as a function of photon energy for
indirect(Si) and direct(GaAs) bandgap materials

(Sourced from [35])

possible to have a direct bandgap transition in an indirect bandgap semicon-
ductor provided that the energy of the photon is large enough.
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2.2 Carrier generation

The rate at which electron-hole pairs are formed in solar cells under illumi-
nation as a function of position is called the generation rate. It is expressed
as the number of electron-hole pairs per unit volume per second)[34]. It is
given as

G(z) = (1− Sf )
∫
λ

(1− r(λ))φ(λ)α(λ)eαzdλ. (2.29)

Here, the grid shadowing factor is denoted by Sf , r(λ) denotes the re-
flectance from the surface, α(λ) gives the absorption coefficient expressed in
terms of wavelength from the relationship hν = hc/λ. φ(λ) is the incident
photon flux. One can assume that sunlight is incident at z = 0. The inci-
dent flux is computed by taking the incident spectral power density at each
corresponding λ and dividing it by the photon energy[18]. The generation
rate is essentially a function of α(λ) and φ(λ).
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2.3 Recombination

When semiconductor devices are driven from thermal equilibrium by current
injection or an illumination source, the electron and hole concentrations tend
to go back to their equilibrium states. This is done by an electron decaying
from the conduction band to combine with a valence band hole in a process
that is reffered to as recombination. The three recombination mechanisms
that are discussed here are recombination through defects(traps) within the
bandgap, Auger recombination and band-to-band(radiative) recombination.
These recombination processes are shown in figure 2.6.

Figure 2.6: Recombination processes in solar cells
(Sourced from [35])

The overall recombination rate in the semiconductor device per unit vol-
ume per second through a single level trap (SLT) situated at an energy ET
in the bandgap is described by[36]

RSLT =
pn− n2

i

τSLT,n(p+ nie(Ei−ET )/kT ) + τSLT,n(n+ nie(ET−Ei)/kT )
. (2.30)

In equation 2.30, the carrier lifetimes are expressed as[36]

τSLT,i =
1

σiνthNT

. (2.31)

In the above equations, the capture cross sections σi for holes and elec-
trons are denoted by σp and σn, respectively. The thermal velocity is denoted
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by νth for the carriers and NT denotes the trap concentration.

The above equation can be simplified by making a few assumptions. If the
material has a carrier injection (n0 ≤ n � p0) and is p-type (p ≈ p0 � n0)
and ET ≈ Ei, then the RSLT is simplified to[18]

RSLT ≈
n− n0

τSLT,n
. (2.32)

The minority carriers essentially dominate the rate of recombination be-
cause there are a lot more majority carriers than minority carriers.

In conditions of high injection (p ≈ n� n0, p0),

RSLT ≈
n

τSLT,p + τSLT,n
≈ p

τSLT,n + τSLT,p
. (2.33)

Radiative recombination

Radiative recombination is the optical generation process in reverse and is
more prevalent in semiconductors with direct bandgaps. In this process, the
decaying electron’s energy is passed on to an emmited photon. This is the
basic operation of semiconductor lasers and LED‘s. The net recombination
rate arising from the radiative process is[37][18]

Rλ = D(pn− n∗i ). (2.34)

Here, D is just a constant and n∗i is the intrinsic carrier concentration as
explained. For a low-injected n-type semiconductor, Rλ can be expressed in
terms of an effective lifetime τλ. This is given by[18]

Rλ ≈
p− p0
τλ

. (2.35)

The effective lifetime τλ is given by[18]

τλ =
1

n0B
(2.36)

For p-type semiconductors where high injection prevails,

26



Rλ ≈ Bp2 ≈ Bn2 (2.37)

the photons released during the recombination process can be reabsorbed
if the solar cell is well designed through a process called photon recycling[38].

Auger recombination

Auger recombination is a recombination process where the transition energy
is passed onto another carrier in either the valence or conduction band, which
then relaxes thermally as is illustrated in figure 2.6. The resulting recombi-
nation rate due to the Auger-process is[18]

RAuger = (Cnn+ Cpp) (pn− n∗i ) . (2.38)

In a low-injected n-type material, the net auger recombination rate is
given by[18]

RAuger ≈
p− p0
τAuger,p

(2.39)

where

τAuger,p =
1

Cnn∗0
. (2.40)

In high-injection conditions in the p-type material(p ≈ n � p0, n0), we
have

RAuger ≈ (Cn + Cp) p
3 ≈ (Cn + Cp)n

3 (2.41)

All the recombination processes occur in parellel. Thus, the net recom-
bination rate is the summation of all the rates from each process[18]. This
results in the recombination term that is given by[18]

R =

[ ∑
traps,i

RSLT,i

]
+Rλ +RAuger (2.42)

The overall effective minority-carrier lifetime (τ−1) for a low-injection doped
semiconductor is
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1

τ
=

[ ∑
traps,i

1

τSLT,i

]
+

1

τλ
+

1

τAuger
. (2.43)

Usually, interfaces between two material types have a large concentration
of defects as a result of a sudden termination of the crystal lattice. This
gives rise to a region of a non-ending traps within the badgaps at the surface
called surface states. These surface states are given by RS(rate per unit area
per second)[36]

RS =

∫ EC

EV

pn− n2
i

(p+ nie(Ei−Et)/kT )/sn(Et) + (n+ nie(Et−Ei)/kT )/sp(Et)
D∏(Et)d(Et).

(2.44)
Here, the trap energy is given by Et. D∏(Et) denotes the surface state, and
the surface recombination velocities are expresses as sn(Et) and sp(Et). The
surface recombination velocities can be thought of as carrier lifetimes for bulk
traps. For the purpose of modeling the devices, the Surface recombination
rate can be simplified to be[36]

RS = Sp(p− p0), (2.45)

RS = Sn(n− n0). (2.46)

for the n- and the p-type materials.
Sp and Sn are the effective recombination velocities which are often treated

as constants independent of carrier concentration, which is often is not really
the case.
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2.4 Carrier transport

The behaviour of holes and electrons is like that of free particles of the same
electronic charge. These charged particles are described by their effective
masses m∗p and m∗n, respectively. They also undergo the diffusion and drift
processes. Drift is described by charged particle motion due to an applied
electric field. With no disturbance, electrons and holes will continue to ac-
celerate through the semiconductor without limits. This never happens in
reality since the carriers interact crystal atoms, dopant atoms, defects, etc.
The carriers will follow a general direction dictated by the applied electric
field, ~E = −∇φ.The electrostatic potential φ also accounts for the band pa-
rameters that represent the effects of degeneracy and electron affinity[39].
Therefore the carriers seem as though they are moving at a constant drift ve-
locity, ~vd which is directly proportional to the electric field and is given as[18]

|~vd| =
∣∣∣µ~E∣∣∣ = |µ∇φ| . (2.47)

Here, µ denotes the carrier mobility which is independent of the electric field
strength unless the field is very strong, which is typically not the case in solar
cells[18]. The drift current densities for the electrons and holes is given as[18]

~Jdriftn = qn~vd,n = qµnn~E = −qµnn∇φ (2.48)

and

~Jdriftp = qp~vd,p = qµpp ~E = −qµpp∇φ. (2.49)

Lattice (phonon) and impurity scattering are the most important scat-
tering mechanisms. In the device modeling of solar cells, one can use carrier
mobilities in Si at 300 K which are very well approximated by[40]

µn = 92 +
1268

1 +
(
N+

D+N−A
1.3×1017

)0.91 cm.V −1.s−1 (2.50)

µp = 54.3 +
406.9

1 +
(
N+

D+N−A
1.3×1017

)0.88 cm.V −1.s−1 (2.51)

These two carrier mobilites are plotted in figure 2.7.
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Figure 2.7: Mobilites for silicon at 300 K
(Sourced from [18])

At high levels of impurity concentration, the mobility is controlled by ion-
ized impurity scattering, and at low levels intrinsic lattice scattering prevails.

Electrons and holes will tend to distribute themselves evenly within the
semiconductor when there are no external forces. This phenomenon is called
diffusion. The diffusion current densities for holes and electrons, respectively,
are given by[18]

~Jdiffp = −qDp∇p (2.52)

~Jdiffn = qDn∇n (2.53)

Here, Dn and Dp are the electron and hole diffusion coefficients, respec-
tively. There cannot be any net electron or hole current in thermal equilib-
rium. This results in the Einstein relationship which permits for the diffusion
coefficient to be determined from the knowledge of the mobility. For nonde-
generate materials it is given by[18]

D

µ
=

kT

q
(2.54)
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The total electron and hole current densities from the current contribu-
tions from the drift and diffusion components[18] are

~Jp = ~Jdriftp + ~Jdiffp = qµpp ~E − qDp∇p = −qµpp∇φ− qDp∇p (2.55)

,and

~Jn = ~Jdriftn + ~Jdiffn = qµnn~E − qDn∇n = −qµnn∇φ− qDn∇n (2.56)

Which gives the total current as

~J = ~Jp + ~Jn. (2.57)
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2.5 Semiconductor device equations

The semiconductor device equations which were initially described by Van
Roosbroeck[41] are used to explain solar cell operation. These equations are
the Poisson’s equation and the 2 continuity equations for holes and electrons,
respectively. The Poisson’s equation is given by[18]

∇.ε ~E = q (N + p− n) . (2.58)

Here, N is the net charge that arises because of the dopants and other
trapped charges (N=ND-NA), and n and p are the electron and hole carrier
concentrations as explained. The electron and hole continuity equation are
given by[18]

∇. ~Jn = q

(
Rn −G+

dn

dt

)
(2.59)

∇. ~Jp = q

(
G−Rp −

dp

dt

)
. (2.60)

Here, G is the rate of carrier generation and Rp,n is the recombination
rate for the carriers. The semiconductor equations are solved at numerically
using a set of boundary conditions. The primary variables are the equilibrium
carrier concentrations, Fermi level (quasi-Fermi-levels for systems driven out
of thermodynamic equilibrium by a voltage bias, a light bias or both), charge
mobilities, bandgap and the permittivity.
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2.6 Minority-carrier diffusion equation

In uniformly doped semiconductors, carrier mobilities, diffusion coefficients,
electric permittivity and bandgap are independent of position. This means

that in steady state solar cell operation (
dn

dt
=
dp

dt
= 0), the semiconductor

equations become (for ∇ in the x-direction)[18]

d ~E

dx
=
q

ε
(p− n+ND −NA) (2.61)

qµn
d

dx

(
n~E
)

+ qDn
d2n

dx2
= q (R−G) (2.62)

qµp
d

dx

(
p ~E
)
− qDp

d2p

dx2
= q (R−G) (2.63)

In quasi-neutral regions, which are regions a good distance away from
the p-n junction, the electric field becomes insignificant. The drift current
becomes insignificant and can effectively be ignored when compared to the
diffusion current when one considers low level injection and the minority car-
rier. This means that the recombination term R reduces to[18]

R =
nP − nP0

τn
=
4nP
τn

(2.64)

R =
pN − pN0

τp
=
4pN
τp

(2.65)

in the p- and the n-type regions, respectively. These 4pN and 4nP are
the excess minority-carrier concentrations [42]. The capitalized subscripts in
equation 2.64 and 2.65 describe quantities in the n- and p-type regions. The
lower case subscripts are used to indicate quantities associated with minority
carriers in each region. Therefore, the equations above reduce to what are
called the minority-carrier diffusion equations. These equations are given by

Dp
d24pN
dx2

− 4pN
τp

= −G(x) (2.66)
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Dn
d24nP
dx2

− 4nP
τn

= −G(x) (2.67)

for the n- and the p-type materials, respectively.

2.7 Summary

The important physical properties and parameters that define the functioning
of solar cell devices have been explored. The next chapter will look at the
different figures of merits that characterise a solar cell.
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Chapter 3

Solar cell operation and
performance

In this chapter, the various figures of merit used to estimate solar cell perfor-
mance are discussed. These properties are arguably the most essential tools
used for solar cell comparison and selection of materials and device concepts
for photovoltaic applications.

3.0.1 Solar cell parameters

An ideal solar cell can simply be represented by a current source that is
connected in parallel with a rectifying diode to account for the recombination
effects in the quasi-neutral regions and the depletion region[18]. The I-V
characteristic of such a cell is described by the shockley solar cell equation[43]
given by

I = Iph − Io
(
eqV/kT − 1

)
. (3.1)

Here, k is the Boltzmann constant, q the electron charge, V the voltage at
the cell terminals and T is the absolute temperature. The Shockley equation
serves as a reminder that a solar cell in the dark is simply a diode. The photo
generated current Iph is related to the photon flux of the incident sunlight.
I0 is the diode saturation current. The figures of merit which are important
in analysing device performance are the short-circuit current(ISC), the open-
circuit voltage(VOC), and the fill factor(FF). ISC is the current obtained when
the voltage across the solar cell is 0. This is the highest current that can be
obtained from a given solar cell. At open-circuit (I=0) all the light-generated
current flows through the diode and the open-circuit voltage is given by[44]
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VOC =
kT

q
ln

(
ISC + Io

Io

)
. (3.2)

This is the maximum voltage attainable from the solar cell. The most
important point on the I-V curve is the point where the maximum power is
obtained. This is the maximum power point where V = VM and I = IM .
This point produces a rectangle with the largest area under the curve. The
maximum power is given by Pmax = VMIM . It is convenient to compute
FF which is the ratio of the maximum power Pmax and the product of ISC
and VOC . FF gives an indication of the “squareness” of the solar cell I-V
characteristic, and it is less than 1. It is given by[45]

FF =
VMIM
VOCISC

=
Pmax
VocISC

(3.3)

The power conversion efficiency, η, is plausibly the most crucial figure of
merit for the comparison of different solar cells. It is used to compare the
performance of one solar cell to another. It is defined as the ratio of the
maximum power output from the solar cell to the input power from the sun.
The efficiency is dependent on the cell‘s temperature, and the spectral in-
tensity of the incident light. The power conversion efficiency is defined by[15]

η =
PMP

Pin
=
FFVOCISC

Pin
. (3.4)

3.1 Summary

The figures of merit that define solar cell performance have been explained.
The next chapter looks at the different simulation programs that make use of
the physical properties and principles discussed in chapter 2, together with
the performance parameters discussed in chapter 3.
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Chapter 4

Simulation software

This chapter serves as an introduction to different simulation software pro-
grams. Although all the software programs solve the semiconductor equations
with appropriate boundary conditions, there might exist some pros or cons
which might persuade the reader to choose one software over the other. Sam-
ple simulations are done for each software package discussed using the key
input parameters required. This is not an exhaustive list of all the available
software packages, but rather gives an opportunity for the reader to famil-
iarise themselves with some of the most common programs which are free to
download and may be used within the confines of the user license.

4.1 AMPS1D

Figure 4.1: Main Screenshot for AMPS1D

AMPS is a general and user friendly simulation program that was devel-
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oped by Prof Stephen Fonash and his post-doctoral students at the Penn-
sylvania State University. AMPS stands for Analysis of Microelectronic and
Photonic Structures[16]. It is an easy-to-use tool for the study of semi-
conductor devices and solar cell device designs[46]. The software allows for
1-Dimensional analysis of two terminal devices such as diodes, sensors, photo-
diodes and photovoltiac devices. AMPS has been a very effective tool in aid-
ing the understanding of device operation and device physics for single crys-
tal, amorphous and poly-crystalline device structures. AMPS-1D has made
significant breakthroughs in the explanation of the red kink and the transient
effect in poly-crystalline solar cells such as CdS/CIGS solar cell devices[47].
The software was utilized to show that thin film silicon structures, which
exibit light trapping, have the capability of delivering competitive solar cell
power conversion efficiencies.It has also been used to determine the optimum
structure of a solar cell, light and voltage biasing conditions[47]. It boasts an
easy to use interface,as illustrated in figure 4.1, and a user can work on more
than one problem at a time. Each device simulated can have layers up to a
total number of 30, with each layer having different material parameters. The
setup of a simulation is simple, and the help function is comprehensive and
well supported by a user manual. Absorption coefficients must be manually
entered as a function of wavelength on a grid, which could be an easy task if
the data could be taken from an external file. The results obtained are saved
on an external file, however, the inability to save the images of the graphs
in the well-known formats such as JPEG and PNG can be quite inconvenient.

Figure 4.2 shows a simple silicon based P-N junction device simulation
output using the AMPS software package. The main input parameters are
the permittivity, electron affinity, electron and hole effective densities, elec-
tron and hole mobilities and the doping concentrations. Standard AM1.5
spectrum is used for the simulation.
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Figure 4.2: Sample Si simulation using AMPS1D

4.2 WxAMPS

Figure 4.3: Main Screenshot for WxAMPS

WxAMPS serves as an upgrade for the solar cell simulation program
AMPS1D (Analysis of Microelectronic and Photonic Structures) that was
originally written by Fonash et al. The user interface of wxAMPS is more
user friendly as can be seen in figure 4.3, and more aesthetically pleasing
for parameter entries and results outputs. It also provides a cross-platform
library and quick data entry for input variables that the user needs to anal-
yse for different solar devices. Ambient, material and the results tab allows
for easy navigation and input of these variables for different materials and
solar cell devices. Each device layer can be configured independently with
easy access for the material’s optical and electrical properties as shown in
figure 4.4, which is beneficial when working with multi-junction solar cells.
Standard data for the ambient parameter conditions such as the widely used
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AM1.5 spectrum come standard with the program installation, together with
standard material absorption properties for well understood materials such as
silicon. Beyond what the original AMPS kernel provided, wxAMPS also in-
cludes tunneling models and has a sophisticated algorithm that combines the
Gummel and Newton methods[48]. The inclusion of a trap-assisted tunnel-
ing model in the upgraded program results in more precision of the Tandem
cells simulations. The combination of the Gummel and Newton method solu-
tions improve the code stability and allow the tunneling models to function
well within the algorithm. Since there is an option for adding an unlim-
ited number of layers, modeling graded solar cells is easily implemented in
wxAMPS[48].

Figure 4.5 shows a simple silicon based P-N junction device simulation
output using the wxAMPS software package. The main imports are the per-
mittivity, electron affinity, hole and electron effective densities, electron and
hole mobilities and the doping concentrations. Standard AM1.5 spectrum is
used for the simulation as before.

Figure 4.4: Material parameters screenshot for WxAMPS
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Figure 4.5: Sample simulation using WxAMPS

4.3 PC1D

Figure 4.6: Main screenshot for PC1D

This simulation programme was written at Sandia national labs by Basore
and coworkers, and advancement of the software was undertaken at Univer-
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sity of New South Wales (UNSW), Australia[49]. It has been considered by
the PV research community as one of the baseline programs for silicon solar
cell modeling. It has a user-friendly interface and makes it easy for users to
define a new device problem, as shown in figure 4.6. Values of parameters for
each layer added in the device can be altered by a single click on the relevant
parameter concerned from the parameter list on screen for that layer, or pa-
rameters can be changed through the menu system available on the program.
This makes it relatively easy for user to see the effect of different parameters
on the performance of the overall device. The option for the number of layers
added is only 5 in this software[46]. However, this is sufficient for devices
such as CdTe or CdS in cases where the layer doping is not graded.Common
recombination mechanisms are well implemented within the program. The
space charge that is connected to these levels is 0 because no densities of
the associated deep levels can be given. This shortfall makes the program
unsuitable for use when modeling amorphous silicon cells, since the space
charge contained by deep states is quite essential in this use. Apart from the
conventional J(V) characteristics and spectral response simulations, light or
bias voltage can be abruptly applied and their effects can be studied with
respect to time. The simulation results can be copied to external programs.

Figure 4.7 shows a simple silicon based P-N junction device simulation
output using the PC1D software package. The main imports are the permit-
tivity, electron affinity, effective densities, carrier mobilities and the doping
concentrations. Standard AM1.5 spectrum is used for the simulation.

Figure 4.7: Sample simulation using PC1D
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4.4 SCAPS

Figure 4.8: Main screenshot for SCAPS

SCAPS is a numerical simulation program that is designed to simulate
polycrystalline thin-film devices. It’s used for simulating CIGS/CIS and
CdTe-based solar cells[50]. The user interface is pretty much straightforward
and entering a new problem is relatively easy. All physical and electronic
properties for each layer added can be easily altered on a separate window.
THe basic models for the dependence of parameters such as the effective
density of states and the νth, on temperature are used, and other parameters
such as µ and bandgap are modeled as being temperature dependent. Due to
the limitation of only 7 layers, the programs suitability for graded junctions
is not ideal. Recombination that occurs within the bulk levels and the occu-
pation of these states is described by the SRH formalism, and recombination
at the interface states is governed by a broader version of the SRH formalism.
The extension allows electron exchange between the interface state and the
two adjacent conduction bands, and of holes between the interface state and
the two adjacent valence bands[46]. SCAPS can produce simulations using
the greatest number of electrical measurements and each measurement can
be computed for both dark and light conditions as a function of temperature.
The outputs for the simulation can be easily saved to an output file, making
it easy for result comparison with other programs.

Figure 4.9 shows a simple silicon based P-N junction device simulation
output using the SCAPS software program. The input parameters are the
permittivity, electron affinity, effective densities, carrier mobilities and the
doping concentrations. Standard AM1.5 spectrum is used for the simulation.

43



Figure 4.9: Sample simulation using SCAPS

4.5 GPVDM

Figure 4.10: Main screenshot for GPVDM

GPVDM is a free simulation tool that is used in the simulation of opto-
electronic devices. It was developed by Roderick Mackenzie, who is a pro-
fessor at the University of Nottingham [51]. It can simulate devices such as
OPV‘s, OLEDS, OFETS, organic solar cells, c-Si solar cells, a-Si solar cells
and CIGS solar cells. The model that is used in the program to produce the
simulations makes use of a finite difference approach to solve both the hole
and electron drift-diffusion equations in position space, and to describe the
charge movement inside the solar cell device. It boasts an easy to use inter-
face thats illustrated in figure 4.10 and the program is available for use with
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most operating systems such as windows and linux. The device parameters
are easily accessible through an easy to navigate user interface. The model
solves the device equations in steady state in 1D or 2D. It uses the SRH
formalism to handle recombination and carrier trapping[52].

Figure 4.11 shows a simple silicon based P-N junction device simulation
output using the GPVDM software program. The main imports are the
permittivity, electron affinity, effective densities, carrier mobilities and the
doping concentrations. Standard AM1.5 spectrum is used for the simulation.

Figure 4.11: Sample simulation using GPVDM

4.6 Chapter summary

This chapter has served to discuss some of the available device simulation
programs for solar cell devices. The software packages discussed here are not
an exhaustive list but rather introduced some of the most popular device
simulation packages. WxAMPS is the programme that shall be used for the
generation of the more advanced results in chapter 5 and 6. WXAMPS offers
an easy-to-use interface and it is very easy to install and to operate. It is
also free to download, which makes it an ideal choice for academic research
like the simulations that will be generated in the later chapters.
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Chapter 5

Device simulations

This chapter explains how to model a simple solar cell device using the Wx-
AMPS device simulation program. We will see how device material properties
and overall structure work together in determining the resultant performance
of our device under a given temperature, model irradiation and applied volt-
age.

Ambient settings

After running the WxAMPS program, the 3 tab options given are the ambi-
ent, material and results tab as shown in figure 4.3. The ambient tab allows
the user to set all the parameters that are not material dependent and it can
be kept constant for the devices that are being modelled. It is always wise
to keep these ambient parameters constant when comparing the performance
of two or more solar cell devices. Under the ambient tab, the temperature
at which the device will be operating is can be set. Light conditions such as
AM1.5 or AM1.5G are also set under this tab, where an external file is loaded
containing the desired spectra. The program, like most device simulalation
programs, comes with standard spectra that can be used. The QE option
allows for the selection of the range of wavelengths which the quantum effi-
ciency can be calculated.

Next, one has to select the desired contact parameters. ”PHI(eV)” allows
one to input the barrier heights of the contacts. ”Sn0” and ”Sp0” denote the
surface recombination velocities for the minority and the majority carriers
in both the top and the bottom contacts. ”RF” is the reflection coefficient
which is a parameter that essentially describes the proportion of the incom-
ing photons being reflected off the top and bottom contact. Its values range
from 0 for no reflection to 1 for total reflection. Total reflection means that
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all of the incoming light is reflected off the surface and zero reflection means
no light is reflected off the surface. The bias voltage option allows one to
specify the range of voltages in which the semiconductor equations should be
solved. This is advantageous, because it allows the user to set large voltage
steps near the short circuit voltage and smaller voltage steps closer to the
open circuit voltage, which is viable for the overall reduction in computation
time.

Table 5.1 shows the set of ambient parameters to be used for the simu-
lations. These parameters will be kept fixed for the simulations that will be
done in this chapter.

Table 5.1: Ambient properties for simulations
Parameter Value

Temperature 300 K
Spectrum AM1.5 full

Barrier height (top) 0
Barrier height (bottom) 0

Surface recombination velocities (all) 1×107

Reflection coeffient (top) 0
Reflection coefficient (bottom) 1

Material properties

The material properties tab allows the user to design the solar cell device and
to modify the characteristics of each layer. The user has the option to add
layers, delete an unwanted layer, load a layer from the layer database in the
external files, and save the solar cell configured for analysis at a later stage.
Each of the layers are configured independently and the user can choose
to modify the parameters as desired. For each layer, the user can modify
the electronic, defect, optical and other material properties by navigating
through the tabs for each set of properties. The electronic properties include
the permittivity, bandgap, electron affinity, electron and hole effective den-
sities, charge carrier mobilities and the doping concentrations for both the
electrons and holes. The electronic properties, except for the permittivity,
electron affinity and doping concentrations can be either found in the litera-
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ture, or be calculated by using ab initio methods as done in [53].

In the computation of ab initio calculated parameters, an understanding
of the underlying numerical methods that the physical models are based on is
essential to obtaining reliable results. The useful properties that can be used
as data imported to the solar cell device simulations are the effective masses
for the electrons and the holes, the charge carrier mobilities, the band gap,
and the absorption coefficients. A brief explanation of how these parameters
are obtained is given below, with reference to bulk silicon parameters. The
experimental lattice constant used is 5.431 nm[54].

The electronic ground state of the many electron system is computed
using the quantum esspresso package[55] which makes use of density func-
tional theory (DFT) based methods. The Perdew-Becke-Ernzerhof (PBE)
functional[56] is used in this case to describe the exchange-correlation poten-
tial, since it offers a high degree of transferability. More accurate functionals
can be employed in special situations. A suitable norm-conserving pseudo-
potential such as the Goedecker-Hartwigsen-Hutter-Teter norm-conserving
pseudo-potentials[57] was used for the description of the core electrons.
The DFT computed band structure of silicon is given in figure 5.1.

−6

−4

−2

 0

 2

 4

 6

E
−

E
F
 (

eV
)

Γ X W K Γ L U W L K

Figure 5.1: DFT-PBE band structure of Si.
(Courtesy of Khaled)

Although the bandgap is underestimated by DFT methods, the form of
the curvature of the bands is quite reliable for the calculation of the effective
masses. The effective masses of the charge carriers are calculated from the
curvature of the conduction and valence band minimum and maximum, re-
spectively. More specifically, the effective masses of a band n at point k0 in
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directions i, j are given by [58]

m∗ij =
~2

2

[
∂2En
∂ki∂kj

]−1
k=k0

. (5.1)

The carrier mobilities were calculated from the relaxation time using

µ =
e

m∗
τrelax. (5.2)

The relaxation time τrelax is identical to the imaginary part of the electron
self-energy at the center of the Brillouin zone. The relaxation time is obtained
by computing the electron self-energy equation associated with the electron-
phonon interaction which is given by [59, 60]:

Σnk = 2
∑
qv

wq |gvmn(k,q)|2
[

nqv + fεmk+q

εnk − εmk+q + ωqv − iη
+

nqv + 1− fεmk+q

εnk − εmk+q − ωqv + iη

]
,

(5.3)
where gvmn(k,q) are the electron phonon matrix elements given by

gvmn(k,q) = 〈ψmk+q|∂qvV |ψnk+q〉. (5.4)

In Eq. (5.3) and Eq. (5.4) ψnk are the DFT wave functions of the nth
band with wave vector k, which have the corresponding band energies εnk
and Fermi occupations fnk. The frequency of the vth phonon branch at wave
vector q is denoted by ωqv, nqv is its Bose occupation number. Furthermore,
∂qvV is the derivative of the self-consistent potential associated with the vth
phonon at q. The numerical parameter wq is the weight of the the point q in
the Brillouin zone summation. The electron phonon matrix elements and the
phonon wave functions were determined by Density Functional Perturbation
Theory (DFPT) [61] as described in Ref. [62, 63].

The absorption coefficients were calculated from the knowledge of the
dielectric εM(ω) constant using

α(ω) =
2ω

c
=(
√
εM(ω)). (5.5)

In order to include excitonic effects the dielectric function can be com-
puted using Bethe-Salpeter (BSE) in equation 5.6 and applying the standard
Tamm-Dancoff Approximation [64, 65],where the (complex) macroscopic di-
electric function is given by

εM(ω) = 1− lim
q⇒0

vG=0(q)
∑
λ

|
∑

n1n2
〈n1|e−iq·r|n2〉A(n1n2)

λ |2

ω − Eλ + iη
. (5.6)
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with the BSE eigenstates λ, eigenvalues Eλ and coefficients A
(n1n2)
λ of the

particle-hole pairs that contribute to this mode. The states n refer to what-
ever basis is used to expand the BSE states in, usually these are DFT states.
Furthermore, vG=0(q) is the Coulomb kernel and η is a suitably chosen broad-
ening parameter.

Figure 5.2 shows the results of the calculated absorption coefficients for
silicon.
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Figure 5.2: Absorption coefficient of Si calculated using BSE as compared to
experimental results [1].

(courtesy of Khaled)

A summary of the obtained ab initio parameters that shall be used in the
device simulations is given in table 5.2, together with the permittivity and
the electron affinity that were found in [45]. The impact of the quality of the
material parameters on the overall performance estimation of a particular
solar cell will be discussed later on in this chapter.

It is also important to mention that in reality, the electron and hole mo-
bilities may still vary, based on the doping concentrations and amount of
defects[66].

Coming back to WxAMPS, under defects, the user can choose whether
the defects states are donor-like or acceptor-like. Donor-like means the en-
ergy levels are closer to that of the conduction band energy and acceptor-like
are the defects whose energy level is closer to that of the valence band en-
ergy. The density and the dispersion (discrete, banded or gaussian) of the
defects can also be selected. The capture cross section of the defects can be
added which explains the ”sizes” of the target for the incoming carriers. The
sofware allows the user to model defects states as localised states which form
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a continuum inside the bandgap.
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Table 5.2: Table of absorption data and other properties for Si (ab initio)
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Results

Various types of results can be obtained with the help of WxAMPS, depend-
ing on the users’ objectives. In under the results tab, the user can choose
to look at IV characteristics, or at energy band levels, carrier variations
across the device, electric field distribution in the device, current distribu-
tion, recombination and generation effects, carrier lifetimes and the quantum
efficiency as a function of the wavelength.

5.0.1 Simulation of the silicon based P-N junction

Table 5.3: Properties of silicon at 300 K
[6]

Property Value

Atomic density 5×1022 cm−3 or 5×1028 m−3

Atomic weight 28.09u
Density 2.328 kg.cm−3 or 2.328 g.cm−3

Bandgap 1.1242 eV
Intrinsic carrier concentration 1×1010 cm−3 or 1×1016 m−3

Lattice constant 0.543095 nm
Effective density of states conduction(Nc) 3×1019 cm−3 or 3×1025 m−3

Effective density of states valence(Nv) 1×1019 cm−3 or 1×1025 m−3

Relative permittivity 11.7
Electron affinity 4.05 eV

Electron mobility 1350 cm2.V−1.s−1

Hole mobility 480 cm2.V−1.s−1

For the purpose of this work, only the effect of material properties on
the IV characterics were studied with particular emphasis on the overall effi-
cency of the solar cell device. This is done because the efficiency is arguably
the most important parameter to compare the device in question against all
other devices. A simple silicon based P-N juction device is chosen for the
purpose of this work. The ab initio-calculated data and experimental data
were chosen as input parameters, and a simulation was carried out and the
results were compared. An analysis of the impact of the doping concentra-
tion using the experimental data given in table 5.3 is shown in figure 5.5,
5.6 and 5.7. The effective densities are calculated from the effective masses
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using the formula:

Ni = 2(
2πmcarrierkT

h2
)
3
2 . (5.7)
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The standard silicon absorption data that comes with the WxAMPS pack-
age is used for the ”experimental” model.

The simulation results for the “ab initio-based” model (Figure 5.4) and
the “experimental” model (Figure 5.3) are given below.

Figure 5.3: P-N junction simulation using experimental data

Experimental model: The fill factor is obtained to be 82.3732 and the
efficiency is obtained to be 2.6872%.

Figure 5.4: P-N junction simulation using ab initio data

ab initio model: The fill factor is obtained to be 82.8026 and the efficiency
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is obtained to be 2.4725%.
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The simulation output results are given below for the case of light, mod-
erate and heavy doping concentrations using the experimental model.

Light doping

Figure 5.5 shows the IV characteristic output of the device with a doping
level of 1×1012.

Figure 5.5: IV curve for light doping case

The fill factor of the device is 41.32 and the overall efficiency is 0.400 %.

Moderate doping

Figure 5.6 shows the IV characteristic output of the device with a doping
level of 1×1015.

The fill factor of the device is 69.70 and the overall efficiency is 3.00 %.

Heavy doping

Figure 5.7 shows the IV characteristic output of the device with a doping
level of 1×1019.

The fill factor of the device is 78.94 and the overall efficiency is 2.78 %.
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Figure 5.6: IV curve for the moderate doping case

Figure 5.7: IV curve for the heavy doping case

5.0.2 Discussion

In the results obtained from the simulation, it is clear that one can easily
model solar cells using a either ab initio data or experimental data or even
a combination of both. Other parameters except those shown in table 5.2
and 5.3 were kept fixed when comparing the ab initio and the experimental
model simulations. The efficiencies for both, the ab initio model and the ex-
perimental model were ≈ 2.5% which ascertains the quality of the ab initio
data for the estimation of device performance. The slight difference (≈ 0.1%)
is due to the mobilites being too low for the ab initio model. This error is
driven by the accuracy of the curvature of the bands and the estimation of
the effective masses, together with the estimation of the computed relaxation

58



time. The use of ab initio simulations are a useful tool for the development
of new materials, or the modification of existing device designs.

WxAMPS contains a standard case file for silicon where they have mod-
eled p-i-n silicon device and although this device has unique properties as a
result of some of the parameters used such as layer thicknesses and doping
levels, the values used for this simulation can be used as a base to test the
impact of device parameters such as doping on the performance of the device.
The case file generates an efficiency of ≈2.8%, which ascertains the accuracy
of the result of our modeled device.

The simulation result in figure 5.6 is for a simple P-N junction where both
the p-type layer and the n-type layer are moderately doped (1×1019cm−3).
The doping of the layers introduces impurities, which are also defects.

Increasing the doping concentration reduces the mobility of the carriers
and vice versa. It is also known that introducing a huge concentration of
dopants greately disturbs the semiconductor system, resulting in bandgap
reductions and affecting the efficiency which is what we can see from our
result. It is also clear that reducing the doping significantly will affect the
carrier concentration as with the lightly doped case, and the open circuit volt-
age is reduced which affects the overall efficiency of the solar cell. Increasing
the doping concentration is not always beneficial. However, moderate dop-
ing values are optimal for performance improvement. For values around the
moderate doping concentration, a higher doping level leads to a lower resis-
tance and a higher open circuit voltage. This results in a higher efficiency of
the solar cell.
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5.1 Summary

This chapter has demonstrated how device simulations are done. A compar-
ison of using experimental or ab initio calculated data has been done. The
impact of device parameters on the performance of a device has also been
studied. Chapter 6 shall explore the use of frequency conversion techniques
for solar cell device modelling applications.
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Chapter 6

Frequency conversion

In the following chapter, the proposition of using a frequency conversion
process for solar cells is explained and the modelling of such a process in the
context of solar cells is also discussed.

6.1 Up-conversion

In the case of solar cells, Up-conversion (UC) is a process in which the sub-
band-gap photons are transmitted into high-energy photons that can then be
absorbed by the solar cell and be utilized to produce electron-hole pairs[67].
In the case of crystalline silicon device for example, the 20 percent of the so-
lar spectrum with energy lower than the bandgap energy can be upconverted
by an up-conversion layer situated at the rear of the device and improve the
overall solar cell spectral response. An UC process entails the absorption
of two or more photons in the sub-band-gap spectrum range (long wave-
lengths), and a subsequent emission of a photon in the visible spectrum
where the photon can be utilized in the photo-conversion process and con-
tribute to current generation. The UC process makes use of a luminescent
material(phosphor) that has multiple energy levels with favourable energy
level spacings. This premise makes lanthanide ions such as Er3+ (trivalent
erbium), or Er3+ co-doped with ytterbium[68] very attractive for the use
in UC applications[69][70]. Doping optical materials with one or more of
these activator ions, with the inclusion of sensitizer ions such as Yb3+ as co-
dopants is one of the many methods being explored in literature for several
up-conversion applications[71][72]. Co-dopants that are added are used to in-
crease the overall absorption cross section through energy transfer and thus
improve the UC efficiency[72].Energy transfer up-conversion (ETU) is the
result of successive energy transfers between ions at different sites through
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mutual interactions. The first ion to be excited is called a sensitizer and the
ion to which energy is transferred is called the activator.

6.2 Down-conversion

Another frequency conversion technique that can be applied is down-conversion
(DC). DC is the conversion of high energy photons into lower energy pho-
tons that can be absorbed and utilized in the photo-conversion process, thus
reducing thermalization losses. Methods such as multiple electron-hole pair
generation from one high energy photon are being explored[67].

To understand the nature of frequency conversion and all the relevant
interactions and processes that are involved, a rate equation model as pro-
posed by Fischer et al[71] is used with an emphasis on the simulations of such
processes in the context of solar cells. This model takes into consideration
all relevant the processes involved such as ground state absorption(GSA),
spontaneous emission(SPE), excited state absorption(ESA), stimulated emis-
sion(STE), multi-phonon relaxation(MPR) and energy transfer(ET).
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6.2.1 The general rate equation model

In the rate equation model a general occupation vector ~n is used to describe
the occupation of the energy levels under consideration for a specific system.
The individual components of the vector each describe the relative occupation
of an energy level. Therefore, the number of excited ions in a given energy
level Nj is described by[71],

Nj = njρEr. (6.1)

Here, the density of the lanthinide ions in the host material is given by ρEr
and nj denotes the relative occupation of a particular energy level j.

The rate at which the occupation of the energy levels is changing is de-
scribed by the general differential equation[71]:

~̇n = [MGSA +MSTE +MESA +MSPE +MMPR]~n+ ~νET (~n) (6.2)

All of the processes linear to the occupation vector ~n are described by
matrices[71]. The ground state absorption is described by the matrix MGSA,
MESA denotes excited state absorption, MSTE denotes stimulated emission.
MSPE gives the contribution from the spontaneous emission and MMPR de-
notes the contribution from multi-phonon relaxation. ~νET (~n) is the term that
describes the energy transfer and cross relaxation processes. It not linear
with ~n. The probabilities describing each of the matrix elements for each of
the processes except for MPR processes can be described by their respective
Einstein coefficients, which can either be obtained from experimental data
or calculated from the Judd-Ofelt theory (JO)[73][74]. The attractiveness
of the JO theory is that it allows us to easily compute oscillator strengths
in absorption and luminescence, luminescence branching ratios, excited-state
radiative life-times, intensity parameters and transition probabilities[72].

6.2.2 Photon absorption and emission

To calculate the photon flux derived from the frequency conversion process,
a system with an incoming number of photons (Np) with an energy Eab =
~ωab can be considered. The density of the number of atoms in the ground
state and the excited state are given by Na and Nb with energies Ea and
Eb, respectively. The total photon emission is equal to the stimulated and
spontaneous emission and is given by:
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(
dNp

dt

)
total

=

(
dNp

dt

)
spontaneous

+

(
dNp

dt

)
stimulated

= ANb +BNbNp. (6.3)

Here, A is the Einstein coefficient for the spontaneous emmision process
and B is the Einstein coefficient for the stimulated emission process. In the
case of photovoltaic applications, the stimulated emmision is not relevant
and the above equation becomes,(

dNp

dt

)
spontaneous

= ANb =
1

τb
Nb (6.4)

where τb is the radiative lifetime of an arbitrary state b and Nb is the
population density of that arbitrary state from which the electrons decay to
a lower electronic state to release an up- or down- converted photons. The
total photon flux intensity φex(λ) obtained over the material sample length
d can then be estimated by,

φex(λ) =
1

τb
Nbd g(λ, λ0) = φeconversion(λ). (6.5)

Here, g(λ, λ0) is the line shape function that is just a constant.

6.2.3 Generation rate and photocurrent density

The generation rate Gex resulting from the up conversion is estimated by

Gex = α(λ)φconversion. (6.6)

The current density term that accounts for the short circuit contributions
to the total generation rate from the up-conversion layer is added to the solar
cell current density. This extra current density contribution produced by a
single line emission at (λ0) by the up-conversion material layer can be esti-
mated by:

Jex = q(1−R(λ)) Gex(λ0) L. (6.7)

Here, L is the effective layer thickness. α(λ0) is the absorption coefficient
of the up-converted photons and φconversion is the photon flux density from
the conversion material layer.
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6.3 Up-conversion results

6.3.1 Energy scheme and rate equations for Er3+ co-
doped with Yb3+

Phosphors with trivalent erbium (Er3+) co-doped with ytterbium(Yb3+) offer
a desirable efficiency gain due to the Erbium’s favourable photo-luminescence
within the visible spectrum. The cross section of Yb3+ is 10X that of Er3+

for some of the infrared energies making it a good sensitizer for Er3+[75].
Figure 6.1 shows the energy transfer processes in the co-doped system. The
σif denote the emission and absorption cross sections, and Wif is the spon-
taneous decay rates. i and f denote the ititial and final states, respectively.
The energy transfer rates are shown by Cij, where i and j are the donor
and acceptor energy levels, respectively. The dashed arrows indicate the in-
stantaneous processes such as MPR. The system is explained by 9 equations
which are solved simultaneously for the populations of the 7 energy levels.
The rate equations are given by[75]

Figure 6.1: Energy scheme of Er3+ co-doped with Yb3+

(Sourced from [75])

dNa

dt
= −σabφpNa + σbaφpNb +WbNb (6.8)

dNb

dt
= σabφpNa − σbaφpNb −WbNb+

C2aNaN2 − Cb0NbN0 − Cb1NbN1 − Cb2NbN2

(6.9)

NY b = Na +Nb (6.10)
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dN0

dt
=− σ02φpN0 + σ20φpN2 +W1N1 + C11N1N2

+ C22N
2
2 +W3N3 +W4N4

(6.11)

dN1

dt
= W21N2 −W1N1 − Cb1NbN1 − 2C11N

2
1 − σ13φpN1 (6.12)

dN2

dt
= σ02φpN0 − σ20φpN2 −W2N2 + C11N

2
1

− 2C22N
2
2 + Cb0NbNbN0 − C2aNaN2 − Cb2NbN2

(6.13)

dN3

dt
= σ13φpN1 −W3N3 + Cb1NbN1 (6.14)

dN4

dt
= σ24φpN2 −W4N4 + C22N

2
2 + Cb2NbN2 (6.15)

NEr = N0 +N1 +N2 +N3 +N4. (6.16)

In the equations above, Ni denotes the population density of the energy
level i and φp denotes the photon flux density of the pump wavelength.
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6.3.2 Results

Table 6.1: Parameters used for the Er/Yb system calculations
[76, 77, 75]
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The set of equations are solved in the steady state with
dNi

dt
= 0 using

Matlab for the different population densities. All the parameters in the equa-
tions are given in table 6.1. The photon flux density used in the calculation
is obtained by integration of the solar spectrum around the infrared wave-
lengths for the up-conversion material. In the case of the Er/Yb co-doped
system, the pump wavelength is 980 nm. The corresponding photon flux is
calculated using φp = I×λ

E
, where I is the spectral irradiance, λ the pump

wavelength and E the photon energy. The pump photon flux was obtained
to be φp = 1.22×1017cm−2s−1

Table 6.2: Population densities of the energy levels (Er/Yb system)
Parameter Result

Na 1.5×1020 cm−3

Nb 7.5×10−21 cm−3

N0 2.5×1020 cm−3

N1 3.8×1014 cm−3

N2 6.4×1013 cm−3

N3 7.6×106 cm−3

N4 6.4×106 cm−3

The population densities Ni are given in the table 6.2 as obtained through
the computation of the steady state rate equations. NEr = 2.6×1020cm−3 and
NY b = 10×1020cm−3. Of particular interest for up-conversion applications
in solar cells is the population density of the energy level N4 and N3 which
results in photon emission around 550 nm and 660 nm, respectively, for
electron transitions to the ground state. The emitted photon flux is

φconversion =
1

τi
Nidg(λ, λ0), (6.17)

Where d is chosen to be 2000 nm which is a thin film rather than a bulk glass
layer, and g(λ, λ0) is a line shape function which is taken to be 1. In this
example, 1

τ
is given by the decay rate denoted by Wi, where i denotes the

respective transition to the ground state. The photon flux densities resulting
from the up- conversion layer related to the 550nm and the 660 nm peaks
are found to be:
φconversion(550) = 128×106cm−2s−1
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φconversion(660) = 640×106cm−2s−1

To See the effect of the simulated up-conversion layer on the efficiency of a
solar cell device, a simple c-Si solar cell device is simulated using WxAMPS.
A standard silicon-based device case file is chosen that comes standard with
the WxAMPS package since what we interested in is the overall efficiency
change. The device is simulated with and without the contribution from the
UC photon flux density. The photon flux density for the 980nm is set to 0
for the case with the UC since we assume all the photons around that wave-
length will be transmitted. The photon flux densities for the 550 nm and 660
nm are adjusted accordingly.

Figure 6.2: Simulation result without UC (Er/Yb system)

Figure shows the IV characteristic of the simulated device with and with-
out UC. Table 6.3 shows the summary of the results for VOC , FF and the
efficiency for the device with and without UC.

The overall increase in efficiency is 0.0046% for the Er3+/Yb3+ system.
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Figure 6.3: Simulation result with UC (Er/Yb system)

Table 6.3: Summary of UC results (Er/Yb system)
Parameter Without UC With UC

Efficiency 5.8478 % 5.8524%
Fill factor (FF) 52.1980 % 52.2176%

Short circuit current Jsc 6.8433 mA/cm2 6.8460 mA/cm2

Open circuit voltage Voc 1.6371 V 1.6371 V

6.3.3 Energy scheme and rate equations for trivalent
thulium (Tm3+) system

The Tm3+ system is given in figure 6.4 with all the relevant electronic tran-
sitions which is pumped at an inuput wavelength of 1064 nm, having up-
conversion emmissions of 800 nm, 750 nm and 480 nm, respectively. The
pumping transitions are denoted by Wi and Aij denotes the decay rate from
energy level i to energy level j.

The steady state rate equations are given by[78]:

0 = −W1N0 + A10N1 + A30N3 + A50N5 (6.18)

0 = W2N1 +WsN1 − A10N1 + A21N2 +W5N3 (6.19)

0 = W1N0 − A21N2 + A52N5 (6.20)
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Figure 6.4: Energy scheme of Tm3+

(Courtesy of Tahir)

0 = WsN1 − A30N3 −WSN3 +W3N3 + A43N4 (6.21)

0 = W2N1 − A43N4 (6.22)

0 = W3N3 − A50N5 + A52N5 (6.23)

NTm3+ = N0 +N1 +N2 +N3 +N4 +N5. (6.24)

The parameters used for the calculation are obtained in table 6.4 .The
pump transitions are determined using Wi = Ppσi

hviAeff
, where vi is the pump

frequency and Aeff is the effective cross section.

6.3.4 Results

The corresponding population densities for the relevant energy levels are
given in table 6.5.

The extra photon flux generated from this system is obtained to be:
φex(800) = 3.6×1014cm−2s−1
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Table 6.4: Parameters used for Tm3+ rate equations calculations
Parameter Symbol Value

GSA cross section σ1 1.1×10−25 m−3

ESA1 cross section σ2 8.2×10−23 m−3

ESA2 cross section σ3 1.0×10−24 m−3

Stimulated cross-section σs 6.7×10−23 m−3

Decay rate from level 1 to 0 A10 108.6 s−1

Decay rate from level 3 to 0 A30 594.6 s−1

Decay rate from level 5 to 0 A50 491.8 s−1

Decay rate from level 5 to 2 A52 384.4 s−1

Pump wavelength λp 1064 nm
Total Tm3+ concentration NTm3+ 8×1026 m−3

Effective cross section Aeff 0.5×0.5 mm3

Pump power Pp 0.2 W
Material thickness d 2000 nm

Table 6.5: Population densities of the energy levels for Tm3+

Parameter Result

N0 8×1026 m−3

N1 3.3×1022 m−3

N3 2×1019 m−3

N5 9.6×1015 m−3
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Figure 6.5 and 6.6 show the simulation results for the case without UC
and with UC, respectively.

Figure 6.5: Simulation result without UC (Th3+ system)

Figure 6.6: Simulation result with UC (Tm3+ system)

Table 6.6 shows the summary of the results for VOC , FF and the efficiency
for the device with and without UC.

The overall increase in efficiency is 0.0387% for the Er3+/Yb3+ system.
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Table 6.6: Summary of UC results (Thulium system)
Parameter Without UC With UC

Efficiency 2.6738 % 2.7125%
Fill factor (FF) 58.8793 % 58.8723%

Short circuit current Jsc 13.4370 mA/cm2 13.6070 mA/cm2

Open circuit voltage Voc 0.3380 V 0.3386 V

6.3.5 Discussion

It has been shown that a simple UC simulation can be done using experi-
mental or calculated parameters. Two systems were used to demonstrate the
concept. The first case was for a material containing erbium co-doped with
ytterium, and the second case was for a thulium doped material. However,
it should be noted that one can do a similar analysis with any UC material,
where the material is pumped at any wavelength. Also, a material layer sys-
tem with a variety of lanthinide ions all pumping at different wavelengths
could be modelled and analysed in a bid to harness more infrared photons.
Down-conversion from the UV to the visible part of the solar spectrum can
also be computed.

From the rate equations, the concentration of the lanthinide ions is an
important factor affecting the number of photons that are transmitted. The
lower the concentration, the lower the population density of each energy level,
which reduces the resultant photon flux intensity. This in turn reduces the
generation rate and the resultant cell efficiency. The line shape function was
taken to be one but a more accurate estimation can be done using the approx-
imation for the FWHM approximation which is given by FWHM≈ 2.334σ
where σ is the standard diviation from the output wavelength. Due to the
high orders of magnitude for the other variables in the calculation of the pho-
ton flux density, the effect of the line shape function on the overall photon
flux density is negligible.

The impact of the UC photons was as expected since we had an overall
increase in efficiency of 0.0046% for the Er3+/Yb3+ system and 0.0387% for
the Tm3+ system. It is clear that although both systems result in efficiency
increases, the Er/Yb system is less efficient in UC. This might be due to the
inefficiencies of the energy transfer processes between the sensitisor and the
activator.
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The WxAMPS package uses photon waveleghths that go up in increments
of 20 nm so the impact of the distribution of the peak around the UC wave-
lengths cannot be well accounted for, which might result in a slight increase
in the efficiency change if included. The dependence of the efficiency on the
material size should also be considered since a very thick material can re-
sult in a high efficiency. Using a systematic increase in the size of the UC
layer, one can estimate the size of a glass layer that would result in practical
increases of the efficiency of 1%, but we did not want to give the false im-
pression that the present methods are already perfect. With a thicker layer,
we also have to take into account Beer‘s law, which reduces the efficiency of
the UC layers, and strongly depends on doping.

Also, the UC material layer is modelled as isolated from the solar cell but
the layer is indeed coupled to the solar cell device and recombination effects
at the contacts, backreflection and other factors might lead to spectral losses
and affect the efficiency. Furthermore, defects in the UC material might lead
to the reduction in the number of photons that are being transmitted.

6.4 Summary

This chapter has explained the main formalism for the implementation of
up-conversion and down-conversion in solar cells. Detailed examples have
been shown to illustrate the principal usefulness of this tool.
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Chapter 7

Conclusions and future work

7.1 Conclusions

In this work, it has been shown that it is possible to generate device simu-
lations using ab initio and experimental data, and extract various types of
results for device performance analysis. The effect of certain device parame-
ters on the overall device performance was discussed. The results have shown
that the estimation of the device performance from ab initio data produces
close to accurate results since both the device modelled from the ab initio
data and the one modelled from experimental data yielded efficiencies of ≈
2.5%. This can serve as a useful tool in the development of new or improved
solar cell devices using promising new types of materials. We have shown
that the implentation of frequency conversion techniques within the device
simulations is possible, and can in combination with experimental studies,
be used as a basis for the development of novel solar cells that include such
techniques. The positive effect of UC on the solar cell device performance
has been shown for two different types of rare earth material systems.

7.2 Future work

The modeling and simulation of materials of other solar cell materials such
as CdTe and Perovskites would be interesting, as many groups worldwide
study such materials[79, 80, 81], including Tandem cells can be designed and
the effects of various parameters on the overall device performance can be
studied. Ab initio data sets of more materials can be produced for extended
databases, which allow for simulations that accompany experimental work.
Frequency conversion with multiple rare-earth material systems, or other
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systems such as quantum dots can be studied to see the overall impact on
device performance. One can also systematically search for systems where
the transitions occur close to the band gap energies and which should have
the best efficiencies.

77



Conferences/workshops attended

• PLESC international workshop, titled “Plasmonics and nanoantennas
for solar cells”, held on 09/05/2017 at University of the Witwatersrand,
Johannesburg.

• MERG annual workshop, held on 01/11/2017-02/11/2017 at Societa
Dante Alighieri, Johannesburg.

• DST-NRF CoE-SM/AMSEN annual student Presentation, poster enti-
tled “Solar cell device simulations and the implementation of frequency
conversion techniques”, held on 04/04/2018 at the University of the
Witwatersran, Johannesburg.

Publications

• I. Mokgosi, T. Aslan, R. Warmbier and A. Quandt, “Solar cell device
simulations”, Transparent Optical Networks (ICTON). IEEE Xplore,
Spain, 2017.

• I. Mokgosi, T. Aslan, R. Warmbier and A. Quandt,“Advanced light
harnessing features in solar cell device simulations”,
Transparent Optical Networks (ICTON). IEEE Xplore, Spain, 2018.

• I. Mokgosi, T. Aslan, R. Warmbier, A. Quandt, M. Ferrari and G.Righini,
“About the implementation of up -conversion processes in solar cell sim-
ulations”, Glassy Materials Based Microdevices. MDPI, Switzerland,
2018.

78



Bibliography

[1] D. Aspnes and A. Studna, “Dielectric functions and optical parameters
of Si, Ge, GaP, GaAs, GaSb, InP, InAs, and InSb from 1.5 to 6.0 eV,”
Phys. Rev. B, vol. 27, no. 2, p. 985, 1983.

[2] A. Fahrenbruch and R. Bube, Fundamentals of solar cells: photovoltaic
solar energy conversion. Elsevier, Cambridge, 2012.

[3] V. Balzani and N. Armaroli, Energy for a sustainable world: from the
oil age to a sun-powered future. John Wiley & Sons, New York, 2010.

[4] P. Wiirfel et al., Physics of solar cells: from principles to new concepts.
John Wiley & Sons, New York, 2008.

[5] E. Becquerel, “On electric effects under the influence of solar radiation,”
Compt. Rend., vol. 9, p. 561, 1839.

[6] M. Green, “Solar cells: operating principles, technology, and system
applications,” 1982.

[7] G. Boyle et al., Renewable energy: power for a sustainable future. Taylor
& Francis, Oxford, 1997.

[8] S. Fonash, Solar cell device physics. Elsevier, New York, 2012.

[9] C. Kittel, Introduction to solid state physics. Wiley, New York, 2005.

[10] TUdelft, “Semiconductor materials for solar cells,” 2016. retrieved from
https://ocw.tudelft.nl/, [accessed 13-June-2017].

[11] F. Lindholm, J. Fossum, and E. Burgess, “Application of the superpo-
sition principle to solar-cell analysis,” IEEE Transactions on Electron
Devices, vol. 26, no. 3, pp. 165–171, 1979.

[12] J. Hamilton, “Careers in solar power,” 2013. retrieved from
https://www.bls.gov/green/solarpower, [accessed 13-June-2017].

79



[13] PVeducation, “I-v curves,” 2016. retrieved from
http://pveducation.org/, [accessed 13-June-2017].

[14] J. Fossum, “Computer-aided numerical analysis of silicon solar cells,”
Solid-State Electronics, vol. 19, no. 4, pp. 269–277, 1976.

[15] W. Shockley and H. Queisser, “Detailed balance limit of efficiency of p-n
junction solar cells,” Journal of applied physics, vol. 32, no. 3, pp. 510–
519, 1961.

[16] S. Fonash, J. Arch, J. Cuiffi, J. Hou, W. Howland, P. McElheny, A. Mo-
quin, M. Rogossky, F. Rubinelli, T. Tran, et al., “A manual for amps-1d
for windows 95/nt,” The Pennsylvania State University, pp. 10–31, 1997.

[17] J. Pala, M. Mordiya, D. Virpariya, A. Dangodara, P. Gandha,
C. Savaliya, J. Joseph, T. Shiyani, D. Dhruv, and J. Markna, “Analy-
sis and design optimization of organic dye sensitized solar cell based on
simulation,” in AIP Conference Proceedings, vol. 1837, p. 030004, AIP
Publishing, 2017.

[18] A. Luque and S. Hegedus, Handbook of photovoltaic science and engi-
neering. John Wiley & Sons, New York, 2011.

[19] M. Rudan, Physics of semiconductor devices. Springer, Germany, 2016.
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