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1. Introduction

Space allocation problem (SAP) is a domain specific combinatorial optimization problem (COP) that has attracted
attention among researchers recently [1,2]. It is defined as the distribution of available areas of space of different sizes
among a number of objects so as to ensure optimal space utilization and satisfaction of additional requirements and/or
constraints [3]. The problem is similar to scheduling problems such as academic timetabling [4,5], open shop scheduling
problem [6] with the associated resource efficiency issues. SAP impacts on various institutions ranging from companies,
organizations to educational institutions. SAP in a higher institution context is defined as the allocation of entities (for
example, staff, students, laboratories, lecture rooms) to available room space in order to satisfy as many requirements and
constraints as possible [2]. Space allocation is a dynamic and continual exercise [7] and is carried out manually in most cases
with the resultant time consumption and inefficiency [8]. In real-life cases with large problem instances therefore, the use
of proven optimization techniques become inevitable.

In this paper, we handle a new class of SAP namely, the hostel space allocation problem (HSAP). HSAP arises in a
tertiary institution from the need to optimize the allocation of available bed spaces in halls of residence (hostels) among
a large number of demanding and eligible students based on a set of varying (and sometimes conflicting) requirements
and constraints. The complexity of the problem emanates from the limited number of bed spaces compared with the large
number of demanding students and the nature of the constraints imposed on the allocation process. HSAP, though a new
case of SAP, is NP-hard like other SAPs [1,2]. The best practice for handling the problem in most Nigerian universities is
the use of database or spreadsheet software for record maintenance without any recourse to known scheduling or an
optimization algorithm that determines an optimal allocation. This makes the allocation process inefficient, time-consuming
and unreliable due to human factors.
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Specifically, HSAP refers to the distribution of bed spaces in various hostels among different category of students so as to
ensure optimal space utilization and the satisfaction of additional requirements and/or constraints. The number of students
in each category varies just as the number of bed spaces varies from one hostel to the other. In this paper, we employ a
multi-level heuristic driven by genetic algorithm (GA) to solve the HSAP under domain specific constraints. The study is
based on a real-life multi-stage case of HSAP with data set obtained from one of the largest university (in term of student
population and research) in Nigeria. Simulation was performed using the data set and result obtained is presented.

The rest of the paper is sub-divided as follows: Section 2 presents further introduction to SAP with specific and detailed
description of HSAP as obtained in the case study. The motivation for the study is also presented in this section. The solution
methodology based on GA is discussed in Section 3 while the results of simulation experiments are presented in Section 4.
The paper ends with some concluding notes in Section 5.

2. The space allocation problem

SAP seeks to allocate given entities into available scarce resources while satisfying given requirements and constraints.
It is a constrained multi-objective combinatorial optimization problem (COP) similar to the bin-packing and knapsack
problems [3,9]. In higher institution context, this class of COPs varies greatly among institutions and requires frequent
modifications due to the addition and/or removal of entities. It also has direct impact on the functionality of institutions [2,7].
Exact methods had earlier been applied to various (and often smaller) instances of real-life SAP. These include the use
of mixed-integer goal programming [10], linear programming [11], and integer goal programming [12]. Like many other
NP-hard COPs such as knapsack problem [13] and bin-packing problem [14], exact algorithm for SAP has exponential
time complexity [2]. Handling the problem with relatively large instance will be computationally expensive hence the
need to resort to approximation techniques which can solve it to a satisfactory solution quality level within reasonable
computational time. Hence, Burke and Varley [7] suggested the application of heuristics to SAP.

For large instances of SAP, heuristics and their variants had been applied successfully of late. Bai [1] investigated the
application of simulated annealing, GRASP and other metaheuristics to real-world shelf SAP. This problem arises from the
availability of limited shelf space and large number of products to be displayed. Similarly, Landa-Silva [2] investigated the
application of tabu search (TS) and GA metaheuristics to real-life instances of office SAP. These studies reveal, among other,
(1) the multi-objective nature of SAP, (2) the complexity of the problem due to conflicting objectives and constraints, and
(3) the difficult nature of real-world SAP. Experimental results obtained in their work proved the efficiency of metaheuristics
in handling SAP. In this paper, we consider the problem of allocating bed spaces to undergraduate students in tertiary
institution. This is a pioneer study with respect to both the instance of SAP and the application of metaheuristics to this
instance. To the best of our knowledge, this is first application of metaheuristic to the problem in the context of developing
countries. Ironically, the current manual approach being used in the case study neither preserve nor provide sufficient data
as regard yearly generated allocation distribution on which our study could be benchmarked. Our goal therefore is to set
the baseline and pioneer study for the practical automation of the allocation of students into hostels in order to achieve the
TREE goals for the system namely, Transparency, Robustness, Effectiveness and Efficiency.

2.1. Basic notions

1. Bed space: A space created in the hostel to accommodate a single student.

2. Hall (Hostel) (H) : A building meant to accommodate a number of students located at various zones within the campus.
Each hall has a predefined capacity and consists of set of rooms which are located at various floors and block (wings).
Note that the terms hall and hostel can be used interchangeably.

3. Students (S): The number of students that must be accommodated in a given category.

4. Capacity: the maximum number of students that can be accommodated in a given entity (e.g. hall, floor, room). This is
calculated as the total number of bed spaces in that entity.

5. Category (C): A grouping into which eligible students are divided for allocation purpose. Each category has varying
number of students with varying degree of allocation priority.

6. Allocation (A): The assignment of students in a given category into an allocation entity (hall, block, floor). At the
Floor/block level, it refers to the number of students allocated to the floor/block.

7. Room Capacity (R): Total number of bed spaces in a given room within a given hall.

8. Block Capacity (B): Summation of R for a given block in a given hall.

9. Floor Capacity (F): Summation of all B for a given floor in a given hall.

0. Hall Capacity (H): The capacity of all F within a given hall.

2.2. HSAP - background

Most universities in Nigeria are owned by the federal or state (provincial) governments with some private universities
springing up of late. Apart from academic competence, one of the factors that influence the choice of university prospective
students is the availability of residential accommodation (preferably on-campus). Most first generation universities (in terms
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of relative date of establishment) have on-campus residential accommodation for students. However, given the current
increase in the number of applicants and subsequent undergraduate intakes, residential accommodation is fast becoming
a scarce resource. Some university can only accommodate less than twenty percent of the student population on their
hostel facilities [15]. Given other administrative considerations such as security, it became imperative therefore to find an
innovative way of allocating students to the scarce resource so as to help fulfil the academic, research, and other missions
of the institutions. This brings about the HSAP as a new case of SAP. The increased number of requests for bed space and
limited number of space available calls for an optimal allocation strategy. HSAP can thus be seen as the process of allocating
scarce resources (bed spaces) to large number of competitive ‘customers’ (students) under given hard and soft constraints.
This process is carried out every session.

The institution under study currently has a student population of over 35,000 spread over various faculties with twelve
main halls of residence on the main campus to accommodate undergraduate students. These facilities consist of six male and
six female hostels. The hostels are zoned based on their physical location (see Table 1). There is no mixed allocation of male
and female undergraduate students in the same hostel hence there are designated hostels for male and female. Hostels are
divided into blocks (wings) located on various floors of the building (see Appendix A). Aroom in a typical hostel is identified
with a label XAB,where X represents the block label that the room falls, A is a 1-digit number referring to the floor number
while B is a 2-digit code referring to the room number. The rooms have varying capacity depending on the number of bed
space therein. The current capacity for the hostels is shown in Table 1.

The allocation process is multi-stage involving (1) the allocation of various categories of students to hall by the office
of the Dean of Student Affairs (DSA) based on certain constraints and requirements, and (2) allocation of students under
each category by the Hall Manager to a particular room in a block and floor based on another set of constraints and
requirements. The bed spaces are then shared among the allocated students to a room. The physical allocation process
involves (1) completion and submission of application form by interested students, (2) sorting, validation, categorization
and data entry of applications by the office of the Students Affairs, (3) generation of hostel allocation list by the Students
Affairs office, (4) releasing of the lists showing hall of residence, and (5) allocation to rooms by the Hall Manager.

Presently, eight categories of students are identified with differently assigned priority. They are (1) Final year students
(Fy), (2) Scholars — those with cumulative grade point average (CGPA) >4.20 of 5.00 scaling (Sc), (3) Foreign students (Fo),
(4) Health students (Ht) — physically-challenged students or those with peculiar health conditions, (5) Fresher — first year
and direct entry students (Fr), (6) Sports men and women (Sp), (7) Discretionary (Ds) — based on peoples’ requests, and
(8) Others (Ot) — students at other levels who desire to be accommodated. Priorities are assigned based on administrative
consideration by the institution authority. Some considerations include the need for final year students to concentrate on
their projects work, physically-challenged students to be accommodated close to the health care service provider (medical
centre) and scholars being accommodated to encourage them to maintain the academic status, etc.

2.2.1. Constraints

The HSAP as an instance of COP has its constraints imposed by the requirements of the system. These constraints need
to be satisfied in order to achieve the overall goal of the allocation process and that of the institution’s authority. In this
paper, we classify the constraints into two namely, hard and soft constraints. Hard constraints are to be strictly enforced
during the allocation process while soft constraints may be slacked but sometimes with necessary penalty. The different set
of constraints that exist at different stages of the allocation process falls under these two categories.

In the current study, hard constraints are more prominent as a result of some administrative considerations mentioned
earlier and thus must be strictly enforced. A major consideration is ease of accessibility to required facilities by certain
categories of students. For example sport men and women must be accommodated close to the sport centre. Thus certain
categories of students must be allocated to specified halls. The general breakdown of this as obtained in the university is
presented in Table 2. It should be noted that male and female allocations are mutually exclusive, thus the same process and
experiment are considered separately for each.

Other requirements classified as hard constraints are: (1) all Fo category must be accommodated, (2) allocation of all Ht
due to their health status, (3) Ht must be allocated to the lowest floor possible in the given hall, (4) all Sp should be allocated
and (5) all allocated Fy should be allocated to the highest floor possible in the given hall. Other requirements considered
as soft constraints in the HSAP are: (1) as many Fy as possible are offered accommodation, and (2) as many Sc as possible
should be offered accommodation. It should be noted that though the allocation of Fy is considered soft constraint in terms
of studentsallocated yet its takes pre-eminence over other allocations (with the exception of Ht, Sp and Fo) according to the
assigned allocation priority. The order of priority, which is another constraint, is (1) Fy, (2) Sc, (3) Fr, (4) Ds and (5) Ot. These
constraints applies at different levels of category, hall and block/floor allocations.

The quality of an allocation (solution) at any of the stages in HSAP can be measured in terms of (1) satisfaction or non-
violation of given hard constraints, (2) Students allocated under each category, (3) space utilization factor, and (4) satisfaction
of any additional requirements (soft constraints). We define space utilization factor (U) as a measure of space usage. This is
taken as the average of the allocated space (A) over the available space when considering a given entity i.e.

. Allocated Space (A)

1
Capacity ()
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Table 1
Capacities of halls of residence (source dsa office, University of Lagos).
Zone (Area) Hall name Sex Hall capacity Total capacity
Female Male
A (Main campus) Jaja Male 660 866 1104
Mariere Male 444
Moremi Female 866
B (New hall) Eni Njoku Male 800 1564 1768
Aliyu Makama Bida Female 764
Fagunwa Female 276
Madam Tinubu Female 524
Sodeinde Male 968
C (Gate/Education) El-Kanemi Male 526 1158 1038
Kofo Ademola Female 512
Queen Amina Female 646
Saburi Biobaku Male 512
Grand total capacity 3588 3910
7498
Table 2
Specified halls for certain categories.
Category Specified halls
Male Female
Ht Jaja Moremi
Sc Mariere Moremi
Sp El-Kanemi Queen Amina

with expected value in the range 0 < U < 1. Avalue of U > 1 implies space overuse. Space overuse can arise sometimes
due to the effect of the crossover operator of GA but a repair algorithm is used to correct this (see Section 3.3). Eq. (1) is a
general definition of utilization factor which can be appropriately indexed when used in connection with different levels of
the allocation process.

In a general sense, an optimal solution in SAP would mean an allocation in which all hard constraints are satisfied with
no space overused and other additional requirements (constraints) are satisfied. However, this ideal solution is not always
achievable with the application of heuristics [2]. In a more realistic scenario therefore, an optimal solution would be one
where all entities are allocated and space utilization is the best possible, i.e. the amount of space wasted and overused has
been reduced to the lowest possible and additional requirements and constraints are satisfied [2].

For allocation purpose, the data set consisting of the capacity of each hostel, floor within the hostels, and the number of
eligible (determined by the students’ affair section) students under each category are necessary. An instance of real-life data
set obtained for the current study is shown in Appendix A.

2.2.2. Solution stages

This paper is basically concerned with the allocation of various categories of students into hostels in order to maximize
bed space utilization and satisfy specified hard and soft constraints. The initial stage of the allocation seeks to determine
the number of students in each category to be allocated that will not exceed the total capacity of available hostels. At this
stage, the fixed-choice allocation of all applicants in the specified categories (Ht, Sp and Fo) are given priority. We then use
a greedy approach to determine the number of applicants in the flexible-choice allocation of the remaining five categories
(Fy, Sc, Fr, Ds and Ot) based on the given allocation priority.

The remaining two stages involve the use of the category allocation to distribute the students into various hostels and
block/flock respectively under associated constraints. We use GA metaheuristic successively to handle the allocation at these
two stages. Thus the execution of the algorithm at a stage depends on the result of the previous stage. Next we discuss in
detail the GA component for the last two stages.

3. Genetic algorithm

GA [16] as a metaheuristic has been widely used in search of solutions to various forms of complex COPs [2,6,16].
A metaheuristic is a master strategy that guides the exploration of other heuristics in search of solutions to a given
problem [17]. GA is an adaptive stochastic search metaheuristic inspired by evolutionary biology ideas of inheritance,
mutation, natural selection, and recombination (crossover) [ 16]. Computer simulation of GA allows populations of abstract
representations (chromosomes) of candidate solutions (individuals) of an optimization problem evolve toward better



A.O. Adewumi, M.M. Ali / Mathematical and Computer Modelling 51 (2010) 109-126 113

aj A | A3 | A4 | A5 | At

A Ay | A3 | A4 | A5 | Az

31 | A3 | Q33 | A4 | A35 | Az
a4 a4 43 A4 | Q45 A46
As1 | Asp | As3 | As4 | Ass | Ase
A1 | A2 | 63 | A4 | 65 | Qe
a71 | A7 | Q73 | A4 | A75 | A7

Ag1 | A | Ag3 | Ag4 | Ags | Age

Fig. 1. A chromosome representation for hall allocation with m = 8 and n = 6.

solutions. The evolution starts with an initial population of completely random individuals and moves through a number
of generations in search of optimal solution. During each successive generation, the fitness of the individuals in the
population are evaluated, multiple individuals are stochastically selected from the current population, modified (mutated
or recombined) to form a new population, which becomes the current population in the next iteration of the algorithm. GAs
offer a generational improvement in the fitness of chromosomes which after some generations creates other chromosomes
that supposedly contain optimized variable settings [18,19].

GAs have been successfully applied to a wide variety of problems because of their simplicity, global perspective, and
inherent parallel processing [20]. The algorithm has been shown to be an effective tool for initial study of metaheuristic
application to some real-life cases of COPs. Most large scale problems similar to HSAP with no specific benchmarking basis
employed GA for a baseline study. Corne et al. [21] employed GA for solving the examination timetabling problem. They
applied a repair mechanism to overcome the infeasibilities due to the direct chromosome representation that generate
infeasible offspring solutions. The solution obtained was found to be better than a manual solution. Annevelink and
Broekmeulen [22] studied the application of GA to space allocation planning in pot-plant nurseries in the field of horticulture.
The work was a pioneer that seeks the use and incorporation of GA metaheuristic into decision support system for the
complex-natured space allocation planning in the nurseries. The result obtained proved the viability of GA for such study.
Similarly, Dean [23] investigated the use of GA to optimize staff scheduling problem within the domain of nurse rostering.
The study was based on a real-life case of assigning employees to time slots in a way that satisfies given constraints. The
study employed two different chromosome representations, namely bit string and two-dimensional array to work on a
data set of nurse shift-duty rostering within a four-week schedule. Simulation results obtained proved the efficiency of GA
and the use of two-dimensional array chromosome structure over the bit string [23]. Andresen et al. [6] showed that GA
performs better for minimizing mean flow time in an open shop for which the author reported that there were no previous
results available. Open shop scheduling problems arise in many applications including quality control centers, teacher-class
assignments, and examination scheduling [24,25], thus having similarity to SAP. Therefore, for HSAP, being a pioneer study
also, we employed GA to explore solutions to our real-life instance.

Issues of interest in the application of GA to COPs include genetic representation of the chromosome, definition of domain
specific fitness function, choice of GA operators (selection, crossover and mutation), the establishment of genetic parameters
for controlling the algorithm and the termination of the algorithm [26]. We present below a brief description of our GA
representation and operators for HSAP.

3.1. Solution representation

As said earlier, we apply GA successively to the two stages of hall and block/floor allocations. We design two separate but
similar chromosome representations for these two stages. The chromosome structure for hall allocation is given in Fig. 1. The
structure has the form (c1(a11 ... 1), €2(A21 ... G20) ... Cu(@m1 . . . Amn)), Where ¢; represents category i and a; represents
the allocation of category i to hall j, m is the number of categories and n is the number of halls. The population for hall
allocation thus consists of ¥ individuals, where 1 is the population size. For computational purpose, this is represented as
a three-dimensional array of integers. An integer in the array with subscripts p, i, and j indicates the number of students in
category i allocated to hall j in the solution represented by the individual p. At this level of the allocation process, various
categories are allocated to the given halls. The allocation at this level is a two-dimensional entity.

The next is the allocation into various rooms within the block/floor for each hall of residence based on the result
obtained from the hall allocation and associated constraints. This involves allocation of students under each category
into a block and floor within the hall. The chromosome structure for this is illustrated in Fig. 2. It has the form
(c1(b11(a111 -+ - @11x) - - - b1 (@101 - - - G1ux)) - - - Cn(Bm1 (A1 - - - Amiy) -« - Dmw (At - - - Amwy))) Where ¢; represents category
i, b represents block I in category i's allocation, a;; represents category i’s allocation on floor kof block I, m is the number of
categories, w is the number of blocks while x and y are the varying number of floors in the respective blocks (the number
of floors varies with the hall shown in Appendix A). The allocation at this level is a three-dimensional entity. Fig. 2 presents
four sections (one for each block), each with 8 rows representing the eight categories. In this representation, the blocks have
3, 1, 2 and 4 floors respectively. The population consists of ¥ individuals. For implementation purpose, the population is
represented as a four-dimensional array of integers. An integer in the array with subscripts p, i, [ and k is the number of
students in category i allocated to floor k in block [ in the solution represented by the chromosome of individual p.
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A | A | Ans ang a3 | d132 Ai41 | A4 | A143 | A1ag
i1 | D12 | A3 1 31 | A3 Q41 | A4p | 43 | Arag
a3 | o | a313 a3z a331 | A332 A341 | Q347 | A343 | A344
a1 | 412 | A413 ap| 431 | 432 Q441 | Q442 | A443 | A4a4
asi | ds1p | As13 asy| as31 | as532 As41 | As4p | A543 | Asaq
As11 | 612 | A613 621 631 | A632 Q641 | Qo4 | Q643 | Aeas
711 | 712 | A713 an| 731 | A73p A741 | A74p | A743 | Q744
agy | agip | Ag13 ag| ag3) | ag3n Ag4l | Agan | Ag43 | Agad

Fig. 2. A chromosome representation for block and floor allocation with m = 8, and w = 4.
3.2. Fitness evaluation

The fitness of value of an individual in a population is computed as a measure of the degree of satisfaction of given
constraints that influence the allocation. The degree of satisfaction is computed as a combined factor of space utilization
and weights assigned to conflicting constraints. These two are used in computing the fitness value of the individual (current
allocation). At both the hall and block/floor (room) allocation levels, fitness values are set of real numbers in [0,1]. A value of
0 indicates complete violation of all given constraints while a value of 1 indicates non-violation of the constraints. Necessary
constraints were considered separately at each levels of allocation.

For the hall allocation, the fitness of an individual in a population is computed as:

F= weu€l0.1] 2)
q
where u is the utilization factor (Eq. (1)) at the hall level given as:
ajj
U, = —, 3
1= (3)

wyq is the weight assigned to constraint q, ¢ = 1, 2, 3 representing constraints presented in Table 2, a; is the number of
allocations of category i to hall j, s; is the total number of students in category i where i, j are fixed. The computation is
repeated for all individuals in the population while the best fitness for the population is being noted. At this level, three major
hard constraints are clearly identified (Table 2). Weights were assigned to these three constraints as follows: Wy, — 0.4;
Wse —0.3; Wg, — 0.3.

For the block and floor allocation, two constraints are specified namely, for Ht (allocation to the lowest possible floors in
halls) and Fy (allocation to the highest possible floors in the halls). These constraints are assigned weights as follows: where
a hall has Ht with no Fy allocation: Wy, = 1.0, W, = 0.0; where a hall has Fy with no Ht allocation: Wg, = 1.0, Wy = 0.0;
and where the hall has both Ht and Fy allocations: Wy, = 0.7, W, = 0.3. Ht category is given a higher priority because of
the hard constraint assigned to them as a result of their peculiar condition. The fitness value of an individual is computed
as in Eq. (2) where u is replaced with the utilization factor at the floor allocation level given as:

T;
Ug = —, 4
i (4)

and

o
T,‘ = Zaik, (5)

k=1

wyq is the weight assigned to constraint g, g = 1, 2 representing floor level soft constraints (highest and lowest floor possible)
as discussed in Section 2.2.1, a is the number of allocations of category i to floor k, p is an integer representing the highest
(or lowest) floor for the hostel under consideration and s;; is the total number of students in category i allocated to hall j.

3.3. GA operators

The allocation at hall level is mutually exclusive from that of block and room allocation hence GA operations were
performed at both levels. Since both allocations come with different criteria and constraints, the GA operators, though
similar, are applied in a slightly different way.

The initial population of individual for hall allocation is generated randomly for each category of students. For block/floor
allocation, the same process is repeated with the random selection of floors within various blocks in the hall. During
successive generations, a proportion of existing populations are selected to breed new population set. Several selection
methods have traditionally been used in GAs with roulette-wheel selection (RWS) as the most popular. At this stage we
experiment with both the RWS and the stochastic universal sampling (SUS) [27] selection strategies. Our main result is
based on a modified form of RWS. Individual solutions are selected through a fitness-based process, where better solutions
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(as measured by a fitness function) have better chances of being selected. The algorithm was implemented to allow for
selection of small proportion of less fit individuals thus making room for diversity in the population and prevention of
premature convergence. The fitness values of all individuals are sorted in ascending order. The sorted fitness values are
summed to compute the cumulative fitness of each solution as well as the total fitness of the entire population. The relative
fitness of each individual in the population is calculated by dividing the cumulative fitness of the individual by the total
fitness of the population. A random number is then generated in the interval [0,1]. The first individual whose cumulative
fitness is greater than the generated number is selected for participation in reproduction. Where fitness proportionate
selection chooses several solutions from the population by repeated random sampling, our implementation of SUS uses a
single random value to sample all of the solutions by choosing them at evenly spaced intervals. The individuals are mapped
to contiguous segments of a line, such that each individual’s segment is equal in size to its fitness exactly as in roulette-wheel
selection. Here equally spaced pointers are placed over the line as many as there are individuals to be selected. The distance
between the pointers is 1/popsize and the position of the first pointer is given by a randomly generated number in the range
[0, 1/popsize]. SUS ensures a selection of offspring which is closer to what is expected in RWS.

The crossover of selected parents is done for each category of students based on a generated random number, r, in the
interval [0, 1]. If r is less than 0.5, then the first child inherits the allocation of the category from the first parent while the
second child inherits from the second parent, otherwise the reverse takes place. A repair algorithm is invoked to ensure that
the offspring produced do not exceed the capacity of the hall (in case of hall allocation) or the capacity of the floor (in case
of block and floor allocation). We implemented both the one-point and two-point crossover for comparative purposes.

Mutation depends on the specified mutation rate and a randomly generated variable. At the hall level, two halls and two
allocated categories are selected randomly. A random integer, r, is generated where r € {0, o} and « is the smaller of the
allocations for the first category in the first hall and the second category in the second hall. The allocation of the first category
in the first hall is increased by r while the allocation of the second category in the same hall is decreased by r. The reverse
is performed for the second hall to ensure that the hall capacities are not exceeded. The same process is carried out for the
block and floor allocation while substituting floors for halls.

For this problem, we define an optimal solution as one which satisfied all the given constraints (i.e. Y wqu, = 1 for all
the entities considered). GA is made to terminate if any of the following three conditions are met: (1) an optimal solution is
found, (2) for fifty consecutive generations, the average fitness of the current population is at least 95% that of the previous
average fitness and 80% of the best fitness found throughout execution, (3) execution has been carried out over a specified
number of generation without (1) or (2) being satisfied.

4. Simulation experiments and results

The need to strike a balance between explorative and exploitative features of GA makes it imperative to carry out
parameter tuning via simulation experiment [16]. The tuning of parameters such as mutation probability, recombination
probability and population size in order to find reasonable settings for a problem class is inevitable [28]. GA is an adaptation
process, hence it is natural to expect, that during its action its parameters are adapted on the base of some internal dynamics
of the algorithm [29]. It is necessary therefore to find an optimal parameter setting that would accelerate the process
convergence of the algorithm. Though some literature suggest basic general recommendations of parameter setting for the
implementation of GA [26] yet domain specific experimental instance is needed to determine the best parameter setting. We
report here some results obtained from simulation experiments for the current study. Simulation coding was done using an
open-source eclipse®integrated development environment (IDE) for Java developer, release 3.3 running on Windows Vista
business operating system running on an Intel core 2 CPU at 1.66 GHz with 1 GB of RAM.

We conduct series of simulation experiments based available data set for the case study to find combinations of suitable
parameters values such as population size (N), crossover rate (P;) and mutation rate (P,) that give optimal (or good sub-
optimal) results. To see the effects of varying P. and P,,, we conducted the following experiments. We study the effect of P,
in [0.1, 1.0]. 10 different values of P. in [0.1, 1.0] with an increment of 0.1 are used. For each fixed P., we then conducted 5
runs each for P, in [0.0, 0.1] with an increment of 0.01. The average is then computed, hence there are 10 average fitness
values. The same process is repeated to see the effect of P, in two different intervals i.e. [0.0, 0.1] and [0.1, 0.9]. In these
experiments, P, was varied from 0.1 to 1.0. The results are summarized in Figs. 3-8.

We first study the convergence of GA using Fig. 3 where x-axis represents the # of generations and y-axis represents
the fitness values. For each generation, the overall best fitness value was noted as well as the average fitness value for all
individual chromosomes in the generation. The average fitness is the sum of all the fitness values divided by N, where N is
the population size. Both set of values were then plotted against the number of generations. It is clear from Fig. 3 that as the
number of generations move away from forty-five, the best fitness and average fitness values were seen to converge.

Next, we study the sensitivity of P.. We vary P, in [0.1, 1.0] with an increment of 0.1 in order to determine the effect of
crossover rate on the performance of the algorithm. At each value of P, the value of P, is varied from 0.0 to 1.0 with 0.1
increment giving 10 different fitnesses. The average fitness for each 10 values was taken for each value of P, and plotted
against P.. The result is summarized in Fig. 4. It is clear from Fig. 4 that the best effect of P. was observed in the range
70%-80% with some good results also at 10%-20%, 40%-50%. Value of P. higher than 80% seems to worsen the performance
of the algorithm.
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Average vs Best fitness over Generations
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Fig. 3. Graph of average vs best fitness over # of generations (N = 30, P. = 0.1, P, = 0.2).

Average Fitness vs Crossover rate

0.955
095
§ 095
£
% 094
2 0935
093
0.925
0 0.2 04 0.6 0.8 1
Crossover Rate
Fig. 4. Average fitness vs crossover rate.
Average Fitness vs Mutation Rate
09
y=0.119x + 0.784 —
[ 088 R% =0.778
= 086
>
8 084 -
g
£ 082
('S
& 08
£
5 0.78 -
0.76
0.74
0 0.2 04 0.6 0.8 1

Mutation rate

Fig. 5. Average fitness vs mutation Rate (0.1 — 0.9).

Furthermore, we study the effects of P,,, but unlike P, here we used two different intervals for P, i.e. P, € [0, 0.1] and
P, € [0.1, 0.9]. As with P, for each value of P, 10 values of P. were used and the average fitness is calculated. The results
are summarized in Figs. 5 and 6. Fig. 5 shows clearly an improvement in the algorithm with values of P,, between 40%-80%.
However, better results were obtained with values of P,, in [0, 0.1] in Fig. 6 compared with Fig. 5. For further comparative
purpose, Microsoft Excel was used to plot the line of best fit (regression line) over each graph of the two sets of P,, as shown
inFigs. 5 and 6. Itis clear that P, gives better performance for the algorithm in the interval [0, 0.1] with correlation coefficient
(R?) 0.922 (Fig. 6) compared with the interval [0.1, 1.0] with correlation coefficient (R?) 0.778 (Fig. 5).

We now study the effect of population size N on the performance of the algorithm. The values of P, and P, are fixed
while the value of N is varied in [10, 100] with increment of 10. While previous studies are based on the combination of
both male and female allocation, this study is conducted for male and female allocation exclusively. The result obtained for
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Fig. 6. Average fitness vs mutation Rate (0.0 — 0.1).
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Fig. 7. Average fitness vs popsize (P = 0.1, P, = 0.1).
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Fig. 8. Average fitness vs popsize (P. = 0.1P, = 0.1).

the two allocations are presented separately in Figs. 7 and 8. It is clear from the two figures that the performance of the
algorithm tends to improve with increasing value of N. However, in Fig. 7, the performance show decreasing trend for value
of N in [70, 90] and N in [45, 60]. Fig. 8 gives a slightly better performance with very good results as N moves towards 100.
To further compare the male and female allocations, a regression line was fitted on each of the two results. Interestingly,
both the male and female allocations show the same trend (slope of both trend lines = 0.003 (Figs. 7 and 8)). However, the
correlation coefficient for the female allocation (Fig. 8) is higher (R*> = 0.837) than that of the male (Fig. 7) (R*> = 0.616).
This is likely due to the fact that the number of female applicants and constraints related to them are generally lesser than
that of the male.

Finally, a study to determine the rate of feasibility of the solutions was conducted. We define a feasible solution as one that
does not violate any of the hard constraints. For this study, a fixed set of values of P, P,,, and N were used and the number of
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Table 3
Results of experiment to determine rate of feasibility on the combination (0.3, 0.3, 100).
Run# Male Female
No. of gens # feasible solutions Feasibility rate (%) No. of gens # feasible solutions Feasibility rate (%)
1 247 15091 61.10 256 9309 36.36
2 261 8884 34.04 194 12840 66.19
3 471 17535 37.23 297 9905 33.35
4 389 15586 40.07 193 6390 33.11
5 252 9279 36.82 125 2721 21.77
6 290 9161 31.59 225 8518 37.86
7 334 6911 20.69 170 7252 42.66
8 267 10011 37.49 209 12124 58.01
9 291 11070 38.04 251 7265 28.94
10 248 7176 28.94 166 4204 25.33
11 279 10072 36.10 153 6252 40.86
12 269 10423 38.75 61 1859 30.48
13 275 11264 40.96 251 14711 58.61
14 322 9657 29.99 343 17 005 49,58
15 286 10685 37.36 254 2495 9.82
16 323 11187 34.63 220 7822 35.55
17 159 4324 27.19 341 16210 47.54
18 320 13205 41.27 97 5242 54.04
19 328 11943 36.41 257 12638 49.18
20 321 8784 27.36 182 8157 44,82
21 467 15535 33.27 385 17 007 4417
22 181 5413 2991 241 7905 32.80
23 262 12786 48.80 251 10000 39.84
24 239 6817 28.52 130 1552 11.94
25 237 8969 37.84 286 8929 31.22
26 267 9353 35.03 310 13716 44.25
27 193 6556 33.97 416 24099 57.93
28 287 11194 39.00 337 11988 35.57
29 282 9746 34.56 220 10582 48.10
30 224 7432 33.18 210 7543 35.92
31 242 7293 30.14 177 1644 9.29
32 313 12552 40.10 129 4989 38.67
33 133 2935 22.07 233 10513 45.12
34 290 7741 26.69 237 13291 56.08
35 259 11140 43.01 210 9561 45.53
36 264 10826 41.01 293 8662 29.56
37 292 8713 29.84 345 15209 44,08
38 372 14435 38.80 51 1988 38.98
39 322 8138 25.27 221 10351 46.84
40 295 13908 47.15 317 18364 57.93
41 210 9048 43.09 104 1334 12.83
42 252 11793 46.80 97 2498 25.75
43 330 10965 33.23 122 2880 23.61
44 225 8810 39.16 193 10194 52.82
45 280 13983 49.94 325 13929 42.86
46 343 11588 33.78 188 10701 56.92
47 462 16197 35.06 364 15619 4291
48 396 11715 29.58 256 10611 41.45
49 238 5891 2475 69 923 13.38
50 313 11233 35.89 195 6098 31.27

generations also fixed at 1000. If the algorithm does not stop based on the stopping conditions discussed then it stops after
1000 generations. The algorithm was made to execute 50 times independently. For each successful execution, the number
of generations evolved, total number of feasible solutions over all generations and the feasibility rate (number of feasible
solutions as a percentage of the total number of solutions) were computed. One of the results obtained using the values of
P. = 0.3,P, = 0.3, and N = 100 is presented in Table 3 sorted by # of runs. Two separate scatter graphs of percentage
of feasible solutions against the # of runs are presented in Figs. 9 and 10 for male and female allocations respectively. The
two graphs reveal the random nature of GA (the rate of feasible solutions covers a very wide range and also conforms to
Normal Distribution). There were quite large numbers of feasible solutions scattered across various computed number of
generation. Interestingly also, the feasibility rate show some improvement as the number of generations increases for both
male and female allocations.

A summary of a generated allocation distribution from the simulation experiment is presented in Appendix B. The
generated outputs show a summary of the category, hall and block/floor allocations respectively based on given data set
in Appendix A. The category allocation gives the male and female breakdown of the number of students allocated (and
unallocated) under each category. Fig. 11 gives a summary of the category allocation based on the priority given. We observe
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Fig. 10. Feasibility study for female allocation.

1.20

1.00

0.80

0.60

Rztioof Allocation

0.40

\
\
\
\
\
]
\
1
\
\
0.20 \
\

0.00 k=
1 2 3 4 5 & 7 8

Categories: 1->Hf, 2->Fo, 3->Fy, 4->Ht, 5->5p, 6->S¢, 7=Ds, 8->0t
Fig. 11. Distribution of category allocation.

that the allocation decreases with decreasing priority of the various categories. The hall allocation gives the breakdown of
the distribution of the results of the category allocation into the various halls. The block and floor allocation gives the number
of students under each category that are allocated to a particular block/floor for each of the halls of residence. Fig. 12 depicts
the hall allocation for one of the male halls (Jaja). In the figure, the y-axis represents the ratio of the category allocation to
the capacity of the wing (block). For example, if a wing has a capacity of 18 and an allocation of 9 is done for a category
under consideration, then the ratio is 0.5. From the figure, we observe that all health students were allocated to ground floor

of A and B wings (with a proportion of 1) while spill over were allocated to the first floor of A wing. This satisfied a major
constraint specify for Ht category.
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Block/Floor Distribution for Jaja Hall
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Fig. 12. Block/Floor allocation for a male hall.
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Fig. 13a. Hall allocation distribution using the main operators.
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Fig. 13b. Allocation distribution using the main operator.

To avoid infeasible solutions and determine the best operator for the GA implementation of timetabling problem, Ross
et al. [30] had to experiment with different operator options to generate offspring solutions. Similarly, we implemented
various combinations of the selection and crossover operators aside the one we discussed earlier. We use combinations
of SUS or RWS with either of one-point or two-points crossover operators, both with or without mutation operator. The
experiment was performed only for the hall allocation level. Results obtained for the male allocation only are presented
in Figs. 13a-17b. The (a) part of the figures gives a general distribution obtained for category allocations into male hostels
while the (b) part gives the allocation distribution into one of the male hostel only. These were selected for illustration and
study purposes.

Figs. 13a and 13b represent the results obtained from our normal operation described earlier (and shown in Appendix B).
We observe that the generated distribution meets the hard constraint requiring the allocation all Ht, Sp and Sc to Jaja,
El-Kanemi and Mariere halls respectively. We also note that a reasonable allocation spread is achieved by this algorithm
(Fig. 13b) compared with other combinations used (Figs. 14a-16b). The distribution obtained with the combination of SUS
selection scheme with two-point crossover operator is presented in Figs. 14a and 14b while Figs. 15a and 15b represents the
results from the combination of SUS with one-point crossover operator. The last two combinations were repeated with the
exclusion of mutation operator and the results presented in Figs. 16a, 16b, 17a and 17b respectively. We observe that the
use of SUS selection operator with two-points crossover give a faster convergence. However, the results are not comparable
to our main implementation in term of absolute constraints satisfaction. The same situation was observed with the use
of SUS with one-point crossover howbeit, with slower convergence. Thus the use of our modified RWS and single-point
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Fig. 14a. Hall allocation distribution using SUS with 2Pts CxOver.
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Fig. 14b. Allocation distribution using SUS with 2Pts CxOver.
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Fig. 15a. Hall allocation distribution using SUS with 1Pts CxOver.
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Fig. 15b. Hall allocation distribution using SUS with 1Pts CxOver.

crossover seems the best option for the given dataset. Possible reasons for this might include the nature of the chromosome
representation and complexity of given constraints.
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Fig. 16a. Hall allocation distribution using SUS with 2Pts CxOver (without mutation).
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Fig. 16b. Hall allocation distribution using SUS with 2Pts CxOver (without mutation).
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Fig. 17a. Hall allocation distribution using SUS with 1Pts CxOver (without mutation).
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Fig. 17b. Allocation distribution using SUS with 1Pts CxOver (without mutation).
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Table A.1
Sample statistics of applicants per category.

Category Male Female

Final year 1240 1420

Foreign 20 25

First year 1332 1367

Health Basis 70 80

Sport 400 500

Scholars 400 230

Discretion 100 60

Others 1800 1000
Table A.2
Statistics showing Hall, Block/floor capacities (Male).
Jaja (660) Mariere (440) Eni Njoku (800) Sodeinde (968) El-Kanemi (526) Biobaku

(512)

BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap
A0 18 A0 0 Co 0 FO 20 RO 20 EO 20 ]2 60 10 40 110 40 10 80
Al 100 A1 40 C1 40 F1 60 R1 60 E1l 60 J3 60 20 40 120 40 11 144
A2 100 A2 40 C2 40 F2 60 R2 60 E2 60 TO 12 30 40 130 46 12 144
A3 100 A3 40 C3 40 F3 60 R3 60 E3 60 T1 60 40 40 13 144
A4 12 BO 0 DO 0 GO 20 SO 20 HO 12 T2 60 50 40
BO 18 B1 40 D1 28 Gl 60 S1 60 H1 60 T3 60 60 40
B1 100 B2 40 D2 28 G2 60 S2 60 H2 60 WO 12 70 40
B2 100 B3 40 D3 28 G3 60 S3 60 H3 60 W1 60 80 40
B3 100 Jo 12 W2 60 90 40
B4 12 J1 60 W3 60 100 40

A thorough study of the GA generated hall and block/floor allocations in our main experiment reveals a very high degree
of satisfaction of given hard and soft constraints at both levels thus showing the viability of the metaheuristics in handling
this problem.

5. Conclusion

We examines a new domain of SAP namely, HSAP with emphasis on a case study from a developing country. The
problem is multi-stage in nature and a multi-stage GA was also developed to provide solutions based on given hard and
soft constraints. Results obtained show the practicability of employing metaheuristics in handling this class of problems.
To the best of our knowledge, this is the first application of metaheuristics to solve HSAP. Our results thus provide a firm
foundation for decision making by relevant authority in the university on the allocation of hostel space that will achieve the
four-point TREE objectives of transparency, reliability, efficiency and effectiveness for hostel allocation. The use of heuristics
can thus form a basis on which automated system can be built for the allocation process. Future research will include the
use of other metaheuristics and their variants for HSAP as well as experimenting with more data set that can be gathered
from other institutions.
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Appendix A. Sample input into the experiment

The tables in this appendix contain data set used for the experiment as obtained as at the time of the work. The Table A.1
gives the statistics of applicants per category. The Tables A.2 and A.3 give the capacity, number of block/floor with label used
for the male and female halls respectively. A label W 0, means block W floor 0 (i.e. ground floor). Cap refers to the/number
of bed spaces. A capacity of zero (0) indicates that the particular block/floor is reserved for special purpose and is not to be
allocated. The number in bracket against each of the hostel’s name indicates the total capacity (number of bed spaces) for
the hostel.

Appendix B. Sample of generated hostel space allocation for hall, block and floor

See Table B.1.
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Table A.3
Statistics showing Hall, Block/floor capacities (Female).
Moremi (866) Makama (764) Fagunwa MTH (524) Amina (646) Kofo (512)
(276)
Blk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap BIk/FIr Cap
A0 0 D2 60 DO 0 u3 80 Co 0 A0 30 M2 32 A0 60 10 80
Al 30 D3 60 D1 32 Vo 40 C1 30 Al 40 M3 32 Al 60 11 144
A2 30 EO 60 D2 32 \'A 40 2 30 A2 40 NO 32 A2 60 12 144
BO 40 E1 60 D3 32 V2 40 LO 40 A3 40 N1 32 BO 40 13 144
B1 40 E2 60 KO 48 L1 40 BO 30 N2 32 B1 100
B2 40 E3 60 K1 80 L2 40 B1 40 N3 32 B2 100
Cco 40 FO 0 K2 80 PO 0 B2 40 Cco 26
C1 40 F1 30 K3 80 P1 24 B3 40 C1 100
C2 40 F2 30 uo 20 P2 24 MO 0 C2 100
DO 0 GO 43 u1 80 SO 0 M1 32
D1 60 HO 43 U2 80 S1 24
S2 24
Table B.1
Sample of generated allocation distribution for Hall, Block and Floor.
Category allocation
Allocated Unallocated
Male Female Male Female
Foreign: 20 25 0 0
Health: 70 80 0 0
Sport: 400 500 0 0
Final: 1240 1420 0 0
First: 1332 1333 0 34
Scholar: 400 230 0 0
Discretion: 100 0 0 60
Other: 348 0 1452 1000
Total: 3910 3588 1452 1094
Gross: 7498 2546
Hall allocation
Jaja Mariere Eni Njoku Sodeinde El-Kanemi Biobaku
Foreign 1 10 3 1 5 0
Health 70 0 0 0 0 0
Sport 0 0 0 0 400 0
Final 529 18 295 97 51 250
First 2 12 313 776 21 208
Scholar 0 400 0 0 0 0
Discretion 0 3 0 79 5 13
Other 58 1 189 15 44 41
Moremi Makama Fagunwa MTH Amina Kofo
Foreign 6 14 1 1 3 0
Health 80 0 0 0 0 0
Sport 0 0 0 0 500 0
Final 292 347 73 217 18 473
First 258 403 202 306 125 39
Scholar 230 0 0 0 0 0
Discretion 0 0 0 0 0 0
Other 0 0 0 0 0 0
Block and floor allocation
Jaja
Block, Floor A0 A1 A2 A3 A4 BO B1 B2 B3 B4
Foreign 0 1 0 0 0 0 0 0 0 0
Health 18 33 0 0 0 18 1 0 0o 0
Final 0 66 47 100 12 0 94 100 100 10
First 0 0 1 0 0 0 0 0 0 1
Other 0 0 52 0 0 0 5 0 0 1
Mariere
Block, Floor A1 A2 A3 B1 B2 B3 (C1 G2 (3 D1 D2 D3
Foreign 0 0 0 10 0 0 0 0 0 0 0 0
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Table B.1 (continued)
Final 0 0 0 0 0 2 0 0 3 0 0 13
First 0 0 0 1 0 9 0 1 0 0 1 0
Scholar 40 40 40 29 40 29 40 35 37 28 27 15
Discretion 0 0 0 0 0 0 0 3 0 0 0 0
Other 0 0 0 0 0 0 0 1 0 0 0 0
Eni Njoku
Block, Floor FFO F1 F2 F3 GO G1 G2 G3 RO R1 R2 R3 S0 S1 S2 S3
Foreign 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
Final 0 0 53 60 0 0 54 45 1 0 4 47 0 0 30 1
First 19 60 6 0 3 60 0 0 19 1 56 7 20 3 0 59
Other 0 0 0 0o 17 0 6 14 0 59 0 6 0 57 30 0
Sodeinde
Block, Floor E,0 E1 E2 E3 HO H1 H2 H3 Jo J1 1,2 J,3 T.0 T,1 T,2 T,3 W,0 W,1 W,2 W,3
Foreign 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
Final 0 0 0 5 0 2 1 2 0 0 1 60 0 1 0 24 0 0 0 1
First 20 1 60 55 12 58 59 32 3 60 59 0 12 59 59 36 12 60 60 59
Discretion 0 47 0 0 0 0 0 26 6 0 0 0 0 0 0 0 0 0 0 0
Other 0 12 0 0 0 0 0 0o 3 0 0 0 0 0 0 0 0 0 0 0
El-Kanemi
Block, Floor 1,0 2,0 3,0 40 50 60 7,0 80 90 10,0 11,0 12,0 13,0
Foreign 0 0 0 0 1 2 1 1 0 0 0 0 0
Sport 15 40 40 40 39 38 2 39 8 13 40 40 46
Final 5 0 0 0 0 0 33 0 4 9 0 0 0
First 0 0 0 0 0 0 0 0 20 1 0 0 0
Discretion 0 0 0 0 0] 0 0 0 0 5 0 0 0
Other 20 0 0 0 0 0 4 0 8 12 0 0 0
Biobaku
Block, Floor 1,0 1,1 1,2 1,3
Final 1 0 144 105
First 60 138 0 10
Discretion 13 0 0 0
Other 6 6 0 29
Moremi
Block, Floor A1 A2 BO B1 B2 CO0 C1 C2 D,1 D2 D,3 EO E 1 E,2 E3 F1 F2 GO HO0
Foreign 0 0 0 0 0 0 0 1 0 0 2 0 0 0 2 0 0 1 0
Health 0 0 0 0 0 40 0 0 0 0 0 0 0 0 0 0 0 1 39
Final 1 25 3 2 38 0 13 30 0 29 58 0 4 60 23 0 4 1 1
First 29 5 18 20 2 o 27 9 60 15 0 0 56 0 1 2 0 12 2
Scholar 0 0 19 18 0 0 0 0 0 16 0 60 0 0 34 28 26 28 1
Makama
Block, Floor D,1 D,2 D3 KO K1 K2 K3 UO U1 U2 U3 V0 V,1 V.2
Foreign 0 3 0 0 0 0 0 0 9 0 0 0 2 0
Final 5 29 24 1 0 3 80 0 0 80 80 5 0 40
First 27 0 8 47 80 77 0 20 71 0 0 35 38 0
Fagunwa
Block, Floor ¢G1 ¢2 Lo L1 L2 P1 P2 S1 5S2
Foreign 1 0 0 0 0 0 0 0 0
Final 0 30 0 0 17 1 24 0 1
First 29 0 40 40 23 23 0 24 23
MTH
Block, Floor A0 A1 A2 A3 BO B1 B2 B3 M1 M2 M3 NO N1 N2 N3
Foreign 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
Final 0 0 12 40 1 1 7 29 0 29 32 1 1 32 32
First 30 40 28 0 29 39 33 11 32 2 0 31 31 0 0
Amina
Block, Floor A0 A1 A2 BO B1 B2 (CO C1 (2
Foreign 2 0 1 0 0 0 0 0 0
Sport 58 60 59 40 100 31 26 100 26
Final 0 0 0 0 0 0 0 0 18
First 0 0 0 0 0 69 0 0 56

(continued on next page)
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Table B.1 (continued)

Kofo
Block, Floor 1,0 1,1 1,2 1,3
Final 80 144 144 105
First 0 0 0 39
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