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Abstract
This study contributes to transdisciplinary understanding of the COVID-19 pan-
demic through an examination of perceptions of public health messages as consumed 
primarily through social media by a purposively enlisted set of young adult Nigerians. 
The research used focus group discussions and in-depth interviews to elicit the views 
of 11 young adults, aged 21 to 24, resident in Ajegunle, a low-income community 
in Lagos, Nigeria’s commercial capital. The study identifies the centrality of social 
media platforms to the respondents’ processes of meaning-making, and draws on 
Hall’s (1980) encoding/decoding model in order to bring to the fore their opposi-
tional interpretations of public health messages. The study also identifies respond-
ents’ varying levels of disbelief about the realities of COVID-19, their mistrust of the 
government officials conveying and enforcing decisions to combat the pandemic, and 
the propensity for the social media messages they consume and propagate to serve as 
channels of misinformation.
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1. Introduction and context
The COVID-19 pandemic and its dangers are now public knowledge around the 
world. As of late June 2021, there were more than 180 million confirmed cases and 
more than 3.2 million deaths, spread across over 150 countries (WHO, n.d.). In 
order to contribute to the understanding of the varying responses to the pandemic 
across different communities and cultures, this study adopts a cultural and media 
studies perspective. The study focuses on the perceptions and understandings of 
young adults in a low-income community in Lagos, Nigeria’s most populous city and 
the nation’s commercial, financial, and industrial nerve centre (Statista, 2020). 

Several social and behavioural researchers have argued that during pandemics and 
disasters, there must be consistent and targeted efforts aimed at gleaning how dif-
ferent demographics make sense of such episodes (see, for example, Flaherty, 2020; 
Holmes et al., 2020; Oksanen et al., 2020). It has also been argued that, in addition 
to making contributions to theorisations and postulations about the social impact 
of pandemics, understanding the lived experiences of individuals in specific cultures 
and age groups is useful in mitigating the conspiracy theories, misinformation, and 
mistrust that can contribute to the community transmission of a virus (Oksanen et 
al., 2020; Recchi et al., 2020). 

This study examined perceptions of COVID-19 among a purposively enlisted set 
of 11 Nigerians aged 21 to 24 and resident in an urban low-income settlement in 
Lagos, with the aim of teasing out their perceptions of the pandemic information 
and the news reports they consume. This study was motivated by the need to provide 
insights into the actions, reactions, and nuances that underlie the reception of public 
health messages about the outbreak of COVID-19 on the African continent—in the 
context of various conspiracy theories and misleading rumours about the pandemic, 
and the pessimism expressed by stakeholders about the capacity and sincerity of poli-
ticians and government officials to mitigate and curb community transmission of the 
virus (see, for example, Amukele & Barbhuiya, 2020; Friedman, 2020; Harvey, 2020; 
Velavan & Meyer, 2020). More specifically, this study also sought to examine, with-
in the context of the lived experiences of enlisted participants, the role of the mass 
media, including relatively recent forms of social media, in their self-understandings 
about COVID-19. This hinges on assertions in the extant literature (for example, 
Nicholas & O’Malley, 2013; Williams, 2013) which speak to the centrality of media 
to communication, perceptions, cultural beliefs, and understandings, and how the 
media has contributed, over the years, to the rapid spread of panic and misinforma-
tion during pandemic episodes and times of civil unrest. 

Furthermore, the sampling of young Nigerians from amongst the residents in an ur-
ban low-income community stems from the steady increase, across several countries, 
in the numbers of confirmed COVID-19 cases amongst young adults, despite the 
original belief that they stand a better chance of not contracting COVID-19 (Grey, 

2020; WHO, 2020). The tendency for young people to disobey the expected con-
trol measure of physical distancing as they perceive themselves to be at a lower risk 
of developing severe cases of COVID-19 (Andrews et al., 2020; Cummins, 2020; 
Lapin, 2020) thus proffers motivation for the purposive selection of the participants 
enlisted for this study. Young Nigerians were drawn from a low-income community 
(the community widely known as Ajegunle in Lagos) because physical distancing, 
personal hygiene, and other COVID-19 control measures have been a challenge in 
such communities, as alluded to by researchers, policy decision-makers, and other 
stakeholders in their efforts to mitigate the community transmission of COVID-19 
(Hamann, 2020; Stringer et al., 2020). 

2. Literature review
This study is grounded in conceptions of media consumption that emphasise the 
role of active audiences. Such audiences are not passive consumers of information 
about occurrences around them. They actively engage in a variety of ways with such 
information. 

Media and audiences during epidemics and pandemics 
Epidemics and pandemics are a recurring feature in human existence (Cunha, 2004; 
Hays, 2005; Lattanzi, 2008; Morganstein et al., 2017; Velavan & Meyer, 2020). Also, 
a recurring feature is the reality that the media shapes the perceptions and self-un-
derstandings of people during these episodes. During epidemic and pandemic epi-
sodes, the media play a central role in setting the public agenda and the tone of public 
discourse. The media also becomes the main source of information and knowledge 
relied on by residents in communities, cities, and countries where such severe out-
breaks are recorded (Clarke & Everest, 2006; Riaz, 2008). Through media platforms, 
journalists in their various categories create awareness about pertinent issues in so-
ciety and foster understanding of such issues through their disseminated messag-
es—with the messages having the potential to create, shape, and maintain pictures of 
reality that are implicated in the actions, inactions, and overall behavioural patterns 
of the consumers of such messages (Croteau & Hoynes, 2014; McCombs, 2002).

A major aspect and component of the news stories and messages that shape public 
perceptions during epidemics and pandemics are the anxieties and fears embedded in 
the media messages that characterise these episodes, alongside other accompanying 
psychological stressors and behavioural responses. This is evidenced in studies that 
continuously point to the significant role that the media play as the main “conduit” 
through which ideas, news, and information that trigger these psychological stressors 
and behavioural responses flow (Akingbade, 2018; Croteau & Hoynes, 2014; Wil-
liams, 2013). This has seen the media in several countries described as being in the 
business of irrational fear-mongering through the dissemination of sensationalised 
headlines, news stories, and messages which have been proffered as the major source 
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of misinformation during pandemic episodes (Cantor, 2002; Goode & Ben-Yehuda, 
2011; Hoekstra et al., 1999; Seale, 2002). The quick spread of misinformation, attrib-
uted to the media, which paves way for fears during the early stages of disease out-
breaks has been suggested to result from the lack of immediate access by journalists 
and other communication executives to confirmed facts and scientific information 
from peer-reviewed literature, as these mostly lag behind during epidemic and pan-
demic episodes (Akingbade, 2017; Allgaier & Svalastog, 2015; Bursztyn et al., 2020). 

Fears and other emotional responses that emanate from the continuous dissemina-
tion of misinformation during pandemics has the propensity to not only shape the 
self-understandings of the consumers of such messages but also to adversely affect 
their health as one’s health status at any point in time is an outcome of complex in-
teractions and interplays that operate over time (Akingbade, 2018; Seale, 2002). It is 
within such complex interactions and interplays that the media plays a crucial role 
during epidemics and pandemics, as residents who live through such outbreaks rely 
mainly on disseminated messages for information and knowledge. This was exempli-
fied during the outbreak of Ebola, where sensationalised and exaggerated reporting 
created fears and widespread panic among consumers of such news stories in the 
affected West African states (Akingbade, 2017; Chan, 2014). 

The implementation of physical distancing measures and various levels of lockdown 
around the world during the COVID-19 pandemic is also significantly enhancing 
and giving credence to the crucial role of the media as a means for individuals living 
through the pandemic to remain informed and educated about what is happening—
and also as a means to reduce boredom and frustration.  

At the same time, the various, and largely unregulated, social media platforms have 
been implicated in misinformation that circulates and shapes people’s perceptions 
during epidemic and pandemic episodes. While misinformation predates the era 
of social media, these platforms create particularly significant complications during 
pandemics as they facilitate massive flows of exaggerated, manipulated, and conflict-
ing stories that are widely viewed, liked, downloaded, and shared (Ciampaglia, 2018; 
Depoux et al., 2020; Farrell et al., 2020; Larson, 2018; Madrid-Morales et al., 2021). 
The lack of editorial gatekeeping (in comparison to traditional media) and the ability 
for users to generate and publicise content of their preference both enhance the viral 
nature of misinformation on social media platforms—phenomena that have been 
referred to as “digital pandemics” (Seymour et al., 2015). Additionally, social media 
platforms on smartphones, which create a confluence of interactivity, immediacy, 
and intimacy, transform users into active audiences (Larson, 2018; Willems, 2020) 
and immerse those who use these social media platforms in a deluge of opinions and 
stories during pandemics in ways that not only address boredom during lockdown, as 
alluded to earlier, but also aid and amplify the consumption and spread of misinfor-
mation. These and other similar dimensions have been examined in recent research 

projects, such as the special issue edited by Ferrara et al. (2020), and this study adds 
to this body of knowledge. 

Hall’s (1980) encoding/decoding model of communication
There is a wide range of scholarship grounded in the assertion that while infor-
mation disseminated through media is implicated in the behavioural patterns and 
self-understandings of recipients, the information serves as reference points that 
recipients actively use in evaluating their own lives. The recipients are not merely 
passive dupes who wholly consume and act on the received information (Kim, 2008; 
Takahashi, 2009). As researchers who draw on this theorising assert, media texts 
and information do not represent a set of explicit meanings but are polysemic, and 
the recipients of these texts and information critically interpret and “make sense” of 
these messages based on their social experiences, which are mostly contingent on the 
prevailing socio-economic and cultural factors within which these experiences are 
embedded (Barker & Jane, 2016; Hall, 1980). 

This study draws on Hall’s (1980) encoding/decoding model, which describes the 
audience/recipients of media messages and information as active meaning-makers 
who are capable of providing hegemonic, negotiated, or oppositional readings to 
these messages encoded according to the power structures and the professional and 
dominant ideologies of the message producers. Focused on the moments of encoding 
(production) and decoding (reception), the model conceptualises the process of com-
munication as a complex circulation circuit. This model thereby posits that “mean-
ings are open to wider ideological discourses” (Hall, 1980, p. 133) than assumed 
in the linear—sender, message, receiver—process that had been widely accepted up 
until the time of Hall’s work (Schroder et al., 2003). 

A hegemonic decoding/reading of an encoded media message—conceptualised in 
Hall’s (1980) model as the “preferred” meaning that the producers of the disseminat-
ed message want the recipients and message consumers to decode and uphold—is 
considered as the dominant meaning as it offers patterns that reinforce the prevail-
ing descriptions and ideological order encoded in the message. Recipients of media 
messages whose worldview aligns with the hegemonic reading will fully decode these 
messages in their entirety in the exact way they were intended by the producers. 
An oppositional decoding/reading, on the other hand, occurs when recipients of the 
encoded media message understand the intended and inherent substance of the mes-
sage, but reject the hegemonic/preferred meaning in support of alternative readings. 
Although the audiences who adopt this oppositional reading can comprehend the 
hegemonic, dominant reading of the disseminated messages, they draw on their lived 
experiences in order to adopt an oppositional reading.

Negotiated reading of disseminated media messages, as theorised by Hall (1980), al-
lows for recipients to both acknowledge the preferred meaning and, at the same time, 
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adapt and differently situate/decode the meaning to suit their personal preferences, 
circumstances, and contexts. While the recipients of media messages who operate 
within this position acknowledge the grand significations encoded in these messag-
es, they “negotiate” their own meanings rather than fully accepting the hegemonic 
meaning. Although the encoding/decoding model has been critiqued by theorists 
(see, for example, Fiske, 1987; Murdock, 2017), it has remained relevant and useful in 
research projects on media consumption, youth subcultures, and audience reception 
studies, that require nuanced analyses of how the meanings of media messages are re-
ceived, negotiated, and acted upon by recipients in the course of their everyday lives. 

3. Research design
The research followed a qualitative design grounded in interpretative phenomeno-
logical analysis (IPA)—an approach that explores the lived experiences of research 
participants and emphasises that all human beings are in a “continual process of con-
structing, interpreting and making sense of their world” (Babbie & Mouton, 2001, 
pp. 28–29). The 11 young Nigerians enlisted for the study were born and brought up 
in the low-income community of Ajegunle. Their levels of education ranged from a 
high school certificate to a college diploma. They stated, at the time they were being 
enlisted for the study, that they had some form of paid employment that was inad-
equate to meet their basic needs. The deliberate focus on a small sample size stems 
from the IPA approach, whereby “small, purposively-selected and carefully situated 
samples” (Smith et al., 2009, p. 29) are focused on within a specific context with the 
aim of producing an in-depth examination of certain phenomena.  

The data generated for this study emanated from semi-structured focus group dis-
cussions and individual in-depth interviews. Two focus group discussions were held 
in March 2020, which was after the first index case of COVID-19 in Nigeria had 
been announced, but prior to the commencement of the lockdown. The first focus 
group (FG1) had five participants (three males and two females), and the second 
(FG2) had six participants (four females and two males). In accordance with the 
position of qualitative research scholars (for example, Hansen et al., 1998; Krueger 
& Casey, 2014) who assert that focus group sessions are ideally best held in natural 
settings that are public spaces and not in a laboratory or artificial setting, the two 
focus group discussions were held in a local eatery that the participants were familiar 
with and had agreed was a convenient venue. FG1 lasted for 55 minutes, while FG2 
lasted for about 64 minutes.  

In the following month, April 2020, during the lockdown, follow-up individual 
in-depth interviews were conducted with all 11 participants through video calls on 
Facebook and WhatsApp. This approach was based on assertions in the literature 

(for example, Drabble et al., 2016; Janghorban et al., 2014) which establish the use-
fulness of online interviews as a means of gathering data despite constraints in phys-
ical mobility. Although the researcher was back in South Africa when the follow-up 
interviews were conducted, the familiarity, rapport, and trust that the researcher had 
established with the participants during the focus group discussions mitigated the 
inhibition that comes with online interviews. The average duration of the interviews 
was 32 minutes. 

During the focus group discussions, data were elicited from participants’ conver-
sations about their thoughts on COVID-19, where and how they got updates and 
news stories about the pandemic, with whom they shared and discussed the updates 
and news stories, alongside their thoughts about the function of government agen-
cies in mitigating the spread of the pandemic. The individual interviews comple-
mented the focus group sessions, as these provided clarity and further insights into 
the themes discussed during the focus group sessions—and also provided useful data 
on participants’ experiences during the lockdown. The guiding questions for both 
the focus group discussions and the individual in-depth interviews are provided in 
the Appendix.

Research and ethics approval processes were completed at Lagos state’s ministry of 
health, Ikeja. Written and verbal consent was obtained from each respondent before 
data collection began. Before this consent was sought, participants were provided 
with detailed information about the research project and informed of their right to 
withdraw from the project if at any point they felt uncomfortable or unwilling to 
continue.

4. Findings and analysis 
The study results and discussion presented in the sub-sections below are based on 
thematic coding of the transcripts of the audio recordings from the focus group dis-
cussions and individual interviews. Pseudonyms are employed in the presentation of 
the data, because participants were guaranteed anonymity in order to allow them to 
speak as freely as possible and provide detailed narratives. 

Centrality of social media
All the young adults enlisted for this study referred to social media platforms, specif-
ically Facebook, Twitter, and WhatsApp, as being their primary sources for getting 
updated information about COVID-19 prior to the recording of the index case in 
Lagos state and also during the lockdown. This is evidenced in these excerpts from 
the focus group discussions and interview data:

I get updates on all the happening stuffs on Facebook so there’s nothing 
about COVID that I don’t know […]. (Musa, in FG1) 
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The only thing that gets me through this boring waste of time and propa-
ganda called lockdown is the Facebook app on my Samsung where I get to 
catch up as usual on stuffs from my phone about every latest gist out there, 
including the lies we are being fed about this coro sickness […]. (Musa, 
interview) 

I follow Vanguard reports and other news agencies via my Facebook even 
before this coro thing started. See, I can bring out my phone and show you 
many stuff about coro on my WhatsApp and even on Facebook. (Adams, 
interview) 

The data also show that social media had been an integral part of the everyday ac-
tions and activities of the participants prior to the outbreak of COVID-19. Thus, it 
was not out of character for this set of young Nigerians to turn to these platforms to 
make sense of the pandemic. These findings are consistent with those from studies 
indicating that youths are more active than other demographics in their participation 
in, and consumption of, social media (see Järvinen et al., 2012; Kannan & Hongsh-
uang, 2017). The qualitative insight offered in this paper further exemplifies how 
young Africans engage daily with the world around them through social media, de-
spite obvious constraints in internet access (such as expensive networks and internet 
subscription plans) in most states in sub-Saharan Africa. This also speaks to how the 
use of social media platforms has become a norm for this study’s participants despite 
their low-income backgrounds.

It was found that eight of the 11 participants had maintained their paid access to 
internet despite losing their (low-paying) jobs during the mandated COVID-19 
lockdown. These participants stated that they prioritise being able to reach out, and 
to receive communication, at all times through their social media accounts. All of the 
participants indicated that most of their social media engagements occurred through 
their smartphones, and that they would always prioritise owning a smartphone over 
owning cheaper models that could not access social media. This sentiment was 
strongly held even while the participants also complained of financial challenges, 
low-paying jobs, and—for the participants who had lost their jobs—unemployment. 
Study participants’ narratives about how useful their smartphones have been, espe-
cially during the lockdown, which Musa, as cited above, refers to as a “boring waste of 
time and propaganda”, speak to the theorising on the affordances of social media on 
smartphones and how it has the propensity to transform users into active audiences. 
This is useful in understanding the desire of this set of young Nigerians to always 
own a smartphone and to stay active on social media. 

In the quotation above from the interview with Adams, in which he speaks of follow-
ing reports from Vanguard, a daily newspaper, via its Facebook postings, we see social 
media serving as a conduit for content from traditional media outlets. Other study 
participants also referenced the social media channels of traditional media (print and 

broadcast) as sources for some of the information they continuously access through 
their social media accounts. This is in consonance with the theorising, earlier high-
lighted, on how both traditional media and newer forms of social media do not only 
uphold the function of setting the public agenda and the tone of public discourse, but 
are main sources of information and knowledge. More specifically, this brings to the 
fore the unique and central position held by social media as the platforms through 
which this function is realised in the contemporary world.

Decodings of COVID-19 messages
During the two focus groups held in March 2020 before lockdown, all 11 partici-
pants rejected the reality of COVID-19. The detailed narratives they provided dur-
ing the discussions indicated their disbelief as they asserted that the viral disease did 
not exist and was a mere distraction intended to create chaos. The study participants, 
throughout the duration of the focus group sessions, insisted that irrespective of 
the various news and reports about the viral disease that they had engaged with, 
COVID-19 precautionary measures were unnecessary since the disease was simply 
“propaganda”.

In rejecting the reality of COVID-19, participants, during these focus group discus-
sions, regarded it as something that should not be allowed to undermine their daily 
needs and activities. The words of Pam, a participant in FG2, were typical of the 
perspectives of the 11 participants: 

I was still saying it on one of the WhatsApp group chats this morning that 
we cannot allow ourselves to be fed and scammed with this distraction 
carefully packaged and labelled as “corona from China” and sent to us. The 
propaganda will get a lot of people but definitely not me. I just got a job as 
a receptionist and office assistant after almost three years of completing my 
diploma, so this job plus my other daily hustling is what I am concerned 
with. […] all-round poverty cannot be staring you in the face every day and 
you will still be believing some funny charade rather than focusing on your 
hustle […]. (Pam, in FG2)    

Drawing on Hall’s (1980) encoding/decoding model, the stance of this set of young 
adults indicates their refusal to accept the preferred and dominant meaning encoded 
in COVID-19 messages—despite their ability to fully grasp and decode the domi-
nant and intended information inherent in the messages. They dismiss the hegem-
onic decoding/readings as “distraction”. This is consistent with the theorising on 
active audiences, as these young Nigerians refuse to passively receive reportage on 
COVID-19. Instead, they draw on the COVID-19 messages as reference points as 
they evaluate their lives, and have decided that an undivided focus on their “daily 
hustling” is more worthy of their attention than the “distraction carefully packaged 
and labelled as ‘corona from China’ ”. 
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This disposition of these young adults during the focus group discussions aligns with 
the view that active audiences make sense of the messages they receive within the 
context of their social experiences, which mostly hinge on the prevailing socio-eco-
nomic and cultural factors within which these experiences are embedded. The young 
adults who participated in this study were raised and presently live in Ajegunle, a 
community regarded as crime-ridden and one of the most disadvantaged in Lagos 
state. Accordingly, they interpret the reports about COVID-19 within the context 
of their everyday socio-economic challenges—summarised by Pam, in the quotation 
above, as “all round poverty”. In the words of a FG1 participant, Lizzy:

There’s no need to listen to the plenty fake stories about this corona thing 
while I have so many disturbing things I need to sort out in my life and 
in this ghetto. Adding their silly propaganda to the list will be a senseless 
thing for me to do. […] I’ve already shared my opinion and stand about 
this Chinese wahala1 on my WhatsApp stories yesterday, and I also did 
that while sharing, on my Facebook timeline, one of the corona stories on 
Tribune’s [Nigerian Tribune newspaper’s] Facebook page. (Lizzy, in FG1) 

However, during the individual interviews conducted during the lockdown in April 
2020, seven of the participants somewhat accepted the possibility of the existence of 
COVID-19, while at the same time expressing their scepticism. Even though these 
seven participants acknowledged the existence of COVID-19, unlike the other four 
who insisted that the viral disease was a myth and upheld their disbelief, their scepti-
cism was evident in how they downplayed the seriousness attached to the pandemic 
by the various news, media reports, and relevant government authorities. Despite the 
shift in COVID-19 perceptions of these seven young Nigerians who now stated that 
the viral disease does exist—in Lagos state, the epicentre of the pandemic in Nigeria, 
as well as in other parts of the country and in other countries in the world—they 
asserted that it was really nothing to be afraid of and regarded the lockdown as an ex-
aggerated response. One of the seven, Eddi, drew comparisons to malaria and Ebola:

Yes, I now accept that this China corona is real, but then it’s not rocket 
science […]. Locking us all down because of something just like malaria 
that those of us in this ’hood are so, so used to does not make sense to me. 
Check social media or your TV, you’ll see the debates on chloroquine, a 
malaria drug, being used in some isolation centres, [so] isn’t that malaria? 
We defeated Ebola without locking up everywhere, so why must we fool-
ishly copy other nations and lock everywhere down because of this over-
hyped propaganda? (Eddi, interview)    

Eddi’s mention of Ebola is a reference to the 2014 Ebola outbreak in Lagos. Lock-
down was not enforced during this outbreak, and the epidemic was combated. 

1 A Yoruba word meaning “trouble” or “problem”.

In the words of another interviewee, Shai:

Even though we are told it is real and I’m now in agreement with that, the 
truth is that I do not bother myself to use the face mask because I know 
that this coro thingy is not for people like us who almost never leave this 
’hood, not to talk of travelling outside naija [Nigeria]. Go check your social 
media and see those infected. They’re the rich people who are always on 
the move. […] have you seen any struggling person from this place have 
it? I don’t know of a single person from this area that has tested positive 
[…]. So you see what I’m saying. It is these rich people and politicians that 
are at risk and they’re saying we should stay at home when they know that 
lockdown and social distancing cannot work in an overpopulated place like 
this where over 30 people are sharing bathroom and toilet with no regular 
water […]. (Shai, interview)    

These quotations provide examples from the data which usefully show the percep-
tions of the young adults who have come to accept the reality of COVID-19, but 
still hold on to their doubts about the scope of the pandemic which, contrary to their 
assertions, is not similar to malaria and is not bound to the confines of a specific de-
mographic group or societal classification. These statements indicate how recipients 
of information about a pandemic can negotiate their own meanings by situating 
and then adapting the decoded meaning to suit their personal preferences, biases, 
experiences, and contexts. This phenomenon was also evident in other statements 
shared by the young adults during the interviews, including narratives pointing out 
that hunger is deadlier than COVID-19 and that they have been exposed to severe 
hunger as a result of the lockdown—due to their monthly wages being reduced by 
their employers, due to losing their jobs, and due to them not being able to pursue 
other “daily hustling” which ordinarily serves as a source of income. 

The interview respondents were apparently engaged in a process where they contin-
ually “make sense” of the pandemic and the messages they were being exposed to—in 
consonance with assertions that disseminated texts and information do not have ex-
plicit meanings but are polysemic and can therefore be interpreted in different ways.

Misinformation
Statements from study participants, in both the focus groups and the individual in-
terviews, also demonstrate their consumption of, and participation in the spread of, 
misinformation about COVID-19—and the degree to which social media chan-
nels are often implicated in these patterns. Othering COVID-19 on social media as 
“Chinese wahala” or as a “distraction carefully packaged and labelled as ‘corona from 
China’” reveals a propensity to shift the attention of those they interact with online—
towards misinformation, and away from pertinent compliance measures that should 
be practised and upheld to mitigate the spread of the viral disease.
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We saw above the false assertions that COVID-19 is similar to malaria, that chloro-
quine is an effective treatment for the disease, and that the disease does not spread 
among the poor. Such misinformation spreads rapidly when virtual friends and fol-
lowers pass along the oppositional stance through their respective social media plat-
forms. This underscores how the circulation of misinformation during outbreaks of 
viral diseases is amplified through the varying forms of user-generated content on 
social media. Such content, according to Murdock (2017), has repositioned audienc-
es as productive agents engaged in a continuous process of interpreting and respond-
ing to messages, goods, and services by circulating their own materials and resources, 
which can range from simple “likes” or “shares” to uploading videos, posting photos, 
posting comments, and other forms of social media engagement or behaviour.

The more this set of young adults, or others with similar worldviews, hold on to 
their disbelief about COVID-19 and discuss it amongst themselves, in-person and 
virtually, the more the tendency for these perceptions to engender the spread of mis-
information which, as stated above, is further complicated by social media. The more 
the seeming logic in the arguments presented by these young Nigerians in support 
of their scepticism is raised and discussed amongst their peers, the more there is the 
tendency for this misinformation to encourage them to neglect and abandon the 
measures intended to mitigate the spread of COVID-19. 

State illegitimacy
Participants frequently referred to the COVID-19 outbreak as “propaganda”—an 
assertion that was further qualified, at times, with the claim that the government’s re-
sponse was “silly”, “overhyped”, or a “silly charade”. Here we see evidence of respond-
ents’ mistrust of those in power, at various levels of governance in Nigeria, who are 
leading the efforts to combat the pandemic. This perception was sharply exemplified 
in the claim by one of the participants who, in reacting to the information about the 
outbreak of COVID-19, asserted that he and his peers “are all being scammed by 
these politicians”, thereby resulting in his refusal to wear a face mask or obey physical 
distancing rules. This assertion, and others like it in the data, proffers insight into 
how study participants’ lack of trust in the intentions of their democratically elected 
leaders feeds into their reluctance to wholly embrace the reality of COVID-19.

The experiences shared by participants show that they are far from being oblivious 
to the inequalities and marginalisation that have long plagued Nigeria. They have 
seen the continued neglect of their community despite the low standard of living and 
the clear need for developmental intervention by the state. The violations of human 
rights, the corruption, and the continued abuse of other democratic principles and 
values by most political office holders in Nigeria have persistently undermined social 
solidarity, and have engraved mistrust for politicians in the subconscious of these 
young adults—and such profound disillusionment cannot suddenly be erased at the 
instance of an outbreak of a disease such as COVID-19. These young residents of 
Ajegunle understandably find it difficult to wholly accept that political office holders 

are suddenly interested in their welfare and that a total lockdown that keeps them 
not just in their impoverished community for weeks but also in a state of hunger 
without palliative measures is in their best interest.

6. Conclusions
This study has demonstrated how a purposively enlisted set of young Nigerians re-
lies on social media for public health information during a pandemic. The study has 
highlighted their interpretation of public health messages within the context of their 
socio-economic realities, and how they draw on these interpretations to reject the 
dominant meanings encoded in such messages and negotiate their own meanings. 
The study has also identified the propensity for people who feel a sense of socio-eco-
nomic marginalisation to neglect, and/or refuse to participate in, efforts intended to 
combat a pandemic if the efforts are spearheaded by political leaders whom they do 
not trust. 

Among other remedies, there is a need for consistent effort by relevant stakeholders 
to contribute to the maturation of democratic institutions in Nigeria, because the 
more democratic values are entrenched, the more trust can be established between 
citizens in various demographic groupings and political leaders. The more such trust 
exists, the more political leaders can rely on citizens, irrespective of their socio-eco-
nomic status, to cooperate with measures aimed at mitigating the spread of a viral 
disease during a pandemic episode. In the case of young adults, it will also be ad-
visable to incorporate, as stakeholders during pandemic episodes, local artistes who 
are active in social media spaces and whom young adults hold in high esteem. Such 
artistes can reach out to young people, through social media, and emphasise the need 
to comply with safety and preventive measures. 
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Appendix: Focus group and interview protocols

The questions below guided the facilitation of the focus group discussions and the individual 
interviews. The themes discussed emanated from these guiding questions which, in no spe-
cific order, were adapted to suit each session.

Guiding questions for the semi-structured focus group discussions 
1.	 Can you please share with me when, where and how you first learnt about COV-

ID-19?
2.	 Please share with me your thoughts about COVID-19, in terms of what you think it is. 

Are there other people you have discussed these thoughts with? 
3.	 Where specifically (in terms of media) do you get news or updates about COVID-19 or 

other events happening around here in the country and who do you discuss these with? 
Is there a reason for these choices? If yes, please share the reasons.

4.	 Looking at the large population in this neighbourhood and in Lagos state alongside 
COVID-19’s mode of transmission, what are your thoughts?

5.	 Some countries have implemented lockdown measures to slow down 
the spread of COVID-19. Please share your thoughts about this es-
pecially with regard to the news of a similar lockdown in Nigeria. 
In more specific terms, are you in support of a lockdown in Nigeria or not? Please 
share the reason(s) for your response.

6.	 What are your thoughts about the role of the Nigeria Centre for Disease Con-
trol (NCDC) and other government agencies responsible for combating pandemics 
such as COVID-19? 

Guiding questions for the semi-structured individual interviews 
1.	 You expressed your disbelief about COVID-19 during the focus group session. 

What are your thoughts now that there are more cases of COVID-19 and lockdown 
regulations are in place?

2.	 Can you please share more about your experience so far since the commencement of 
the lockdown regulations?

3.	 During the focus group session, reference was made to social media platforms as 
a means of getting updates and also sharing and discussing your thoughts about 
COVID-19 and other issues. Is this still the case? If yes, when was the last time you 
did this, what were the updates you got, and what were the thoughts you shared and 
discussed?

4.	 Looking back again to the conversation we had during the focus group session, do 
you have a different opinion from what you shared about the role of the NCDC and 
other relevant government agencies in the country? 
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1. Introduction
Banks and financial institutions are investing heavily in the development of mobile 
applications (apps) to enhance their mobile banking service provision capacity. Mo-
bile banking apps allow customers to use mobile devices (e.g., a smartphone or a tab-
let) to make money transfers within banks, across banks, and to/from mobile money 
platforms (e.g., M-Pesa and Tigo Pesa in Tanzania); to make in-app purchases; and 
to view balances and bank statements. 

The mobile app provides a scalable platform for the provision of banking services 
and also serves as an advertisement platform through which banks can advertise their 
services and products. With mobile apps, banks can tailor their services based on the 
personal needs and/or locations of customers to retain them (Floh & Treiblmaier, 
2006). Furthermore, mobile apps enable banks to reduce operational costs by chang-
ing the traditional service model to one of self-service, which also enhances customer 
engagement. 

Mobile apps are mostly accessed via smartphones, and thus the proliferation of mo-
bile apps has gone hand in hand with the exponential growth in smartphone usage. 
However, the use of mobile banking apps can be hampered by several factors, in-
cluding security, privacy, reliability, information quality, e-services quality, and design 
issues such as response speed linked to sensor capabilities and small screens (Dukic 
et al., 2015; Fife & Orjuela, 2012; Gilbert et al., 2011; Godwin-Jones, 2011; Inukollu 
et al., 2014; Jain & Shanbhag, 2012; Zwass, 2003).

Furthermore, the use of mobile banking apps is affected by the personal character-
istics of the user (Barnett et al., 2014; Bennett & Perrewé, 2002), as those person-
al characteristics interact with an app’s system characteristics (Hong et al., 2002; 
Pituch & Lee, 2006; Ramayah et al., 2012). Because of the growing importance of 
user personal characteristics in the functioning of technologies, Bennett and Perrewé 
(2002) suggest incorporating personality traits into research frameworks to better 
understand technology adoption behaviour, specifically technology usage. There 
have been numerous studies of the adoption of mobile apps (see Alavi & Ahuja, 
2016; Chmielarz & Łuczak, 2015; Hepola et al., 2016; Kumar et al., 2018; Manuel 
& Veríssimo, 2016; Muñoz-Leiva et al., 2017; Sampaio et al., 2017; Sangar & Ras-
tari, 2015; Vedadi & Warkentin, 2016; Yang, 2013). However, these studies have not 
given significant attention to the potential roles played by personality traits in the use 
of mobile banking apps, creating a knowledge gap for banks and their app developers. 

Accordingly, the purpose of this study was to investigate the roles played by informa-
tion systems (IS) factors and customers’ personality traits in influencing customers’ 
perceptions of the use of mobile banking apps in Tanzania. The study’s data, gener-
ated via a survey questionnaire completed by Tanzanian mobile banking users, was 

analysed using the DeLone and McLean (2003) IS success model and the five factor 
model (FFM) of personality (Digman, 1990). 

2. Context: Use of mobile banking apps
The Tanzanian financial services industry is growing exponentially(Were et al., 
2021), triggering an increased need for easy, reliable, timely, and trustworthy access 
to financial services. To cope with this need, banks in Tanzania are, among other 
approaches, deploying mobile banking apps. The goal of such apps is to imitate the 
functions that are carried out by web-based mobile banking applications and make 
them accessible in a mobile setting, in an interactive and personalised manner, on a 
smartphone or tablet. Furthermore, mobile banking apps are used to enhance service 
reachability, position brands in the highly competitive market, and encourage im-
pulse-buying behaviour among consumers (Alavi & Ahuja, 2016). Mobile banking 
apps add a new set of tools for marketing in the digital age (Alavi & Ahuja, 2016). 
The owners of the apps (i.e., banks) can easily map consumers’ preferences and eas-
ily plan how best to meet consumers’ preferences through personalised services and 
suggestions. 

Recently, the functionality of mobile payment apps in Tanzania was extended through 
the integration of quick response (QR) codes. This integration allows customers to 
scan merchants’ QR codes and make payments in real-time (ClickPesa, 2019). It is 
now common for QR codes, along with other mobile payment channels, to be made 
available by merchants in major stores in Tanzania. Therefore, due to the benefits 
offered by mobile financial apps, it is no surprise that banks are heavily and rapidly 
investing in using mobile apps to deliver selected banking services. 

Meanwhile, user adoption of mobile banking apps is rapidly increasing. Several fac-
tors have been found to contribute to the adoption of such apps. For instance, Hepola 
et al. (2016) and Sampaio et al. (2017) find that cognitive processing, activation, per-
ceived risks, and affection have a positive influence on the adoption of mobile banking 
apps, while Muñoz-Leiva et al. (2017) find that attitude is a strong predictor of inten-
tion to use mobile banking apps. Satisfaction and perceived usefulness (performance 
expectancy) have also featured in several studies as key predictors of the adoption of 
mobile banking apps, such as the studies by Vedadi and Warkentin (2016), Kumar et 
al. (2018) and Ahuja and Alavi (2016). Other factors found to influence the adoption 
of mobile banking apps are intrinsic regulation, identified regulation, external reg-
ulation and integrated regulation, perceived ease of use, perceived risk and cost, and 
need for information (Ahuja & Alavi, 2016; Kumar et al., 2018). Prominent theories 
used in previous studies investigating the adoption of mobile banking apps include 
the technology acceptance model (TAM) (Muñoz-Leiva et al., 2017), the expecta-
tion–confirmation theory (ECT) (Vedadi & Warkentin, 2016), the self-determina-
tion theory (Kumar et al., 2018), and service-dominant logic (Hepola et al., 2016). 
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3. Hypothesis development and research framework

IS success model 
For measuring users’ perceptions of the success or effectiveness of an information 
system, the DeLone and McLean (2003) IS success model is one of the dominant 
models. However, as seen in the previous section of this article, the IS success model 
is not prominent in published studies of the adoption of mobile banking apps. The 
model focuses on how three quality measures—system quality, service quality, and 
information quality—interact with system use (or intention to use) and user satisfaction 
in ways that, if the influences are positive, will generate net benefits for the user (De-
Lone & McLean, 2003).

Previous studies, such as those by Barnett et al. (2014), Camadan et al. (2018), De-
varaj et al. (2008), Krishnan et al. (2010), McElroy et al. (2007), Panda and Jain 
(2018) and Svendsen et al. (2013), have already examined the influence of personal 
characteristics on technology use in various contexts. However, studies of the influ-
ence of personality elements on technology adoption through the lens of the De-
Lone and McLean (2003) information systems (IS) success model are limited, thus 
presenting another knowledge gap that this study seeks to address.

Relationships between the IS success model’s three quality measures and use have 
been empirically validated in previous studies. For example, Mohammadi (2015) 
finds that all three quality measures influence the use of e-learning; and Rana et al. 
(2015) find that the three quality measures influence the use of online public griev-
ance redress systems. Accordingly, for this study, it was expected that each of the 
three quality measures would influence the use of the mobile banking app. Hence, 
the following hypotheses were tested: 

H1: System quality has a positive influence on the use of mobile 
banking apps.
H2: Service quality has a positive influence on the use of mobile 
banking apps.
H3: Information quality has a positive influence on the use of mo-
bile banking apps.

Relationships between the IS success model’s three quality measures and user satis-
faction are also well-documented in previous studies, including the aforementioned 

Mohammadi (2015) and Rana et al. (2015) studies, and in the work of Freeze et al. 
(2019) and Gao and Park (2017). In connection with the above findings, the follow-
ing hypotheses emerged:

H4: System quality has a positive influence on user satisfaction with 
mobile banking apps.
H5: Service quality has a positive influence on user satisfaction with 
mobile banking apps.
H6: Information quality has a positive influence on user satisfaction 
with mobile banking apps.

Furthermore, the consequent effects of both actual use and user satisfaction could 
ultimately impact user individual performance based on the net benefits of using 
mobile banking apps. The user could continue using the mobile banking app if the 
net benefits are positive or, in other words, if the mobile banking app continues to 
help the customer or user to achieve individual performance. 

User satisfaction is defined as a sum of feelings or an affective response regarding 
the effectiveness of a particular technology to accomplish a given task (Gatian, 1994; 
Melone, 1990). In the context of this study, user satisfaction is achieved if the user 
feels that the mobile banking apps have effectively helped him or her to accomplish 
banking-related tasks. The relationship between user satisfaction and individual per-
formance is also demonstrated in previous studies such as those of Gelderman (1998) 
and Isaac et al. (2017). The influence of a user’s actual use of information systems on 
individual performance is reported in studies such as Tam and Oliveira (2016). Fur-
thermore, literature strikes a close relationship between perceived user satisfaction 
and actual use of information systems or ICT in general. It has been demonstrated 
that as the perceived satisfaction of using information systems increases, the desire 
to use mobile banking apps could also shoot up. Examples of empirical findings 
demonstrating this relationship include those generated by AL Athmay et al. (2016) 
and Byun and Finnie (2011). Based on the findings of previous studies, the following 
hypotheses were developed:

H7: User satisfaction with mobile banking apps has a positive influ-
ence on individual performance.
H8: Use of the mobile banking apps has a positive influence on 
individual performance. 
H9: User satisfaction with mobile banking apps has a positive influ-
ence on the use of the apps.
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The f ive-factor model
Personality characteristics refer to cognitive behaviour patterns in facets of general 
tendencies that govern an individual’s thoughts, feelings, and actions (Krishnan et al., 
2010; Maddi, 1996). These personality traits play an important role in IS adoption 
as they affect how information systems are used (Halko & Kientz, 2010; Rosen & 
Kluemper, 2008). There are many personal characteristics in the psychology litera-
ture, however, the current study investigates the direct effects of the “big five” per-
sonality traits on the use of mobile banking apps. These five traits are: conscientious-
ness, openness, extraversion, neuroticism, and agreeableness (taken from Digman, 1990). 
Previous studies suggest that the five-factor model (FFM) is effective in explorations 
of the effects of personal characteristics, with a good predictive ability (Chang et al., 
2012). The influence of the big five personality traits has been rarely studied in the 
mobile banking apps context, despite their potential importance in understanding 
differences in user behaviour.

Conscientiousness encompasses an individual’s predisposition to be cautious, organised, 
hardworking, abiding by rules, and reliable. Thus, conscientious individuals organise 
themselves to perform tasks with a high level of discipline, and do so cautiously and 
reliably. Since this group of individuals is self-disciplined, cautious and reliable, they 
are likely to use mobile banking apps productively to perform banking-related tasks. 
The empirical finding also indicates that conscientiousness influences the productive 
use of internet resources (Landers & Lounsbury, 2006) and IT system usage (Barnett 
et al., 2014). Therefore, the resulting hypothesis was:

H10: Conscientiousness has a positive influence on the use of mo-
bile banking apps.

Openness includes an individual’s inquisitiveness, willingness to experiment, and in-
clination to engage and to explore new ideas and the surrounding world (McCrae, 
1993; McCrae & Terracciano, 2005). These individuals are likely to try new technol-
ogy in pursuit of a better way to accomplish the tasks at hand. Similarly, it is expected 
that open-minded individuals are likely to use mobile banking apps in an attempt 
to explore the bank-related functions and services offered through mobile banking 
apps. The association between an individual’s openness and eagerness to use technol-
ogy is reported in various IS studies such as Tuten and Bosnjak (2001) and Kim and 
Jeong (2015). Hence, consistent with such previous studies, it was hypothesised that:

H11: Openness has a positive influence on the use of mobile bank-
ing apps.

Extraversion refers to individuals who are social, affectionate, cheerful, and optimistic. 
They easily get themselves involved in seeking affiliation in the social environment 
in a quest to achieve a particular goal. Hence, they are more likely to use technology 
that will help them to achieve goals (Shambare, 2013). For this reason, extroverts are 
likely to use mobile banking apps to achieve socially related goals. The connection 
between extraversion and technology use is well reported in the works of Loiacono 
(2015) and Leonidas et al. (2019). Therefore, it was hypothesised that:

H12: Extraversion has a positive influence on the use of mobile 
banking apps.

Neuroticism reflects emotional instability, negativity, sadness, and difficulty with deal-
ing with all sorts of stress. Since neurotic individuals are inclined to negative per-
ceptions and emotional instability, they tend to perceive technology as stressful and 
difficult to use, and as a result they tend to avoid and oppose using it (Rosen & Klue-
mper, 2008). Similar findings which support the relationship between neuroticism 
and information systems usage include those of Loiacono (2015) and Barnett et al. 
(2014). Hence, it was hypothesised that:

H13: Neuroticism has a negative influence on the use of mobile 
banking apps.

Agreeableness embodies the tendency of individuals to be compassionate, tolerant, 
good-natured, forgiving, and cooperative. IS literature indicates that agreeableness is 
positively linked to technology use. It has been found that agreeable individuals pa-
tiently use technology that is slightly difficult to use, such as a website that is onerous 
to navigate (Landers & Lounsbury, 2006). Loiacono (2015) reports that agreeable 
people are more likely to use the internet and social networking sites. Accordingly, it 
was hypothesised that:

H14: Agreeableness has a positive influence on the use of mobile 
banking apps. 

The research framework for the study, based on the 14 hypotheses, is illustrated in 
Figure 1. 
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Figure 1: Research framework 4. Methodology
Instrument development
The data collection questionnaire had two parts. The first part consisted of items for 
measuring respondent perceptions of the use of mobile banking apps, and the second 
part consisted of items aimed at gathering demographic information. Items on the 
perceptions of respondents (see Appendix) were borrowed from previous studies and 
adjusted to match the setting of this study. Items for measuring user perceptions of 
system quality, service quality, information quality and use were based on those used 
by Urbach et al. (2010); items for measuring a user’s performance were based on 
those used by Goodhue and Thompson (1995); items for measuring user satisfaction 
were based on those used by Bhattacherjee (2001), and items for measuring consci-
entiousness, openness, agreeableness, extraversion, and neuroticism were based on 
those used by Donnellan et al. (2006) and Goldberg (1999). 

All the items for measuring respondent perceptions consisted of statements (see Ap-
pendix), each of which respondents rated via a five-point Likert scale ranging from 1 
(strongly disagree) to 5 (strongly agree). Prior to its use with respondents, the ques-
tionnaire was sent to five information system experts and five experienced banking 
services personnel to check content validity. The comments provided by these indi-
viduals informed the finalisation of the questionnaire. 

Study sample, data collection 
The study sample consisted of Tanzanian users of mobile banking apps from five 
regions: Dar es Salaam, Arusha, Mwanza, Dodoma, and Kilimanjaro. These regions 
host the majority of the country’s bank branches. A judgmental sampling method 
was employed during the selection of respondents. Respondents were selected based 
on two criteria: (1) experience of using mobile banking apps for six months or more; 
and (2) habit of using mobile banking apps at least once per week. 
 
The population of respondents who met the selection criteria for this study is large 
and unknown. In this situation, it is recommended that the Cochran formula for 
the unknown population be applied to determine the appropriate sample size for 
the study (Cochran, 1977). Using the Cochran formula, 

 (where Z is the confidence level, p = expected proportion, 
and e = margin error), the sample size of the study was 384 respondents. This study 
set Z = 1.96 at 95% confidence level, margin error in a proportion of one, if 5%, e = 
0.05 and expected proportion in a proportion of one, p = 0.5. 
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The questionnaire was self-administered to the targeted respondents. Out of 384 
questionnaires, 249 questionnaires were completed. Before data analysis, the col-
lected questionnaires were checked for missing data using the missing completely at 
random (MCAR) test (Little, 1988). The test result was not significant (x2 = 178.733, 
df = 160, p = 0.148), indicating that there were randomly missing data. Missing data 
were replaced by estimating maximum likelihood using the expectation-maximisa-
tion (EM) approach. 

5. Results
Descriptive f indings
Table 1 provides demographic information—gender, age, years of experience using 
mobile banking apps, and frequency per week of use of the apps—for the 249 re-
spondents.

Table 1: Respondent demographics (N = 249)

Variable Category Frequency Percentage

Gender Male 172 69.1
Female 77 30.9

Age 18–25 72 28.9
26–45 116 46.5

46 or older 61 24.5
Years of experience 

using mobile banking 
apps

less than 1 year 62 24.9
1–3 years 68 27.3

more than 3 years 119 47.8
Frequency per week of 
use of mobile banking 

apps

1–3 times 37 14.9
4–6 times 72 28.9
7–9 times 64 25.7

more than 10 times 76 30.5

Assessment of the measurement and structural models
The study used covariance-based structural equation modelling (CB-SEM) to assess 
both the measurement model and the structural model. The study followed a two-
stage approach, as recommended by Anderson and Gerbing (1988): (1) assessment 
of the measurement model; and (2) assessment of the structural model. 

Assessment of the measurement model
To assess the measurement model, the study used model fit indices from each 
category of model fit indices as defined by Hair et al. (2010). Specifically, the 
study used Root Mean Square of Error Approximation (RAMSEA) and Good-
ness of Fit Index (GFI) from the absolute fit category, Comparative Fit In-
dex (CFI) and Tucker-Lewis index (TLI) from the incremental fit catego-
ry, and x2/df (Chi-square/df) from the parsimonious fit category. In the first 
stage, the study found that the measurement model demonstrated adequate 
psychometric properties after dropping INFOQ3 and INFOQ5 from information 
quality and EXT2 from extraversion constructs due to low factor loadings. The re-
sults of the goodness of fit for the entire model and acceptable thresholds are report-
ed in Table 2.

Table 2: Measures of goodness of fit
Model fit Index Values in this study Recommended 

threshold values
Source

x2/df 2.275 ≤ 3.0 Bentler and Bonett 
(1980)

GFI 0.871 ≥ 0.90 Joreskog and Sorbom 
(1984)

RAMSEA 0.081 ≤ 0.08 Hair et al. (2010)
CFI 0.942 ≥ 0.90 Byrne (2009)
TLI 0.978 ≥ 0.90 Byrne (2009)

Convergent and discriminant validity was used to assess the measurement model and 
composite reliability (CR) was used to assess reliability. Table 3 indicates the results 
of convergent validity and reliability assessment. The results of convergent validity 
indicate that the average variance extracted (AVE) values for the constructs are great 
than 0.5, implying that the measurement items for each construct are theoretically 
related to each other (Fornell & Larcker, 1981) and the values for composite reliabil-
ity are all above 0.7, implying that the measurement items have met the reliability 
threshold (Nunnally & Bernstein, 1994). 
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Table 3: Convergent validity and reliability assessment

Construct AVE CR
Use 0.652 0.878

Service quality 0.703 0.904
Conscientiousness 0.647 0.793

Agreeableness 0.562 0.771
System quality 0.649 0.902
Extraversion 0.519 0.801
Neuroticism 0.685 0.771
Openness 0.891 0.824

Information quality 0.788 0.907
Satisfaction 0.845 0.956

Individual performance 0.811 0.928

Concerning discriminant validity, the results confirm that the constructs of the study 
were distinct from each other since the intercorrelations of the constructs did not 
exceed the square root of the AVE of the constructs. Results of discriminant validity 
are reported in Table 4. 

Table 4: Discriminant validity assessment
USE SEQ CONS AGR SYQ EXT NEU OPN INFQ SAT PER

USE 0.807                    
SEQ 0.661 0.838                  

CONS 0.688 0.721 0.804                
AGR 0.566 0.458 0.686 0.750              
SYQ 0.791 0.774 0.705 0.676 0.806            
EXT 0.638 0.658 0.715 0.702 0.714 0.720          
NEU 0.265 0.104 0.418 0.427 0.271 0.382 0.828        
OPN 0.838 0.862 0.910 0.924 0.917 0.916 0.456 0.943      

INFQ 0.860 0.714 0.711 0.657 0.766 0.769 0.217 0.741 0.887    
SAT 0.850 0.694 0.772 0.599 0.866 0.791 0.215 0.826 0.842 0.919  
PER 0.856 0.749 0.807 0.591 0.851 0.733 0.280 0.825 0.896 0.861 0.901

Legend
USE: Use SEQ: Service Quality CONS: Conscientiousness AGR: Agreeableness
SYQ: System Quality EXT: Extraversion NEU: Neuroticism OPN: Openness
INFQ: Information Quality SAT: Satisfaction PER: Performance

Note: Bolded diagonal values are the square root of AVE, and correlational values are significant at p < 0.001.

Assessment of the structural model, and hypothesis testing
In the second stage, the study assessed the structural model using the same model 
fit indices used in the assessment of the measurement model. The assessment of the 
structural model yielded the following goodness of fit: x2/df = 2.267, RAMSEA = 
0.083, GFI = 0.870, CFI = 0.940, and TLI = 0.976. The model fit indices indicate 
that there is an adequate structural fit between the hypothesised model and the ob-
served data. The explained variance (R2) in use is 63.2% and in individual perfor-
mance is 68.4%, suggesting that the model has good explanatory power as compared 
to similar studies and is good enough to produce substantial effects (Cohen, 1988). 
Results of hypothesis testing and the resulting path diagram are provided in Table 5 
and Figure 2, respectively.

Table 5: Results of hypothesis testing

Hypothesis Relationship t- values β-values Result
H1 SYQ → USE 1.981 0.476 Supported
H2 SEQ → USE 2.191 0.573 Supported
H3 INFQ → USE 0.743 0.12 Not supported
H4 SYQ → SAT 2.133 0.519 Supported
H5 SEQ → SAT 2.217 0.583 Supported
H6 INFQ → SAT 0.409 0.09 Not supported
H7 SAT → PER 0.916 0.194 Not supported
H8 USE → PER 2.052 0.547 Supported
H9 SAT → USE 3.257 0.642 Supported

H10 CONS → USE 4.078 0.711 Supported
H11 OPN → USE 3.211 0.634 Supported
H12 EXT → USE 2.571 0.591 Supported
H13 NEU → USE 1.221 0.221 Not supported
H14 AGR → USE 1.971 0.464 Supported
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Figure 2: Path diagram

	 Note: * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, ns: Not significant

6. Discussion
Unsupported hypotheses
Four of the 10 hypotheses were not supported by the findings: 

•	 H3: Information quality positively influences the use of mobile banking 
apps.

•	 H6: Information quality positively influences user satisfaction with mobile 
banking apps.

•	 H7: User satisfaction with mobile banking apps has a positive influence on 
individual performance.

•	 H13: Neuroticism has a negative influence on the use of mobile banking 
apps.

Information quality and use (H3), information quality and user satisfaction (H6)
One of the three DeLone and McLean (2003) quality measures—information qual-
ity—was found to not have a positive influence on either use or user satisfaction with 
the use of mobile banking apps. (Under information quality, the survey (see Appen-
dix) probed the extent to which users found the information in the apps useful, un-
derstandable, interesting, reliable, complete, and up to date). This finding, which suggests 
that the surveyed users perceived the quality of the information provided by the mo-
bile banking apps as being unsatisfactory and thus a disincentive to using the apps, 
appears to resonate with the findings of Chiu et al. (2016) on the adoption of mobile 
banking services in Philippines. Also, the study by Franque et al. (2021) in Mozam-
bique finds that information quality had a positive influence on the use of mobile 
banking services, and the study by Kumar and Sharma (2019) in Oman finds that 
information quality had a positive influence on user satisfaction with such services.

User satisfaction and individual performance (H7)
Contrary to the study’s expectations and the literature, user satisfaction was not 
found to positively influence individual performance—though it does, as seen later in 
this section, positively influence the use of mobile banking apps. 

Neuroticism and use (H13)
Neuroticism was found to have no significant influence on the respondents’ 
use of mobile banking apps. This finding appears to contrast with findings 
from several other studies. For example, studies by Loiacono (2015) in Italy 
and Ashraf (2019) in Lebanon find that neuroticism had a significant influence on, 
respectively, the intention to use social networking websites and the intention to use 
mobile banking. An earlier study, by Rosen and Kluemper (2008) in the US, finds 
that neurotics often perceive new technology negatively. 
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apps. These findings appear to be in line with previous studies in technology ac-
ceptance literature. For example, Mohammadi (2015) finds that these two factors 
influenced the use of e-learning in Iran. 

System quality and user satisfaction, service quality and user satisfaction
Two of the three DeLone and McLean (2003) IS quality measures—system quality 
and service quality—were also found to positively influence user satisfaction with the 
use of mobile banking apps. This finding apparently aligns with that of Veeramootoo 
et al. (2018) on the use of e-government services in Mauritius. 

User satisfaction and use
Unsurprisingly, user satisfaction was found to positively influence use, a finding that 
appears to be consistent with the findings of Shim and Jo (2020), who investigated 
the use of health informatics sites in South Korea. 

Limitations and further studies
This study was conducted with respondents living in a single country, Tanzania. Fu-
ture studies would benefit from involving respondents from more than one country, 
so as to account for the effects of national and cultural differences on the final results. 
Also, some of the studied constructs, particularly those used to measure personality 
traits, may have been perceived by some respondents as carrying a negative meaning. 
Hence, their responses could have been influenced by notions of social acceptability. 
Future studies could supplement questionnaire data with an additional data source in 
using a combination of data collection methods to overcome the potential common 
methods biases. 

7. Conclusions
The study offers a research framework which combines the consideration of person-
ality traits and IS success factors in influencing Tanzanians’ use of, and satisfaction 
with, mobile banking apps. This model enhances our understanding of the influence 
of personality traits on the acceptance of mobile banking apps. Studies which have 
studied these traits in the context of the IS success model, particularly in the Afri-
can context, are limited. This study’s identification of strong positive relationships 
between four personality traits—openness, agreeableness, conscientiousness, and extra-
version—and both use and user satisfaction suggests that banks can benefit from 
ensuring that users can give full expression to their personalities when using the 
apps. If developers can design mobile banking apps which allow each customer to 
have a sense of expressing their unique personality traits, the customer’s use and user 
satisfaction can be expected to increase. 

Also of potential value to developers is the finding that one of the three IS success 
factors—information quality—is not at present positively influencing Tanzanian mo-
bile banking users. This is an apparent indication that developers of mobile banking 

Supported hypotheses
Ten of the hypotheses—all except the four hypotheses discussed in the previous 
sub-section—were supported by the research findings.

Openness
The study found that openness has a positive influence on the use of Tanzanian 
mobile banking apps. It is plausible that mobile banking users consider the use of 
the apps to be a new experience and therefore they are attracted to using them. This 
finding would appear to be consistent with findings in studies by Kim and Jeong 
(2015) in South Korea and by McElroy et al. (2007) in the US, which find openness 
to be positively related to internet use, but the finding appears to contrast with the 
Barnett et al. (2014) finding that openness is unrelated to technology acceptance.

Conscientiousness
Similar to findings by Moslehpour et al. (2018) on the intention of Taiwanese to 
purchase goods and services online, this study found that conscientiousness positive-
ly influences Tanzanians’ use of mobile banking apps. It is possible that this finding 
stems from a belief that using mobile banking apps can improve financial manage-
ment discipline and offer greater reliability in making business transactions. 

Extraversion
Extraversion was also found to have a positive influence on the use of mobile bank-
ing apps, a finding that appears to be consistent with findings from several previous 
studies, such as the Panda and Jain (2018) study of the obsessive use of smartphones 
among young Indians, and the Lissitsa and Kol (2021) study of mobile shopping 
among members of the so-called “generation Y” (i.e., people reaching adulthood at 
the turn of the millennium) in Israel. Devaraj et al. (2008) find that because extra-
verts are socially inclined, outgoing, and like to create connections, they are amenable 
to the use of advanced technology to achieve socially oriented goals.

Agreeableness 
The core of agreeableness behaviour is maintaining a positive relationship with oth-
ers (Graziano & Eisenberg, 1997). Given the importance of one’s relationship with 
one’s bank, the respondents could reasonably be expected to choose to use the mobile 
banking apps, upon being introduced to them by their respective banks, to maintain 
their relationship with their banks. This finding appears to be consistent with that of 
Khan et al. (2019) on the use of mobile payment systems in China. 

System quality and use, service quality and use
Two of the three DeLone and McLean (2003) IS quality measures—system quality 
and service quality—were found to positively influence the use of mobile banking 

AJIC 28 - 7-Dec-21 - 11h55.indd   17AJIC 28 - 7-Dec-21 - 11h55.indd   17 12/8/2021   12:39:01 PM12/8/2021   12:39:01 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     18        19

 User Perceptions of Mobile Banking Apps in Tanzania  Koloseni

apps for the Tanzanian market need to place greater emphasis on ensuring that the 
information provided is, according to the terms used in the survey, useful, understand-
able, interesting, reliable, complete, and up to date.
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Appendix: Statements used in the survey questionnaire
Code Statement Source
System quality

Urbach et al. 
(2010)

SYQ1 The mobile banking app is easy to navigate.
SYQ2 The mobile banking app allows me to easily find the 

information I am looking for.
SYQ3 The mobile banking app is easily structured.
SYQ4 The mobile banking app offers appropriate functionality.
SYQ5 Mobile banking is easy to use.

Service quality
SEQ1 The responsible personnel are always willing to help whenever 

I need support with a mobile banking app.
SEQ2 The responsible personnel provide services related to the 

mobile banking app at the promised time.
SEQ3 The responsible personnel have adequate knowledge to answer 

my questions concerning the mobile banking app.
SEQ4 The responsible personnel provide personal attention whenever 

I experience problems with the mobile banking app.
Information quality
INFQ1 The information provided by the mobile banking app is useful.
INFQ2 The information provided by the mobile banking app is 

understandable.
INFQ3 The information provided by the mobile banking app is 

interesting.
INFQ4 The information provided by the mobile banking app is 

reliable.
INFQ5 The information provided by the mobile banking app is 

complete.
INFQ6 The information provided by the mobile banking app is up to 

date.
Use
USE 1 I use a mobile banking app.
USE 2 I use the mobile banking app to manage my accounts.
USE 3 I use the mobile banking app to make transfers.
USE 4 I use the mobile banking app to make in-app purchases.

User satisfaction

Bhattacherjee 
(2001)

SAT1 I am satisfied that the mobile banking app meets my 
information processing needs.

SAT2 I am satisfied with the mobile banking app efficiency.
SAT3 I am satisfied with the mobile banking app effectiveness.
SAT4 Overall, I am satisfied with the mobile banking app.
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Individual performance

Goodhue and 
Thompson 
(1995)

PERF1 The mobile banking app helps me to accomplish banking-
related tasks more quickly.

PERF2 The mobile banking app makes it easier to accomplish tasks.
PERF3 The mobile banking app is useful for me.

Openness

Donnellan et al. 
(2006);
Goldberg 
(1999)

OPN1 I enjoy imagining new and different ideas.
OPN2 I experience difficulty in comprehending abstract ideas
OPN3 I am not keen to engage myself in intellectual discussions.
OPN4 I do not enjoy daydreaming.

Conscientiousness 
CONS1 I get chores done the right way.
CONS2 I like to keep things in order.
CONS3 I often forget to put things back in their proper place.
CONS4 Many a time, I mess up things.

Extraversion
EXT 1 I enjoy partying frequently.
EXT 2 I enjoy talking to new people, who are different from me.
EXT 3 I do enjoy socializing.
EXT 4 I enjoy going out to help people in need.

Agreeableness
AGR1 I sympathise with others frequently.
AGR2 I feel for others.
AGR3 I don’t care what others are really doing.
AGR4 I go with the majority.

Neuroticism
NEU1 I experience frequent mood swings.
NEU2 I get upset easily.
NEU3 I am relaxed most of the time.
NEU4 I seldom feel blue.
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Shortly thereafter, the Department of Justice and Constitutional Development con-
firmed a security breach that affected its information technology system. The breach 
was the result of ransomware, causing all the department’s systems to be encrypted 
and unavailable to both internal employees and members of the public (Ngqakamba, 
2021). 

Globally, cyber incidents are well-documented in peer-reviewed scholarly articles 
and research reports. In South Africa, however, despite the steady increase in cyber 
incidents, the formal reporting of such incidents is not common. Neither the South 
African Police Service (SAPS) nor the National Prosecuting Authority (NPA) offers 
resources or statistics pertaining specifically to local cyber incidents. The Cyberse-
curity Hub—South Africa’s national Computer Security Incident Response Team 
(CSIRT)—provides a service for stakeholders to report cyber incidents, but it does 
not report such incidents to the general public. Furthermore, few peer-reviewed arti-
cles exist that have evaluated South African cyber incidents. One notable exception 
is the Van Heerden et al. (2016) review of 12 South African cyber incidents that 
occurred between 1994 and 2015. Van Heerden et al. (2016) presented a new visual 
classification scheme for cyber incidents, which facilitates the representation of the 
cyber incidents according to eight distinct classes: attacker, goal, mechanism, effect, 
motivation, target, vulnerability, and scenario (Van Heerden et al., 2016). Anoth-
er noteworthy exception is Van Niekerk’s (2017) presentation of a comprehensive 
high-level analysis of 54 cyber incidents that affected South Africa between 1994 
and 2016. Van Niekerk (2017) classifies the incidents according to impact, perpetra-
tor, and victim types, finding the leading perpetrators to be criminals and hacktivists, 
and the leading impacts of the cyber incidents to be data exposure and financial theft 
(Van Niekerk, 2017). 

Although the two above-mentioned studies do offer insight into South Africa’s cy-
ber threat landscape, they only address incidents up to the end of 2015 and 2016 re-
spectively. This article considers a full decade of cyber incidents, from 2010 to 2020, 
providing an analysis of 74 newsworthy cyber incidents that affected South Africa 
during that period. The cyber incidents considered are categorised according to inci-
dent type, sector affected, perpetrator type, and motivation. This categorisation permits a 
detailed trend analysis and a picture of South Africa’s current cyber threat landscape. 

2. Methodology
Data collection
Since information was not readily available from official sources (e.g., SAPS, the 
NPA, the national CSIRT), the cyber incidents analysed were identified by review-
ing published peer-reviewed articles and media reports (e.g., reports published by 
ITWeb, MyBroadband and BusinessTech), as well as by conducting targeted online 
searches. The selection of cyber incidents was based on the following: the incident 
affected a South African organisation(s) or citizens; and the impact of the incident 

1. Introduction
The prevalence of cyber incidents globally contributes to the ever-increasing cyber-
security concerns. Well-known and established organisations, such as Solar Winds 
(Willett, 2021) and Microsoft (Wyatt, 2021), have fallen victim to sophisticated cy-
berattacks. South Africa is not immune, and has witnessed a steady increase in cyber-
attacks in recent years. 2019 proved pivotal as South Africa experienced a cross-in-
dustry spike in cyber incidents (Mcanyana et al., 2020), a trend that continued in 
2020 and was further driven by the COVID-19 pandemic. 

The City of Johannesburg (CoJ), a metropolitan municipality responsible for local 
governance, suffered two noteworthy cyber incidents during 2019 (Moyo, 2019a). 
First, in July, a ransomware attack affected City Power, CoJ’s electricity utility. Sec-
ond, in October, a network breach was detected after a ransom note was received 
from a group called the Shadow Kill hackers. Both cyber incidents caused downtime 
to several customer-facing systems. Following the breach at CoJ, the South Afri-
can Bank Risk Information Centre (SABRIC) confirmed that the banking sector 
had been targeted by a wave of distributed denial of service (DDoS) attacks (Moyo, 
2019b). 

In 2020 the COVID-19 pandemic caused a surge in cyber incidents as the pan-
demic created new opportunities for attackers to exploit. During May, an accidental 
data leak caused by changes to the Unemployment Insurance Fund (UIF) website—
changes made to accommodate the Temporary Employee/Employer Relief Scheme 
(TERS)—exposed employers’ confidential information. The issue causing the data 
leak was reported by a security researcher and subsequently resolved by the UIF 
(Vermeulen, 2020a). In June 2020, the second-largest private hospital operator in 
South Africa, Life Healthcare Group, fell victim to a cyberattack. Although the full 
extent of the attack remains unclear, Life Healthcare Group confirmed that the at-
tack affected admissions systems, business processing systems, and e-mail servers 
(Mungadze, 2020). Two months later, South Africa suffered a massive data breach 
when Experian, a credit bureau agency, exposed personal information to a suspect-
ed fraudster. The exposed personal information affected approximately 24 million 
South Africans, as well as 800,000 business entities (Moyo, 2020a). The remainder of 
2020 continued to witness various cyber incidents affecting South Africa’s financial, 
public, construction, and telecommunication sectors.

In 2021, the attractiveness of South Africa as a cyber target was further demonstrat-
ed by the large-scale cyberattack that affected Transnet, the South African state-
owned rail, port, and pipeline company (Moyo, 2021). According to Noëlle van der 
Waag-Cowling, a cyber programme lead at the Security Institute for Governance 
and Leadership in Africa, the incident has been described as an act of “cyber warfare” 
and serves as a warning to South Africa (Goldstuck, 2021; Slabbert & Peyper, 2021). 
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caused a breach (either network or data), affected services, or led to financial loss. A 
total of 74 cyber incidents occurring in the decade from January 2010 to December 
2020 were identified.

Data analysis
Insight and guidance were taken from the approaches used by Van Heerden et al. 
(2016) and Van Niekerk (2017) in deciding how to categorise the 74 cyber incidents. 
A classification scheme was developed that consisted of four classifications, namely 
incident type, sector affected, perpetrator type, and motivation. 

Incident type
The first classification, incident type, classifies the cyber incident according to one of 
the following types:

•	 Compromised website: intentional or unintentional activity affecting the con-
fidentiality, integrity, or availability of the website (Kumar et al., 2019);

•	 Cybercrime: criminal activity involving a computer, network device, or net-
work causing financial impact (Brush, n.d.);

•	 Data exposure: disclosure or leakage of data or information within the public 
domain (Sabillon et al., 2016; Van Niekerk, 2017);

•	 System intrusion: unauthorised or illegitimate access to a system or network 
(Kakareka, 2014; Van Niekerk, 2017); or

•	 Denial of service: preventing authorised or legitimate users from accessing 
network resources or affecting operations (Sabillon et al., 2016; Van Niekerk, 
2017).

Sector affected
The second classification, sector affected, classifies the incident in terms of the area 
of the economy in which it occurred, with the following potential classifications: 
construction, f inancial, healthcare, information technology (IT), leisure and hospitality, 
manufacturing, media, public, retail, telecommunications, transportation, or other.

Perpetrator type
The third classification, perpetrator type, classifies the individual or group responsible 
for the cyber incident as being of one of the following types:

•	 Hacktivist: an individual or group of individuals affiliated with activists’ 
groups promoting political agendas or social change (Sabillon et al., 2016; 
Van Niekerk, 2017);

•	 Insider: an individual with a trusted relationship, institutional knowledge, 
and legitimate access, but acting maliciously for personal gain (Van Heerden 
et al., 2012; 2016; Van Niekerk, 2017);

•	 Hacker: a well-versed or unskilled individual using tools developed by elite 
computer users to break security and infiltrate networks or information sys-
tems (Van Heerden et al., 2016; Van Niekerk, 2017);

•	 Cybercriminal: an individual or group of individuals affiliated to criminal 
groups motivated by financial gain (Van Niekerk, 2017); 

•	 Nation state: state-sponsored sophisticated hackers who target the infor-
mation systems or networks of other countries (Sabillon et al., 2016; Van 
Niekerk, 2017); or

•	 Non-malicious individual: a person causing internal or external disclosure of 
a security flaw or a vulnerability affecting an information system.

Motivation
The fourth classification, motivation, classifies the rationale behind the cyber inci-
dent according to one of the following motives:

•	 Political: driven by a political aspect, such as political reasoning, spread-
ing propaganda, or attacking political enemies (Gandhi et al., 2011; Van 
Heerden et al., 2012);

•	 Economic: illegal actions driven by financial gain, e.g., deploying ransom-
ware with the purpose of acquiring paid ransom (Gandhi et al., 2011; Van 
Heerden et al., 2012; 2016);

•	 Fun/Personal: driven by a desire to prove skills, to solve challenging prob-
lems, or to expose security flaws, i.e., driven by non-malicious intentions 
(Van Heerden et al., 2012; 2016);

•	 Accidental: unintentional or unexpected discovery of a security flaw or vul-
nerability; or

•	 Criminal: conscious decision to intentionally conduct wrongdoing or crim-
inal intent (but lacking financial incentive), e.g., performing a system intru-
sion to access personally identifiable information (PII) (Van Heerden et al., 
2012; 2016).

3. Findings
High-prof ile cyber incidents identif ied
Examples of high-profile cyber incidents identified include: 

2012 
A hacker called H4ksniper claimed responsibility for disrupting three South African 
government websites (MyBroadband, 2012). Subsequently, various other South Afri-
can websites fell victim to either hacktivists or hackers.

2014
Unpatched security vulnerabilities resulted in the mass hacking of South African 
websites that were using outdated versions of web content management systems such 
as Joomla and WordPress (MyBroadband, 2014). The hacks involved the insertion of 
hidden links to international websites to improve the page rank of the websites on 
the Google and Bing search engines.
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2013–2014
These two years saw several accidental exposures of confidential data. Security re-
searchers found on multiple occasions the exposure of PII by South African mo-
bile operator, Vodacom (Muller, 2013; BusinessTech, 2014). Such exposure of PII can 
have grave consequences for organisations, especially with the coming into force of 
South Africa’s 2013 Protection of Personal Information Act (POPIA) on 1 July 2021 
(RSA, 2013).

2016-2020
Compromised websites remained frequent in the second half of the decade (McK-
ane, 2020a; Moyo, 2017; MyBroadband, 2018; Mzekandaba, 2019; Vermeulen, 2016). 
Also significant in this period was an increase in cyber incidents exposing data. 
While accidental exposure of data persisted (MyBroadband, 2016), data exposure was 
increasingly politically or criminally motivated (BusinessTech, 2016; Moyo, 2019c). 

A global trend during the latter half of the decade was the frequent occurrence of 
ransomware attacks. During 2017, such attacks (WannaCry and NotPetya) were 
driven by EternalBlue, a Windows zero-day exploit targeting a vulnerability in the 
server message block (SMB) protocol (Trautman & Ormerod, 2019). Originally de-
veloped by the US National Security Agency (NSA), EternalBlue was leaked by the 
Shadow Brokers hacker group, causing a global cyberattack. Several South African 
organisations were also affected by large-scale ransomware attacks, including tele-
communications provider, Telkom, the Office of the Chief Justice, and a stolen ve-
hicle recovery company, Tracker (Moyo, 2020b; MyBroadband, 2017; Rawlins, 2017; 
Vermeulen, 2020b; 2020c). 

Annual frequency of cyber incidents
As seen in Figure 1, the data revealed annual increases in cyber incidents for most 
(but not all) of the years studied, with a particularly sharp annual increase from 2019 
(11 incidents) to 2020 (19 incidents). 

Figure 1: Annual cyber incident totals, 2010–2020 

   
Incident type
Figures 2 to 4 present the classification of the 74 cyber incidents according to inci-
dent type, in three periods: 2010–2015, 2016–2018, and 2019–2020. All the cyber 
incidents are represented by the actual title used in media reports.

Figure 2: Classification of cyber incidents by type, 2010–2015 (21 incidents)
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Figure 3: Classification of cyber incidents by type, 2016–2018 (23 incidents)

Figure 4: Classification of cyber incidents by type, 2019–2020 (30 incidents) 

The most prevalent incident type across the ten years studied (see Figure 5) was 
data exposure (39.19% of incidents), followed by compromised website (21.62%), system 
intrusion (14.86%), cybercrime (13.51%), and denial of service (10.81%). The finding 
on the prominence of data exposure aligns with the finding from research conducted 
by Van Niekerk (2017) on the period 1994 to 2016, which found data exposure to be 
the most prominent impact caused by cyber incidents in South Africa. Meanwhile, 
this study’s finding that denial of service was the type of cyber incident present in 
10.81% of incidents marks a decrease in percentage share compared to the research 
results reported by Van Niekerk (2017) for the period 1994 to 2016. This decrease in 
denial of service attacks can potentially be attributed to the increase in other cyber 
incident types, such as cybercrime using ransomware (Trend Micro, 2017). Finally, 
the findings in this study show a significant increase in system intrusion incidents 
(14.86%) compared to the research results presented by Van Niekerk (2017) for the 
period 1994 to 2016, which found system penetration to be the least common im-
pact type. The increase merely demonstrates an increase in cyber incidents affecting 
organisations that release such information to the general public. 

Figure 5: Cyber incidents by type, 2010–2020

Figure 6 shows the year-by-year trends in incident type identified in this study. 
The most prominent incident type, data exposure, had notable increases in 2016 and 
2020. Reporting of such incidents is expected to grow even further with the afore-
mentioned implementation of POPIA, which requires mandatory reporting of data 
breaches involving personal information (Dullabh & Gabryk, 2021). Less promi-
nent than data exposure incidents but recurring continually between 2011 and 2020 
were incidents leading to compromised websites. Also illustrated is the small yet no-
table increase in the annual total of cybercrime-related incidents between 2018 and 
2019, with 2020 maintaining the relatively high level of such attacks. These findings
confirm the increasing move towards criminally motivated cyber incidents (see “mo-
tivation” sub-section below). Another notable trend illustrated in Figure 6 is the 
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recent rise of cyber incidents of the system intrusion type. Identified reports on such 
incidents confirmed illegitimate access to a system or internal network but restricted 
the disclosure of information describing the incident’s impact (e.g., data leakage, 
affected services or operations, encryption of data). 

Figure 6: Yearly trends in incident types, 2010–2020  

Sector affected
The findings captured in Figure 7 show that the three South African sectors most af-
fected by the past decade’s cyber incidents were the public, f inancial, and telecommuni-
cations sectors. The public sector, which consists of state-owned, publicly controlled, 
or publicly funded entities, often fell victim to cyber incidents causing compromised 
websites or data exposure. Notably, the websites of the African National Congress 
(ANC) and the ANC Youth League (ANCYL) were regularly targeted by hackers, 
negatively affecting the reputation of the organisations. Other entities in the public 
sector affected by cyber incidents include, but are not limited to, the Office of the 
Chief Justice, the Social Security Agency of South Africa (SASSA), the Adminis-
trative Adjudication of Road Traffic Offences (AARTO), the Department of Ba-
sic Education, Armscor, SAPS, and several municipalities (Nama Khoi, eThekwini, 
Tshwane, and Johannesburg). 

In comparison to the public sector, the financial sector suffered fewer cyber incidents. 
However, the incidents impacted commercial banks, insurance companies, and fi-
nancial institutions. While cyber incidents affecting the financial sector are expected 
to be primarily economic in motivation, the past decade witnessed an increase in in-
cidents leaking sensitive information (see “motivation” sub-section below). Although 
such incidents do not have any financial implications, affected clients can still incur 

financial loss due to the misuse of such exposed information. The value associated 
with sensitive information as a commodity on the dark web can be expected to cause 
a steady rise in cyber incidents targeting the financial sector.

Figure 7: Sector affected per cyber incident type, 2010–2020  

Finally, the telecommunications sector of South Africa, which includes mobile oper-
ators and internet service providers (ISPs), fell victim to several cyber incidents caus-
ing denial of service. More specifically, the sector experienced two significant DDoS 
attacks during 2019. In the first attack, Liquid Telecom and Webafrica suffered a 
large-scale volumetric DDoS attack from international sources (Moyo, 2019d). Mit-
igation controls were applied, and traffic volumes returned to normal. A few weeks 
later, South African ISPs, RSAWEB and Cool Ideas, suffered severe DDoS attacks 
(Vermeulen, 2019). The co-founder of Cool Ideas confirmed that the attack exceed-
ed 300 Gigabytes per second (Gbps). The telecommunication sector also endured 
several cyber incidents causing data exposure. On closer inspection, the exposure of 
the data in these cases was accidental and caused by non-malicious individuals (see 
“perpetrator type” sub-section below). Although less affected than the public and 
financial sectors, entities in the telecommunication sector can expect to continue 
being targeted by cyber incidents.

Perpetrator type
Figure 8 presents trends associated with perpetrator types. Hackers were found to 
be the most common perpetrator type, responsible for more than 50% of the cyber 
incidents that occurred in the past decade. While responsible for the largest subset 
of cyber incidents, hackers became most prevalent only in 2017. More dominant 
between 2012 and 2018 were hacktivists, who were responsible for 11 cyber incidents 
during the same period.
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Figure 8: Trends in perpetrator type, 2010–2020  

Figure 8 further illustrates the prevalence of incidents caused by cybercriminals. The 
year 2019 witnessed a sharp increase in such incidents, apparently driven partly by 
the rise of ransomware-related attacks. Another reality seen is the figure is the reap-
pearance in 2020 (after being absent in 2019) of security flaws or misconfigurations 
generated by non-malicious individuals. (In total, nine such incidents were disclosed 
in the decade reviewed.) Also noteworthy in Figure 8 is the appearance, in 2020 and 
for the first time in the decade reviewed, of two cyber incidents caused by insiders. 
There were two such incidents in 2020. The first was a security breach at Postbank in 
which its employees stole the bank’s encrypted master key (ITWeb, 2020). The master 
key provides access to Postbank’s systems and enables the manipulation of captured 
information. The second incident was caused by internal data theft that exposed the 
personal information of Absa banking clients to external parties (McKane, 2020b). 
Absa notified affected clients and confirmed that all suspicious transactions will be 
reviewed in order to protect clients’ interests.

Motivation
Figure 9 shows that the most common motivation found for cyber incidents in South 
Africa in the decade reviewed was criminal (39.19%). Cyber incidents driven by eco-
nomic intent constituted 21.62% of the recorded incidents, while 16.22% of the inci-
dents were political in motivation. The two least common motives, accidental (12.6%) 
and fun/personal (10.81%), still, when taken together, represented nearly a quarter of 
the identified incidents.
 

Figure 9: Motives behind cyber incidents, 2010–2020

Relationships between incident type, perpetrator type, and motivation
Figure 10 shows that a strong relationship between perpetrator type and motivation 
was found between hackers and criminal motivation. And, when driven by criminal 
intent, hackers were found to cause cyber incidents primarily leading to data expo-
sure or compromised websites (17 incidents across these two classifications). A smaller 
number of hackers were motivated by fun/personal intentions, and these hackers were 
involved in seven cyber incidents causing compromised websites.

Figure 10: Relationships between incident type, perpetrator type, and motivation
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As also seen in Figure 10, cybercriminals were, unsurprisingly, found to be primarily 
driven by economic motives (13 incidents) and strongly associated with cybercrime 
incidents (eight incidents). The remaining five cyber incidents caused by cybercrim-
inals, while also driven by economic incentives, resulted in data exposures and system 
intrusions. In these five cyber incidents, the cybercriminals either attempted fraud 
(using acquired or exposed credit card information) or requested ransom in the form 
of bitcoin (due to ransomware attacks).

Another relationship identified was between hacktivists and politically motivated cy-
ber incidents. In total, ten cyber incidents occurred that were driven by political in-
centives. Half of the incidents were caused by hacktivists affiliated with Anonymous, 
a decentralised international activist/hacktivist movement driven by political agen-
das (Mikhaylova, 2014), and the remaining incidents were claimed by the hacktivist 
groups H4ksniper, Team Hack Argentino, World Hacker Team, Team System DZ, 
and Black Team. A final relationship detected in the data was between data exposure 
due to the accidental misconfiguration or disclosure by benevolent individuals (nine 
incidents).

A threat landscape dashboard
Figure 11 summarises the findings of this study in the form of a dashboard con-
structed to enable a bird’s eye view of South Africa’s cyber threat landscape. 

Figure 11: Dashboard visualisation of South Africa’s cyber threat landscape

4. Discussion
South Africa’s perilous cyber threat landscape
In response to the increase in cyber incidents in South Africa, iDefense, an Accen-
ture security intelligence company, investigated notable cyber incidents and trends 
during 2019. iDefense found that several factors were contributing to South Africa’s 
increasingly perilous cyber threat landscape (Mcanyana et al., 2020). Based on the 
findings captured in the iDefense report and the findings from this study, it can be 
concluded that the following elements are negatively impacting South Africa’s cy-
bersecurity and increasing its attack surface: 

Lack of investment in cybersecurity
South Africa, as a country with a developing economy, continually faces insurmount-
able challenges. Investment in cybersecurity practitioners is not always possible, and 
this influences South Africa’s ability to prevent and defend itself against cyberattacks. 
The analysis performed confirmed that the public sector is a prime target for cyber-
attacks, emphasising the need for more investment in cybersecurity in this sector.

Slow development of cybercrime legislation
In general, South Africa has been slow to adopt cybercrime legislation. However, in 
2021, PoPIA came into full effect and the Cybercrimes Bill was also signed into law 
(Act 19 of 2020) (Bhagattjee, Govuza, & Westcott, 2021). Both PoPIA and the Cy-
bercrimes Act should influence the ability to conduct illegal operations. For example, 
disclosure of data breaches, as required by PoPIA, will offer more insight into the 
tactics deployed by such cyberattacks, which can guide the deployment of defensive 
measures in the future. Such insights are of great importance due to the considerable 
increases in cyberattacks causing data leakage in recent years.

Lack of awareness of cyber threats
As the use of technological solutions rises, more South African citizens are exposed 
to cyber threats—confirmed by the increase in cyber incidents witnessed in the past 
decade. Such an increase in cyber incidents, especially incidents causing accidental 
data exposure or compromised websites, shows that South Africans are inexperi-
enced and lack technical alertness when operating in the cyber domain. Such a lack 
of awareness causes South Africans to be ideal targets for cyber attackers. 

Increasing use of IT
Reliance on IT by South Africans increases the cyber threat landscape. Insights 
drawn from the analysis performed revealed that IT systems within the telecommu-
nication sector fell victim to security flaws on several occasions. Such technologies, 
applications, and infrastructure pose a significant risk, especially if used inappropri-
ately (e.g., default configurations or unpatched security weaknesses), with limited 
knowledge, or without the necessary approval (e.g., legacy systems). 
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Cyber attackers taking notice
The continual exposure of South Africa’s vulnerable cyber threat landscape will un-
doubtedly grab the attention of other, more advanced cyber attackers. Based on the 
growth shown in Figure 4, cyber incidents affecting South Africa are expected to in-
crease. While previous cyber attackers primarily targeted the public sector, attackers 
are widening their attack plane to other sectors such as construction, manufacturing, 
and healthcare. South Africa’s cyber threat landscape is, therefore, expected to remain 
diverse and complex. 

Reducing risks in the cyber threat landscape
The factors outlined above show that South Africa is currently positioned, in many 
respects, as an ideal target for cyberattacks. Nevertheless, some steps can be taken to 
reduce the number of risk factors present in South Africa’s cyber threat landscape 
and thus reduce the attack surface:

Adopt a defence-in-depth approach
A military strategy often used in information security, defence in depth, offers a 
multi-layered security approach. The approach relies on the use of various security 
controls strategically placed throughout an IT system. The multiple security controls 
offer redundancy, in case a single security control fails, or a vulnerability is exploited. 
Redundancy is achieved by incorporating physical (e.g., locks and security guards), 
technical (e.g., firewalls and intrusion detection systems), and administrative (e.g., 
policies and procedures) controls.

Promote a security-focused cyber culture
Regular training, education, and user awareness sessions are necessary to promote 
a security-focused cyber culture. Not all employees are cyber-savvy and might be 
unaware of the potential risks associated with their online behaviour in the cyber do-
main. It is, therefore, important to teach employees best practices about cybersecurity, 
as well as the procedures to follow should an attack occur. 

Utilise threat intelligence
Originally only available to well-funded organisations, threat intelligence has be-
come more accessible due to open-source feeds. However, the providers of threat 
intelligence have little to no presence in South Africa. Insights derived from the 
threat intelligence are heavily slanted towards developed countries and might not 
be relevant to the South African context. The Council for Scientific and Industrial 
Research (CSIR) is developing a technological solution that aims to function as the 
primary source for cybersecurity data collection in South Africa (Burke et al., 2021). 
The threat intelligence derived from the collected cybersecurity data sets will have 
a strictly South African focus, offering a valuable source of information to better 
understand threats and anticipate attacks.

Focus on compliance
The first step to ensure protection against cyberattacks is to apply recommended 
standards and best practices (e.g., the NIST Cybersecurity Framework or ISO/IEC 
27001). Furthermore, the development of an appropriate cybersecurity policy, which 
outlines detailed plans, rules, and practices regulating access to an organisation’s sys-
tem and information source, is imperative. Finally, an incident response plan must be 
put in place to ensure employees can respond appropriately should an incident occur.

Collaborate and report
South Africa’s economic challenges can cause cybersecurity to receive less attention 
than required. For example, the public sector—affected by 36% of the cyber incidents 
identified by this study in the period 2010–2020—requires improved cyber defences 
but lacks financial stability. Collaboration, often described as the future of cyber-
security, offers a cost-effective means to share cyber threat information, improve 
preparedness, and overcome cybersecurity skill shortages. The national CSIRT is 
ideally situated to drive collaboration concerning cybersecurity within South Africa. 

Reporting functions can include maintenance of a publicly available cyber threat 
dashboard of the kind provided above in section 3. This kind of visualisation of cyber 
incidents offers an overview of South Africa’s cyber threat landscape and enables 
trend analysis. Such consolidated information can be used to extract intelligence to 
better prepare and defend against potential cyberattacks. It is recommended that a 
dashboard of this sort be established, published via appropriate platforms (e.g., the 
national CSIRT), and regularly updated, to enable all stakeholders in South Africa 
to have insight into the country’s existing cyber threat landscape. 

Be prepared for when, not if
For South African organisations, it is not a question of if a cyberattack will occur, 
but rather a question of when. Organisations must ensure that the required people, 
processes, and technologies are in place to identify, protect, detect, respond to, and 
recover from cyberattacks.

5. Conclusion
The purpose of this study was to investigate South Africa’s current cyber threat 
landscape by reviewing noteworthy cyber incidents that have occurred in the past 
decade. In total, 74 cyber incidents were analysed. As the reliance on IT infrastruc-
ture and internet connectivity increases, South Africa’s potential exposure to cyber 
threats will also continue to rise. As shown by this study, the most common type of 
cyber incident affecting South African organisations in the past decade was found 
to be incidents causing data exposure. The most frequent perpetrators were found to 
be a criminally motivated hackers. And the sector most often targeted was the public 
sector (27 known incidents between 2010 and 2020). 
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The prevalence of cyber incidents can be expected to continue in the coming years. 
South African organisations need to be cognisant of cyber threats and prepare finan-
cially viable defences. However, the inadequate reporting of cyber incidents is cre-
ating a void that limits our understanding of South Africa’s cyber threat landscape. 
Improved collaboration with regard to the collection, analysis, and reporting of cyber 
incidents, guided by appropriate authorities such as the National CSIRT, is required. 

The insights produced by this study, as summarised in the proposed dashboard, offer 
a starting point for collaborative efforts that can enable South African organisations 
to be better prepared and better defended against forthcoming cyberattacks. 
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Abstract	
Information and communication technologies (ICTs), specifically those that are 
digital and interactive, present opportunities for enhanced intermediation between 
actors in Ghana’s agricultural extension system. To understand these opportunities, 
this study investigates the capabilities of ICTs in support of seven forms of interme-
diation in the context of agricultural extension: disseminating (information), retriev-
ing (information), harvesting (information), matching (actors to services), networking 
(among actors), coordinating (actors), and co-creating (among actors). The study iden-
tifies the types of ICTs currently functioning in Ghana’s agricultural system, and 
applies a Delphi-inspired research design to determine the consensus and dissensus 
of researchers, scientists, and practitioners about the potential of these ICTs to sup-
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port each of the seven intermediation capabilities. The findings reveal that experts 
reached consensus that interactive voice response (IVR) technologies currently have 
the highest potential to support disseminating, retrieving, harvesting, and matching. 
Meanwhile, social media messaging (SMM) technologies are currently seen as high-
ly capable of supporting coordinating and, to a lesser extent, co-creating, but no con-
sensus is reached on the potential of any of the technologies to support networking.

Keywords
information and communication technology (ICT), agricultural innovation systems 
(AIS), ICT for agriculture (ICT4ag), agricultural extension, intermediation, inter-
mediation capabilities, Ghana
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1. Introduction
Agricultural productivity growth in Ghana, necessary to bridge the gap between 
potential and actual production of food and cash crops, is partly hampered by the 
prevailing approach to agricultural extension service delivery (Abdulai et al., 2020; 
Bua et al., 2020; McNamara et al., 2014; MOFA, 2007; World Bank, 2017). This 
approach is typified by extension largely focused on knowledge and technology 
transfer to farmers, rather than taking on broader roles (e.g., knowledge brokering, 
facilitating access to credit, and supporting market linkages) and serving a broader 
stakeholder base (Agyekumhene et al., 2018; Munthali et al., 2018). The narrow 
focus of this extension approach is problematic because farmers have multi-faceted 
production needs, and “improving food production […] is not just a matter of in-
dividuals [farmers] receiving messages and adopting the right technologies [from 
scientists/researchers], but has much more to do with altering interdependencies and 
coordination between various actors” (Leeuwis, 2004, p. 18). 

More specifically, the prevailing extension approach fails to adequately coordinate 
the set of organisations2 that support value chain actors3 in emergent problem-solv-
ing (e.g., with respect to climate change impacts), facilitating business linkages be-
tween these actors, and facilitating the integration of scientific and other knowledges 
to produce appropriate knowledge and technology for value chain actors (Abdu-Ra-
heem & Worth, 2016; Asiedu-Darko & Bekoe, 2014; McNamara et al., 2014). These 
drawbacks in the national extension system hamper production (Msuya & Wambura, 
2016; Zwane, 2020). 

Since 1996, statements of national agricultural policy objectives in Ghana have con-
sistently posited that reorganisation and improved coordination in the sector are key 
to agricultural development and climate change adaptation (DAES, 2011; Sigman, 
2015; Sova et al., 2014; World Bank, 2017). Based on this policy direction, proposed 
structural changes in the Ghanaian extension service delivery system have included 
accommodating private extension organisations to meet the high demand for exten-
sion services, value chain-focused interventions, and innovation platforms (Adekunle 
& Fatunbi, 2014; Agyekumhene et al., 2018; McNamara et al., 2014; Van Paassen 
et al., 2013). Thus, the extension ideology has broadened, since the 1990s, to include 
calls not only for top-down, one-size-fits-all approaches (i.e., training and visita-
tion) but also for participatory and bottom-up approaches (e.g., farmer field schools) 
(DAES, 2011; Davis, 2008). The most recent Ghanaian extension framework is an 

2 Research institutions, educational institutions, non-governmental organisations, development 
organisations, other government institutions, credit providers, weather service providers, transporters, 
and private extension service providers.
3  Farmers, input suppliers, processors, exporters, traders, retailers, wholesalers, packaging manufacturers, 
and other manufacturers.
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integrated pluralistic extension system (Abdu-Raheem & Worth, 2016; Sigman, 
2015). This approach envisages strengthened research–extension linkages, broader 
service delivery lines, and a larger number of service providers, with the intention of 
meeting the demand of farmers and other value chain actors for extension services. 

Ghana’s current extension ideology aligns with the agricultural innovation systems 
(AIS) perspective. With a view to fostering innovation in agriculture, the AIS per-
spective focuses on influencing relationships between multiple actors and on the 
conditions (e.g., policies) that affect the actors’ (collective) operations (Klerkx & 
Leeuwis, 2008; Leeuwis, 2004; Swanson & Rajalahti, 2010). According to the AIS 
perspective, the focus on multiple actors’ relationships is necessary because: (1) in-
novation occurs when interaction between diverse stakeholders is increased and 
open, resulting in improved knowledge exchange and access to appropriate knowl-
edge and technology; and (2) innovation requires networking through which actors 
form partnerships that allow them to access business development opportunities and 
engage in collective action to respond to systemic challenges holistically (Koutsouris, 
2012; Swanson & Rajalahti, 2010; World Bank, 2012). 

Extension approaches based on the AIS perspective involve three broad interme-
diary roles: demand articulation, matching demand and supply, and innovation process 
management. Demand articulation involves the engagement of sector stakeholders 
in activities such as joint needs identification, participatory problem diagnosis and 
assessment, and making interdependencies explicit (Klerkx & Gildemacher, 2012). 
Matching demand and supply involves establishing sector contacts and developing 
mutually beneficial relationships—advice, credit, input, and market linkages (How-
ells, 2006). Lastly, innovation process management comprises the creation of discus-
sion and negotiation space for actors to coordinate and jointly mitigate constraints, 
maintain relationships, and engage in knowledge-sharing and integration or co-pro-
duction for continuous innovation (Leeuwis, 2010; Vitos et al., 2013).

Despite Ghana’s national agricultural policy direction transitioning to an AIS-based 
extension approach, barriers still stand in the way of both public and private ex-
tension organisations on the path to facilitating this new direction. These factors 
include financial constraints (e.g., untimely and limited funding), human resource 
constraints (e.g., freezes in hiring staff, limited staff numbers), and skill set-related 
constraints (e.g., limited adaptation on the part of educational institutions to develop 
the facilitation capabilities of extension staff ) (MOFA, 2007; Obeng et al., 2019; 
Sova et al., 2014).

At the same time, Ghana is a key African player in the innovative use of digital 
information and communication technology (ICT) (GSMA, 2019). Digital ICTs 
are now central to most spheres of development (Sein et al., 2019; United Nations, 
2020), as represented by the ICT for development (ICT4D) discipline, which is 
focused on “the application of any entity that processes or communicates digital data 

in order to deliver some part of the international development agenda in a developing 
country” (Heeks, 2017, p. 10). Among the key ICTs and ICT-enabled services har-
nessed for developmental purposes are interactive voice response (IVR), short message 
service (SMS), unstructured supplementary service data (USSD), social media (e.g., 
WhatsApp, Facebook), and document and data management systems (e.g., Open 
Data Kit). Such ICTs and ICT-enabled services present new opportunities for con-
nectivity and information sharing to enhance communication-related service delivery 
(Bell, 2015; Gershon & Bell, 2013). Therefore, these technologies are being explored 
by scientists, researchers, and development practitioners to respond to the limitations 
of classical approaches to extension and interaction in Ghana’s agricultural system 
(Cieslik et al., 2018; Fielke et al., 2020; Gakuru et al., 2009; MEST, n.d.; Qiang et 
al., 2012). 

Currently, there is limited literature assessing the capability of different types of 
ICTs to drive agricultural innovation processes (Fielke et al., 2020; Van Osch & 
Coursaris, 2013). One such rare study presents an assessment by European experts of 
the capability of social media and other web-based platforms to act as drivers of agri-
cultural innovation (Hansen et al., 2014). The study finds that a number of the plat-
forms (particularly social media) have high capacity to support the following specific 
social networking functions that support innovation: discussion (Facebook, NING, 
ERFALAND, and Yammer); networking (Facebook, LinkedIn, and NING); crowd-
sourcing (ResearchGate and Crowdsourcing); cooperation (Yammer, ResearchGate, 
and Wikipedia); and co-production (ResearchGate and Wikipedia). However, the 
aforementioned European-focused study (Hansen et al., 2014) assesses forms of me-
dia that are often not easily accessible in African agricultural contexts, where farmers 
are typically located in rural settings with limited access to the internet and to mo-
bile devices that support internet services (Aker, 2011; Nyamekye, 2020). Thus, the 
opportunities for ICTs presented in the Hansen et al. (2014) study cannot be fully 
leveraged in many African agricultural systems. 
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In this study we seek to address a research gap through the identification of oppor-
tunities for ICTs to support intermediation capabilities relevant to AIS-based exten-
sion service delivery, in an African setting—specifically Ghana. The study identifies 
opportunities through a consensus-building exercise that captures the perspectives of 
scientists and researchers in the fields of communication, innovation, and develop-
ment informatics; and practitioners of ICT for agriculture (ICT4Ag).

2. Conceptual context and analytical framework
In this section we start by discussing bridging mechanisms as an overarching concept 
that incorporates the core concept of this study, which is intermediation capabilities. 
We highlight the possibility of ICTs functioning as bridging mechanisms and, in 
doing so, supporting extension organisations in facilitating AIS-based extension ser-
vice delivery. We also outline the types of intermediation relevant to this facilitation 
process, and the intermediation capabilities that the ICTs may support. We conclude 
the section by stating the research questions.

ICTs functioning as bridging mechanisms
Farmers operate in multi-faceted production environments. Enhancing the perfor-
mance of the Ghanaian agricultural sector, therefore, requires improved information 
(knowledge) flows among agricultural stakeholders and improved business linkages. 
The major stakeholders in the agricultural system are knowledge technology provid-
ers and users. Their interaction and knowledge exchange need to be enhanced, along 
with that of other value chain actors who currently only have loose linkages (Adolwa 
et al., 2017; Asiedu-Darko, 2013; McNamara et al., 2014). The other main actors 
in the system are bridging organisations that are involved in facilitating interaction 
and linkages between stakeholders (Kilelu et al., 2011; World Bank, 2012). Bridging 
organisations are defined by Berkes et al. (2003) as organisations that provide an 
arena for knowledge co-production, trust-building, sense-making, learning, vertical 
and horizontal collaboration, and conflict resolution.

From an innovation systems perspective, bridging organisations are regarded as in-
termediaries, which are “persons or organisations that, from a relatively impartial 
third-party position, purposefully catalyse innovation through bringing together ac-
tors and facilitating their interaction” (Klerkx & Gildemacher, 2012, p. 221). For 
many developing countries, it has been argued that agricultural bridging functions 
are best suited to, and easily assimilated by, public extension organisations, even 

though other organisations (e.g., private extension organisations, non-governmental 
organisations (NGOs), farmer-based organisations, and research institutions) have 
been involved in the role (Kilelu et al., 2011). In the case of Ghana, for extension 
organisations to assimilate the bridging role in line with the AIS-based approach 
(Abdu-Raheem & Worth, 2016; Sigman, 2015), they “are required to expand their 
role from that of a one-to-one intermediary between research and farmers” to that 
which “creates many-to-many relationships to facilitate access to knowledge, skills, 
services, and goods from a wide range of organisations” (Kilelu et al., 2011, p. 89).

However, various other actors in agricultural systems can also take on bridging func-
tions. These include sector-focused networks, trade associations, special government 
programmes, consultants, input suppliers, and, with direct relevance to this study, 
ICTs (Kilelu et al., 2011; Klerkx & Gildemacher, 2012). ICTs can serve as bridging 
mechanisms (Hansen et al., 2014; World Bank, 2012), and can be leveraged by ex-
tension organisations and other extension actors in support of functioning better as 
bridging organisations and engaging in AIS-based extension service delivery.

Intermediation
Hansen et al. (2014) assess the ability of social media and other ICT-enabled tools 
to drive agricultural innovation based on six “social network functions”: networking, 
cooperating, co-producing, crowdsourcing, discussing, and engaging. Using this frame-
work, Hansen et al. (2014) engaged innovation systems experts to assess the extent to 
which different forms of social media and other web-based platforms (e.g., YouTube, 
ResearchGate, LinkedIn, Facebook, Twitter) support particular networking func-
tions that may facilitate collaboration for sharing ideas and for mobilising knowledge 
and resources circulating in other arenas (Granovetter, 1973; Kaushik et al., 2018).

In the African context, ICTs have been found to facilitate aspects of AIS-based ex-
tension service delivery by enabling multiple actors to network and engage in joint 
needs identification, knowledge-sharing, and problem-solving to meet information 
needs in farming systems (Ajani, 2014; Fabregas et al., 2019; Munthali et al., 2018). 
Mobile applications have, for example, been recognised for their ability to improve 
value chain linkages (Ajani, 2014; Zwane, 2020), to build timely monitoring systems 
(e.g., with geo-referenced data) on environmental issues and production, and to pro-
vide timely advice to enable farmers to respond to farming challenges (Gbangou et 
al., 2020; McCole et al., 2014).
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That said, it is important to note that, in general, most studies of the role of ICTs in 
agricultural extension focus on the use of specific ICT tools (typically mobile apps) 
to provide market, technical, and weather information to farmers, rather than on 
ICTs’ impact, or potential impact, on the provision of AIS-based extension (Aker et 
al., 2016; Misaki et al., 2018). Furthermore, despite ICTs falling within the typology 
of intermediaries that can facilitate interaction and linkages between AIS actors to 
foster innovation, most studies of innovation intermediaries focus on the functioning 
and influence of other types of intermediaries, e.g., consultants targeting individual 
farmers and small and medium-sized enterprises (SMEs) in the agri-food sector; 
consultants targeting farmer collectives and agri-food SMEs; peer network brokers; 
education brokers; systemic intermediaries; and research councils (Kilelu et al., 2011; 
Kivimaa et al., 2019; Winch et al., 2007). Therefore, existing literature does not clar-
ify which ICTs among those available in Ghana or other African countries are most 
capable of supporting the specific types of intermediation required to facilitate AIS-
based extension service delivery activities in these contexts. Additionally, there has 
been little consideration of how experts, from the academically oriented to the more 
location-specific and practice-oriented, look at the potential of various kinds of ICTs 
to augment extension service delivery.

To address these knowledge gaps, our study explored the views of communication 
and innovation scientists, development informatics researchers, and ICT4Ag prac-
titioners on the current opportunities for ICTs to enhance intermediation functions 
within agricultural extension service delivery in Ghana. 

Analytical framework: Intermediation capabilities
The framework we deployed in the study builds on the aforementioned social net-
work functions framework of Hansen et al. (2014). Our framework modifies the 
Hansen et al. (2014) networking functions—engagement, discussion, crowdsourcing, 
networking, co-production and cooperation—by:

•	 merging three overlapping functions (engagement, discussion, cooperation) 
into two broader functions (coordinating and co-creating); and

•	 including additional functions (harvesting, matching, coordinating) relevant to 
facilitating AIS-based extension delivery. 

Overall, we broaden the work of Hansen et al. (2014) to reflect network-
ing as well as communication functions relevant to facilitating AIS-based 
extension service delivery, and we refer to these functions collectively as 

intermediation capabilities. The seven intermediation capabilities in our frame-
work—disseminating (information), retrieving (information), harvesting (information), 
matching (actors to services), networking (among actors), coordinating (actors), and co-cre-
ating (among actors)—are detailed below in Table 1.

Table 1: Intermediation capabilities
Intermediation 

capability Description

Disseminating 
(information)

Enabling content to be spread widely, alerting or attracting the interest 
of or raising the awareness of a large group of geographically dispersed 
actors

Retrieving 
(information)

Enabling actors to retrieve information (e.g., price, weather) from a 
central database or to retrieve documents out of a central repository

Harvesting 
(information)

Enabling the gathering of feedback, ideas, and opinions through the 
contributions of a large group of geographically dispersed actors e.g., 
crowdsourcing or polling

Matching 
(actors to services)

Enabling supply and demand linkages – actors are able to query, 
consult, or search information systems and connect to advice or services 

Networking
(among actors)

Enabling contact between actors so that they make direct connections 
and are able to interact to form new (business) relationships or reinforce 
existing relationships

Coordinating
(actors)

Facilitating virtual multi-actor engagement4 to provide open and live 
communication channels that enable discussion for coordinated action 
e.g., acting together towards a common purpose or engaging in joint 
problem-solving

Co-creating
(among actors)

Facilitating a common working space for multiple actors to combine 
and contribute contextual knowledge or information, and engage in 
document sharing and information storage towards a tangible output

Source: Adapted from Hansen et al. (2014), with insights from Leeuwis (2004) and Howells (2006)

Taking the intermediation capabilities listed in Table 2 as a reference, this study 
sought to answer the following research questions:

•	 How do experts assess the extent to which different ICTs support specific 
intermediation capabilities?

•	 What type of consensus or dissensus do experts reach over which ICTs can 
support which specific intermediation capabilities?

•	 What factors are contributing to consensus and dissensus among experts 
about which ICTs can support which specific intermediation capabilities?

4  Multi-actor engagement in this study refers to virtually connecting and placing more than one actor 
in a virtual “room” and around a virtual “table” where they can engage in, or take advantage of, one-
to-many and many-to-many communication (i.e., have a back-and-forth exchange/interaction).
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3. Methods
In this section, we report on the scoping exercise that was conducted to identify the 
ICTs currently being used in the Ghanaian agricultural system. The outcomes of this 
scoping study provided the basis for engagement with experts on their views. The 
section also explains the set-up of the Delphi-inspired study, which was designed to 
establish experts’ consensus and dissensus with respect to the intermediation capabil-
ities of the different types of ICTs that were identified through the scoping exercise.

Scoping exercise
We reviewed ICT4Ag literature on Ghana, and engaged with organisations rolling 
out ICT initiatives discovered in the literature, in order to identify the ICTs being 
used in the Ghanaian agricultural system (Aker et al., 2016; Gakuru et al., 2009; 
Qiang et al., 2012; World Bank, 2014). Through these scoping activities we devel-
oped an inventory of ICT4Ag platforms (see Appendix). We then examined the 
inventory and were able to identify nine different types of ICTs in use (see Table 2).

Table 2: Types of ICTs identified in Ghana’s agricultural system

Type Interface Data
format

Comm-
unication

Mobile
device needed

Minimum
network 
needed

short 
message 
service
(SMS)

SMS
pull

SMS request 
typing text one-to-one any phone 2G

SMS
push

SMS based 
reading text one-to-many any phone 2G

interactive 
voice 

response 
(IVR)

IVR 
inbound

request-
based talking 
and listening

audio one-to-one any phone 2G

IVR 
outbound

request-
based talking 
and listening

audio one-to-many any phone 2G

unstructured 
supplementary service data 

(USSD)

request-
based typing 
and reading

text one-to-one any phone 2G

social media messaging 
(SMM)

request-
based typing 
and reading

text, audio, 
pictorial, 

video
one-to-many smart phone 4G

data management 
(DaM)

data 
gathering

text, audio, 
pictorial, 

global 
navigation 

satellite 
system 

(GNSS)

one-to-one or 
one-to-many smart phone 4G

document management 
(DoM)

document 
sharing

text, audio, 
pictorial, 

video, 
GNSS

one-to-many smart phone 4G

spatial
(Spa) mapping GNSS one-to-one or 

one-to-many smart phone 4G

Delphi-inspired expert consensus-building study
Building on the scoping study, we developed an expert consensus-building method 
that was inspired by the Delphi study approach. A Delphi study is defined as “a 
method for systematic solicitation for judgements on a particular topic through a set 
of carefully designed sequential questionnaires interspersed with summarised infor-
mation and feedback of opinions derived from earlier responses” (Chu & Hwang, 
2008, p. 2828). It involves a “group facilitation technique, which is an iterative mul-
tistage process, designed to transform opinion into group consensus” (Hasson et al., 
2000, p. 1) among experts (Benitez-Capistros et al., 2014). Benitez-Capistros et al. 
(2014) define an expert as a person who is competent as an authority on particular 
facts. 

The content validity of the Delphi is enhanced by avoidance of data collection in 
a group setting where more dominant actors’ opinions may be captured (Hasson 
et al., 2000). Furthermore, Delphi data collection involves more than one round of 
questioning, which increases concurrent validity of the method (Hasson et al., 2000), 
and because consensus-building is the objective of the Delphi approach, the number 
of these rounds is undefined and dependent on when consensus emerges or increas-
es among participants (Benitez-Capistros et al., 2014). According to Hasson et al. 
(2000) and Doria et al. (2009), acceptable majorities in a Delphi-derived consensus 
can range from a basic majority (50–59%) to a low (60–69%), medium (70–79%) or 
high (≥ 80%) majority.

There are variations in the set-up of Delphi studies (Allen et al., 2019; Chu & 
Hwang, 2008). Our Delphi-inspired expert consensus-building method involved 
two rounds, and for each round the expert panel composition varied to fit a particu-
lar purpose (see Figure 1).

Figure 1: Summary of expert consensus-building method
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First round: Honeycomb evaluation by internal panel of experts
The first round involved a small internal panel composed of the research team: four 
experts in the domain of communication and innovation science. The experts each 
individually engaged in a honeycomb evaluation to assess the intermediation capa-
bilities of the various ICTs (see example in Figure 2) and ranked the different ICTs 
in relation to the seven intermediation capabilities in our framework. The ranking 
was based on a Likert scale ranging from “0” (no capability to support) to “5” (strong 
capability to support). Based on the individual honeycomb evaluations, we calculated 
the average rank assigned by the experts to each type of technology for each type of 
intermediation capability.

Figure 2: Example of honeycomb evaluation output (for “SMS push technology”)

The aggregated and averaged results of the four internal experts’ honeycomb eval-
uations were then presented to the entire internal panel to facilitate a convergence 
forum. The convergence forum gave the experts the opportunity to reflect on the ag-
gregated results in relation to their individual responses, discuss areas of divergence, 
and ultimately reach agreement on the indicative intermediation capabilities of the 
different ICTs. The forum also enabled the experts to identify the significant results 
of the honeycomb evaluation from which 16 propositions were developed for the 
second round of the expert consensus-building method.

Second round: Online survey of 11 external experts
In the second round, the 16 propositions were packaged into a questionnaire for-
mat, using a five-point Likert scale that ranged from “1” (strongly disagree) to “5” 
(strongly agree). The questionnaire was presented to a broader expert panel made up 
of Ghana-focused development informatics researchers and ICT4Ag practitioners. 

Potential respondents were identified from a list of invitees to a workshop convened 
in Accra, Ghana by the Environmental Virtual Observatories for Connective Action 
(EVOCA) research programme in April 2019, which targeted Ghanaian agricultur-
al stakeholders. Additional researchers and practitioners were identified as poten-
tial respondents through a search in the SCOPUS abstract and citation database of 
peer-reviewed research literature. The search was composed of two steps: (1) a search 
using the function “(mobile technology or ICT) AND (extension or agriculture) 
AND (Ghana)”; and (2) screening the articles captured in the search to establish 
whether they were on topic and, where applicable, to identify authors who could be 
invited to participate in the survey. 

In total, 22 potential respondents—13 researchers and nine ICT4Ag practitioners—
were identified and sent an email invitation to engage in the study by completing the 
online questionnaire, which was administered via the web-based platform Google 
Forms. Of the invitees, 11 (five researchers and six practitioners—see Table 3) re-
sponded to the questionnaire during the two-week period given for responses.

Table 3: Eleven respondents
Respondent’s 
organisation

Respondent’s 
 designation

Researchers
Centre for Agriculture and Bioscience International, 

Ghana junior researcher/project manager

University for Development Studies, Ghana lecturer
Wageningen University, The Netherlands PhD researcher (Ghana-focused)

Council for Scientific and Industrial Research, Ghana junior researcher
Kumasi Institute of Technology Energy and 

Environment, Ghana senior researcher

Practitioners
Esoko, Ghana senior manager

Grameen Foundation, Ghana senior manager
Farm Radio International, Ghana middle manager

Maclear Technology, Ghana senior technical advisor
Ministry of Food and Agriculture, Ghana district agricultural officer

Ministry of Food and Agriculture, Ghana senior manager, extension 
directorate
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For round two, the descriptive statistics analysed for each proposition included the 
mean (qi), the median (Q2), and the frequency of ranking for each point on the 
Likert scale. Based on these statistics, we determined whether there was positive 
consensus (agreement) or negative consensus (disagreement) about a proposition, 
or whether there was dissensus (varied ranking or polarisation) about a proposition. 
We considered three criteria to determine whether consensus was reached and to 
determine the direction of the consensus for each proposition (Table 4). These cri-
teria were (1) the position of the mean on the Likert scale (Chu & Hwang, 2008); 
(2) the position of the mean in relation to the median in the data distribution (Chu 
& Hwang, 2008); and (3) the significance of the percentage of participants ranking 
a proposition on the Likert scale, ranging from low to medium to high to very high 
(Doria et al., 2009; Hasson et al., 2000).

Table 4: Criteria determining consensus over a proposition
Rule Positive consensus Dissensus Negative consensus

1 Position of mean 
on Likert scale

qi > 3.5 2.5 > qi < 3.5 qi < 2.5

2 Position of mean 
in relation to 

median of data 
distribution

qi < Q2,
indicating there 
is a right-skewed 

distribution

Q2 < qi < Q3,
indicating there 

is a normal 
distribution

qi > Q2,
indicating there 
is a left-skewed 

distribution

3 Position of 
majority ranking 
on Likert scale

very high consensus: 
≥80% agree;

high consensus: 
70–79% agree; 

medium consensus:
60–69% agree

low consensus: 
50–59% 

dis(agree) or
 <60% dis(agree)

very high consensus: 
≥80% disagree;
high consensus:

70–79% disagree; 
 medium consensus: 

60–69% disagree

4. Findings
First round of consensus-building
The first round of the expert consensus-building, with the four-person internal pan-
el of experts, collated views on the intermediation capability (high to low) of each 
ICT identified in the Ghanaian agricultural system (see Figure 3). In terms of the 
ICTs with a high capability to support intermediation capabilities (ranking > 3), the 
aggregated results of the honeycomb evaluation show that interactive voice response 
(IVR) outbound technologies were viewed as having very high capability to support 
disseminating, and IVR inbound technologies were viewed as having high capability 
to support retrieving. In addition, short message service (SMS) push technologies 
were seen as having a high capability to support disseminating, and unstructured 
supplementary service data (USSD) technologies were viewed as having a high capa-
bility to support retrieving and matching. Furthermore, the aggregated results showed 
that social media messaging (SMM) technologies had a high capability to support 
harvesting and coordinating, and an intermediate capability to support all the other 
intermediation capabilities, excluding networking.

Focus group discussion
In addition to the expert consensus-building method, a focus group discussion was 
conducted to establish factors contributing to (positive or negative) consensus and 
dissensus (varying views or polarisation) over the propositions. The focus group dis-
cussion took place during the EVOCA programme’s Ghana workshop. The work-
shop attracted 19 participants and, as part of the workshop proceedings, the partic-
ipants were selectively split into four working groups that each comprised all the 
categories of participants present at the event (mainly various kinds of technology 
users). One of the working groups comprised five workshop participants who took 
part in the focus group: two public extension staff members, two ICT-based NGO 
representatives, and a small-scale farmer. We presented the aggregated questionnaire 
results to the focus group, and they reflected on the results and engaged in an open 
discussion on whether or not they agreed with them in general, and why. The discus-
sion was recorded to facilitate thematic analysis of the plausible factors contributing 
to consensus and dissensus on the propositions.

AJIC 28 - 7-Dec-21 - 11h55.indd   14-15AJIC 28 - 7-Dec-21 - 11h55.indd   14-15 12/8/2021   12:39:06 PM12/8/2021   12:39:06 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     16        17

 Munthali et al. Intermediation Capabilities of ICTs in Ghana’s Agricultural Extension Delivery

With respect to technologies found to have a low capability to support specific 
intermediation capabilities (ranking < 3), the panel of internal experts reached 
consensus that spatial (Spa) technologies generally had a low capability to support 
all the intermediation capabilities. The panel also reached consensus that SMS pull 
technologies, data management (DaM) technologies, and document management 
(DoM) technologies also did not rank highly (ranking > 3) in terms of their capability 
to support any intermediation. The assessment also found that all ICTs had a low 
capability to support networking.

Second round of consensus-building
Based on the aggregated results of the first round of consensus-building, the four-
person internal expert panel developed a number of propositions, 16 of which (see 
Table 5) were used to develop the online survey questionnaire for the second round. 

Figure 3: First round of consensus-building: Aggregated results of honeycomb evaluation 
(nine honeycomb images)
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Table 5: The 16 propositions (P1 to P16) used in second round of consensus-building
Intermediation 

capability Proposition

Disseminating 
(information) 

P1 At present, among all the ICTs identified, IVR outbound technologies have 
the highest capability for disseminating information to rural farmers.

P2 At present IVR outbound technologies have higher capability than SMS 
push technologies for disseminating information to rural farmers.

P3 SMM technologies have high potential to facilitate disseminating 
information to rural farmers in the next 10 years.

Harvesting 
(information)

P4 At present, among all the ICTs identified, IVR inbound technologies have 
the highest capability for harvesting information from rural farmers.

P5 At present IVR inbound technologies have higher capability than USSD 
technologies for harvesting information from rural farmers.

P6 SMM technologies have higher potential than IVR inbound technologies 
for harvesting information from rural farmers in the next 10 years.

Retrieving 
(information) 

P7 At present, among all the ICTs identified, IVR inbound technologies have 
the highest capability for allowing rural farmers to retrieve information.

P8 At present USSD technologies have the highest capability for rural farmers 
to retrieve information than the other types of technologies.

P9 SMM technologies have high potential for rural farmers to retrieve 
information in the next 10 years

Matching (actors 
to services)

P10 At present, among all the ICTs identified, USSD technologies have the 
highest capability to match rural farmers to services.

P11 At present IVR inbound technologies have higher capability than USSD 
technologies to match rural farmers to services.

Networking 
(among actors)

P12 At present all the technologies identified have low capability to facilitate 
networking between rural farmers and other agricultural stakeholders.

P13 SMM technologies have high potential to facilitate networking between 
rural farmers and other agricultural stakeholders in the next 10 years.

Coordinating 
(actors) P14

At present, among all the ICTs identified, SMM technologies have the 
highest capability to facilitate coordination between rural farmers and other 
agricultural stakeholders.

Co-creating
(among actors)

P15 At present SMM technologies have intermediate capability to facilitate co-
creating among rural farmers and other agricultural stakeholders.

P16 SMM technologies have high potential to facilitate co-creating among rural 
farmers and other agricultural stakeholders in the next 10 years.

The propositions were also developed within a specific context to aid the panel of 
external experts in assessing which ICTs were likely to be best suited to facilitate cer-
tain communication and networking functions in extension activities. The internal 
panel (more academic-oriented), therefore, required the external panel of respond-
ents (more Ghana-specific and practice-oriented) to envision themselves as district 
extension staff tasked by the “Ministry of Agriculture – Headquarters” to qualify or 
disqualify the preliminary assessment of the current capability and future potential of 
specific ICTs to improve extension service delivery involving rural farmers.

Experts’ consensus on propositions
The results of round two showed that seven of the 16 propositions presented to the 
external experts were marked by positive consensus (Table 6). Additionally, the ques-

tionnaire results showed that there was no negative consensus among the external 
experts about any of the propositions.

Table 6: Propositions associated with positive consensus

Type of 
ICT Proposition

Criteria for positive consensus
Crit. 1 Crit.  2 Crit. 3

qi > 3.5 qi < Q2 (strongly)
 Agree

%

IVR
inbound

P4

At present, [...] IVR inbound 
technologies have the highest 
capability for harvesting 
information from rural farmers.

3.55 > 3.5 3.55 < 4 63.64

P7

At present, [...] IVR inbound 
technologies have the highest 
capability for rural farmers to 
retrieve information.

3.73 > 3.5 3.73 < 4 72.73

P11

At present IVR inbound 
technologies have higher capability 
than USSD technologies to match 
rural farmers to services.

3.73 > 3.5 37.3 < 4 81.82

IVR 
outbound

P1

At present, [...] IVR outbound 
technologies have the highest 
capability for disseminating 
information to rural farmers.

3.64 > 3.5 3.64 < 4 72.73

P2

At present IVR outbound 
technologies have higher capability 
than SMS push technologies for 
disseminating information to rural 
farmers

3.73 > 3.5 3.73 < 4 72.73

SMM

P14

At present, [...] SMM technologies 
have the highest capability to 
facilitate coordination between 
rural farmers and other agricultural 
stakeholders.

3.82 > 3.5 3.82 < 4 72.73

P15

At present SMM technologies have 
intermediate capability to facilitate 
co-creating among rural farmers 
and other agricultural stakeholders.

3.82 > 3.5 3.82 < 4 90.91

Abbreviations: qi = mean; Q2 = median

As seen in Table 6, there was positive consensus among the experts that:
•	 IVR inbound technologies currently have the highest capability for har-

vesting information from farmers (P4), for supporting farmers in retrieving 
information (P7), and for matching farmers with advice and services (P11);

•	 IVR outbound technologies currently have the highest capability for dissem-
inating information to farmers (P1); and

•	 SMM technologies currently have the highest capability to support coordi-
nating between agricultural stakeholders (P14) including farmers, and inter-
mediate-level capability to facilitate co-creating by these stakeholders (P15).
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Experts’ dissensus over propositions
The experts did not reach consensus on nine of the 16 propositions (Table 7). This 
dissensus was determined on the basis that the propositions failed to meet all three 
of the consensus criteria outlined earlier. 

Table 7: Propositions associated with dissensus

Type of 
ICT Proposition

Criteria for dissensus
Crit. 

1 Crit. 2 Crit. 3 

2.5 > 
qi < 
3.5

Q2 
< qi

qi < 
Q3

(strongly)
Disagree

%
Neutral

%
(strongly) 

Agree
%

IVR 
inbound P5

At present IVR inbound 
technologies have higher 
capability than USSD 
technologies for harvesting 
information from rural 
farmers.

2.5 > 
3.36 < 

3.5

4 > 
3.36

3.36 
< 4

18.18 27.27 54.55

USSD

P8

At present, [...] USSD 
technologies have the 
highest capability for rural 
farmers to retrieve infor-
mation.

2.5 > 
2.73 < 

3.5

2 < 
2.73

2.73 
< 4

54.55 9.09 36.36

P10
At present, [...] , USSD 
technologies have the 
highest capability to match 
rural farmers to services.

2.5 > 
2.73 < 

3.5

2 < 
2.73

2.73 
< 4

54.55 9.09 36.36

SMM

P3

SMM technologies have 
high potential to facilitate 
the dissemination of infor-
mation to rural farmers in 
the next 10 years.

2.5 > 3 
< 3.5

3 > 
3.00

3.00 
< 

3.5

36.36 36.36 27.27

P6

SMM technologies have 
higher potential than IVR 
inbound technologies for 
harvesting information 
from rural farmers in the 
next 10 years.

2.5 > 
3.18 < 

3.5

3 < 
3.18

3.18 
< 4

18.18 36.36 45.45

P9

SMM technologies have 
high potential for rural 
farmers to retrieve in-
formation in the next 10 
years.

2.5 > 
3.18 < 

3.5

4 > 
3.18

3.18 
< 4

36.36 9.09 54.55

P13

SMM technologies have 
high potential to facilitate 
networking between rural 
farmers and other agricul-
tural stakeholders in the 
next 10 years.

2.5 > 
3.27 < 

3.5

3 < 
3.27

3.27 
< 4

36.36 18.18 45.45

P16

SMM technologies have 
high potential to facilitate 
co-creating among rural 
farmers and other agricul-
tural stakeholders in the 
next 10 years.

2.5 > 
3.55 > 

3.5

4 > 
3.55

3.55 
< 4

18.18 27.27 54.55

All P12

At present all the tech-
nologies identified have 
low capability to facilitate 
networking between rural 
farmers and other agricul-
tural stakeholders.

2.5 > 
2.55 < 

3.5 

2 < 
2.73

2.55 
< 4

54.55 0.00 45.45

Abbreviations: qi: mean; Q2: median; Q3: “middle” value in the second half of the rank-ordered data

Specifically, as seen in Table 7, it was found that experts had varied views on:
•	 whether IVR inbound technologies currently have a higher capability than 

USSD technologies to facilitate the harvesting of information from rural 
farmers (P5);

•	 the current capability of USSD technologies to facilitate retrieving of in-
formation by rural farmers (P8), or to facilitate matching of farmers with 
agricultural services (P10);

•	 the current capability of all the technologies identified to support networking 
between rural farmers and other agricultural stakeholders (P12);

•	 the future potential of SMM technologies to facilitate disseminating, har-
vesting and retrieving information targeted at or involving farmers (P3, P6, 
P9); and

•	 the future potential of SMM technologies to support networking and co-cre-
ating between agricultural stakeholders (P13, P16).

Focus group f indings: Factors contributing to consensus and dissensus
Consensus on high capabilities of IVR technology
The focus group discussion revealed two factors contributing to the external experts’ 
consensus on the high intermediation capabilities of IVR inbound and outbound 
technologies at present, as described above. One factor was that IVR technologies 
operate on basic and feature mobile phones (i.e., non-smart phones) that are acces-
sible to rural Ghanaian farmers. The other factor was that IVR technologies, un-
like SMS or USSD technologies, generate audio as opposed to textual content. This 
makes them more compatible with the generally low literacy levels of the farmers. In 
the words of one focus group participant: 

At the moment, IVR is known widely and used because it is programmed 
in a language that the end user understands. It does not involve text mes-
sages and is available on any kind of phone.

Consensus and dissensus on capabilities of SMM technology
The focus group also established the reasons behind experts’ consensus on certain 
intermediation capabilities of SMM technologies and dissensus on other SMM ca-
pabilities. The consensus on the high capability of SMM technologies to support co-
ordinating between agricultural stakeholders, at present, was found in the focus group 
to be a result of the view that SMM technologies facilitate, to a greater extent than 
other ICTs, rapid and easy interaction and feedback. Another reason for the consen-
sus on the high capability of SMM for coordinating, at present, was the assumption 
that most coordination functions involve service providers (e.g., extension agents) 
working together with lead farmers, i.e., with lead farmers who, because they have 
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higher literacy levels and greater financial means than the average farmers, are likely 
to have access to the smartphones necessary for the use of SMM technologies. Ac-
cording to a focus group participant: 

Social media applications are the medium of swift information exchange 
and facilitation at the moment. […] because of the infiltration of cheap-
er smartphones [...] most lead farmers have this platform [WhatsApp], 
which makes them easily organise meetings, and solicit for assistance and 
information from each [agricultural] actor when need be. 

Meanwhile, the consensus on SMM technologies’ current capability to support 
co-creating was that the capability is only at an intermediate level. On this point, it 
was found in the focus group that the experts took into consideration that many rural 
farmers currently lack access to smartphones that support the use of SMM technolo-
gies, and also that the generally low levels of literacy of farmers affects their ability to 
engage intensively with or on SMM technologies. In relation to these challenges with 
farmers taking advantage of SMM technologies, some experts pointed to alternative 
communication mechanisms, such as face-to-face meetings, being more appropriate 
than SMM, at present, for facilitating co-creation involving rural Ghanaian farmers.

Moving to the factors contributing to the dissensus regarding the future intermedi-
ation capabilities of SMM in disseminating, retrieving, and harvesting information, 
the variation in views was found in the focus group to be due to different levels 
of optimism among the focus group participants on rural farmers’ future access to 
smartphones and the farmers’ future literacy levels. The more optimistic respondents 
were confident in farmers’ increased access to smartphones and increased literacy 
over the next 10 years. Representing the optimistic view, one focus group participant 
argued as follows:

 [...] but it [the situation] is not static. Maybe in 10 years the youth will 
become more active farmers and be more inclined to use WhatsApp.

However, pessimistic views were also expressed. For example, one focus group re-
spondent stated: 

[...] right now it has been tagged that you [farmers] need a lot of money 
to get a smartphone, let alone the [poor] internet connectivity within rural 
areas. 

Another focus group participant added an additional pessimistic view: 

I am not even looking at the costs of [mobile data] bundles. Let’s look at 
how old the active rural farmers will be and what their educational level 
will be. When you talk about the farmers now, most of them are within the 
range of 30–35 and they will be 40–50 in the next 10 years. In the next 10 
years we will be dealing with the same crop of farmers. Therefore, I do not 
expect to see significant changes in relation to their adoption of such new 
technology [SMM technologies]. 

5. Discussion and conclusion
The starting point of this study was that ICTs have the capacity to respond to in-
formation- and interaction-related needs in Ghana’s agricultural extension service 
delivery. Through the inputs of a total of 15 varied experts in two rounds, we assessed 
the capability of nine types of ICTs operating in Ghana to support specific com-
munication and networking functions (intermediation capabilities) that are required 
to facilitate AIS-based extension service delivery. In this section we highlight the 
results, specifically instances of positive consensus and of dissensus, in experts’ views 
on the intermediation capabilities of the ICTs identified, and discuss these instances 
with reference to the reasoning provided by the focus group participants and in the 
context of existing literature. Based on this analysis and discussion we point out 
opportunities for specific ICTs to support certain communication and networking 
functions that are required to facilitate AIS-based extension service delivery, as well 
as alternative scenarios. Finally, this section reflects on the validity of the Delphi-in-
spired research design and highlights potential areas for future research.

Positive consensus over technologies’ intermediation capabilities
Below we discuss and identify opportunities for IVR and SMM technologies to 
support intermediation. 

IVR technologies
The results show that experts reached positive consensus on the high capability of 
IVR technologies to support disseminating, retrieving, and harvesting information,  
at present, and to support matching actors to services targeted at rural farmers, also 
at present. These findings are congruent with previous research pointing to IVR 
technology having great potential to reach farmers directly (Dittoh et al., 2013; Mc-
Namara et al., 2014). It is clear that many scientists, researchers, and practitioners 
view IVR technologies as being appropriate for supporting these specific commu-
nication functions involving rural communities. This is largely because, as found in 
our focus group discussion and also as argued in the literature, these technologies 
are audio-based and thus fit rural farmers’ literacy levels, and these technologies are 
supported by the low-cost basic and feature mobile phones that most rural farmers 
can readily access (Aker et al., 2016; Dittoh et al., 2013; Schmidt et al., 2010). 
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SMM technologies 
We also found that there was positive consensus among experts on the high capabil-
ities of SMM technologies to support coordinating between farmers and other agri-
cultural actors at present. Therefore, in this case, it is also clear that various experts, 
including Fabregas et al. (2019), see opportunities for SMM technologies to support 
the coordination of activities involving farmers and other agricultural actors. Fur-
thermore, according to the focus group and other studies, the consensus reported is 
due to SMM technologies enabling speedy information dissemination and immedi-
ate feedback (Bennett & Segerberg, 2012; Munthali et al., 2018; Stevens et al., 2016). 

However, despite the full spectrum of SMM technologies’ features, the study found 
that these technologies only have the potential to support a certain type of coordi-
nating—not as defined in Table 2.  The focus group reported that SMM technol-
ogies tended to be used by lead farmers to interact with agricultural stakeholders 
(other than farmers) on a one-on-one basis. Specifically, focus group participants 
indicated that lead farmers use SMM technologies for speedy one-to-one communi-
cation with these other agricultural stakeholders to support aspects of coordination 
(e.g., organising meetings)—as Martin and Hall (2011) also report—as opposed to 
using the technologies to facilitate many-to-many communication to support, for 
instance, multi-actor (stakeholder) knowledge exchange and joint problem-solving. 
The SMM technologies were not cited as having the potential to facilitate virtual, 
multi-actor open and live communication for coordinated action to solve emerging 
problem. Thus, there are indications that the possibilities of leveraging SMM tech-
nologies’ ability to facilitate multi-actor discursive spaces are currently limited in 
Ghana’s extension practice. 

Last, various experts were of the collective view that at present SMM technologies 
have only intermediate capabilities to support co-creating involving rural farmers and 
other agricultural stakeholders. Thus, the experts saw SMM technology as currently 
having neither high nor low capability to support the co-creating function, which re-
quires multi-actor engagement and many-to-many communication. The focus group 
participants provided insights into factors contributing to this survey outcome. Cer-
tain focus group discussants were optimistic about farmers’ educational levels and 
smartphone access increasing in the near future, thus allowing farmers to engage 
with SMM technologies that have the technical capacity to support engagement and 
communication for co-creating. Other focus group participants held a pessimistic 
view on the matter. 

Dissensus over technologies’ intermediation capabilities
Experts did not reach positive or negative consensus on a number of propositions. 
They had a mix of positive, neutral, and negative views on these propositions. We 
now discuss and identify these instances of dissensus in relation to intermediation via 
IVR, USSD, and SMM technologies.

IVR technologies 
There was dissensus among the experts in our study on whether IVR inbound tech-
nologies have a higher capability than USSD technologies to support harvesting, 
at present. At the same time, and as already mentioned, there was positive consen-
sus among the experts that IVR inbound technologies have the highest capability, 
among all the technologies identified (including USSD), to support this communi-
cation function. A plausible explanation for these inconsistent findings is that experts 
judged IVR inbound and USSD technologies, comparatively, as possessing equal 
technical abilities to support harvesting, but when explicitly asked which technology 
had the highest potential to retrieve information directly from farmers in the Ghana-
ian context, they identified IVR inbound technologies. Moreover, the existing liter-
ature, the analysis in the previous section on positive consensus, and the focus group 
inputs all point to a finding that IVR inbound technologies are best suited to support 
direct harvesting of information from Ghanaian rural farmers as these technologies 
support audio content and operate on basic mobile phones (Aker et al., 2016).

USSD technologies
We found that there was no consensus among experts regarding USSD technologies’ 
capability, at present, to support farmers in retrieving information or matching actors 
(farmers) to services over other ICTs. This dissensus was based on the competing 
pessimistic and optimistic views of experts on farmers’ literacy levels. Meanwhile, 
the focus group and the literature point to IVR technologies having higher capacity 
to support these communication functions in comparison to other technologies. For 
example, Perrier et al. (2015) state that IVR technology is better-suited than USSD 
to reach literacy-constrained audiences.

SMM technologies
There was also dissensus among experts on the future potential of SMM technol-
ogies to support disseminating, harvesting, and retrieving targeted at rural farmers, 
or networking and co-creating involving rural farmers and other agricultural stake-
holders. This outcome could be attributed to the competing and diverging views of 
experts, as already mentioned above, on the future dynamics of farmers' access to, and 
use of, the mobile smartphones that support these technologies.
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For the networking function specifically, the findings above related to SMM tech-
nologies—and the dissensus found on the propostion that all the technologies iden-
tified have low capability to support networking at present—lead to the conclusion 
that it is unclear which ICTs are best suited to support the function. 

Unlike the aforementioned findings on experts’ views on the possibility of leveraging 
SMM technologies to support networking in the Ghanaian context, the Hansen 
study (Hansen et al., 2014) found that social media currently has high potential, in 
the European context, to support networking and co-creating. The difference be-
tween the Hansen at al. (2014) findings and those of this study point to two issues 
that require consideration. The first issue is that the findings of the European-fo-
cused study could largely be influenced by the context—a context in which farmers 
have higher literacy levels and easier access to smartphones than farmers in most Af-
rican countries (ITU, 2021). The second issue is that at present, as suggested by this 
study’s focus group participants, networking intermediation capabilities are likely to 
be best-supported, in contexts such as those found in Ghana, by alternative commu-
nication mechanisms such as conventional face-to-face meetings, which remain rele-
vant in the functioning of agricultural systems where intensive interaction is required 
(Leeuwis et al., 2018; Materia et al., 2015). Such communication mechanisms have 
been cited (Molony, 2006) as trusted social networking methods that, in the African 
context, are the most appropriate modes of interaction given the prevailing literacy 
levels and types of mobile phones owned in rural agricultural settings (Dittoh et al., 
2013). 

Validity of the consensus-building method
It is necessary to reflect on the validity of the expert consensus-building method 
that we applied in this study. In line with Delphi’s general principles, our consen-
sus-building method included more than one round of individual responses by ex-
perts (Hasson et al., 2000). However, our approach deviated from a typical Delphi in 
that it did not require that the same experts be involved in each of the two rounds. 
For our method, each set of experts was engaged for the distinct purpose of one 
round, so that we fostered concurrent validity by aggregating the views of a small 
group of experts in the first round and then presenting these views, for affirmation 
and/or refutation, to a broader expert panel in a following round. We developed this 
approach so as to allow the views of the internal expert panel (communication and 
innovation experts) to be subjected to assessment by experts who are more engaged 
than the internal panel with the Ghanaian context, and so as to be able to establish 
consensus and dissensus among a wide range of experts. Furthermore, a Delphi study 
is typically considered valid based on the input of 16 to 60 experts (Hasson et al., 
2000). However, lower numbers of experts have been reported in other Delphi stud-
ies (Benitez-Capistros et al., 2014). It is our view that the inputs of the 15 experts 
in this study provide valuable insights because the design of the consensus-building 
method fostered concurrence validity. 

Future research
Opportunities for future research can be identified from this study. Further research 
could shed light on ICTs’ application and role in supporting broader (AIS-based) ex-
tension service delivery. This study is an experts’ assessment of the intermediation ca-
pabilities of technologies identified in Ghana and provides insights into how experts 
view specific ICTs’ potential to support communication and networking functions 
relevant to AIS-based extension service delivery. Going forward, empirical research 
is recommended to establish how the technologies practically support extension ac-
tivities involved in AIS-based extension service delivery, in a variety of contexts. 

Based on the findings of this study and related literature, it is probable that certain 
ICTs can currently support certain AIS-based extension activities. IVR technologies 
may support the broadcasting of knowledge and early warning alerts to rural stake-
holders as part of coordination efforts in problem-solving, and enable the stakehold-
ers to retrieve knowledge and other information (e.g., on weather, prices) (Aker et al., 
2016). IVR technologies could also match farmers with service providers and suppli-
ers, as well as allow for the harvesting of information from farmers and other rural 
stakeholders (Viamo, 2020) as inputs for systemic problem diagnosis. On the other 
hand, the technologies identified do not seem to have the potential to support mul-
ti-stakeholder engagement for collaborative problem diagnosis and problem-solving. 
This is based on two considerations: (1) this study found no clarity on whether any 
of the ICTs identified support the networking function; and (2) SMM technologies 
currently have the potential to largely support only one-to-one communication and 
coordination. Furthermore, given this study’s finding that SMM technologies have 
only an intermediate capability to support co-creating,  it is therefore unclear whether 
these technologies can fully support the combining of knowledge to facilitate inno-
vation among agricultural stakeholders in extension practice.
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Appendix: Inventory of ICT4Ag platforms identified

Platform, services Constituent
ICTs

E-agriculture
https://www.e-agriculture.gov.gh/

Direct to farmers:
o	 E-farm – farmer audio agricultural information library 
o	 Call centre – access to subject matter specialists 
o	 Farmer engagement platform

Extension provision:
o	 Web portal – repository of value chain actors, service providers, and 

stakeholders; and dissemination of new technologies and agricultural current 
affairs

o	 E-extension – to collect farmers’ geo, bio, and crop data; and digitise field and 
pest and disease monitoring reports 

o	 E-subsidy – electronic registration of farmers with GPS integration and 
unique ID generator to facilitate efficient fertiliser subsidy distribution

IVR inbound
DaM
SMM
Spa

AgroTech SmartEx

Trader and outgrower schemes:
o	 Farmer discovery and enrolment with GPS integration – farmer registration, 

and records of farm practices and credit activities 
o	 Farmer management – protocol of agent routine tied to key crop growth stages 

of farm operations to deliver timely support
o	 Value chain and service linkages – access to agribusiness service providers and 

value chain actors 
o	 Information and knowledge repository – collection of technical information 

on crop production, processing, and marketing 
o	 Monitoring, evaluation, and learning – analyse farmer data to learn their 

needs and requirements, and track their performance. Additonally, tracking of 
agents’ activities through a dashboard 

DaM
DoM
Spa

Esoko
https://www.esoko.com/

Direct to farmers:
o	 Market prices and weather 
o	 Agronomic tips 
o	 Buy and sell marketplace – reach agent through call centre, sorted by location, 

commodity, quantity and grade, and place offer that is SMS to buyer(s)
o	 Farmer Helpline call centre – access to agri-extension experts, market prices, 

and weather forecasts
Extension provision:

o	 Knowledge plus – knowledge respository templates
o	 Insyts – digitised reporting templates and real-time analytics
o	 Real-time message alerts 

Business-to-business services – for government institutions, NGOs, social projects:
o	 Buy-and-sell marketplace – reach agent through call centre and place offer 

that is sent to farmers via SMS
o	 Targeted marketing messages, announcements, and alerts 
o	 Polling and feedback 
o	 Knowledge repository templates 
o	 Digitised reporting templates

SMS push
IVR inbound
IVR outboud
SMS pull
DoM
DaM
Spa

AJIC 28 - 7-Dec-21 - 11h55.indd   32-33AJIC 28 - 7-Dec-21 - 11h55.indd   32-33 12/8/2021   12:39:07 PM12/8/2021   12:39:07 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     34        35

 Munthali et al. Intermediation Capabilities of ICTs in Ghana’s Agricultural Extension Delivery

mFarms
https://www.mfarms.org/solutions/

Direct to farmers:
o	 Commodity and agri-input prices
o	 Precision agriculture 
o	 M-Xtension – provides good agricultural practices 
o	 Farmer to market – facilitates linkage between farmers, and input and ouput 

markets through human agents
To extension providers, agro-dealers, seed producers, off takers:

o	 Field agent management – agent database development and service provision/
activity tracking 

o	 Farm-level monitoring – farmer database development with farm mapping 
and farming activity 

Business-to-business services – for NGOs, FBOs, agro-dealers, logistics or warehousing 
companies, aggregators, processing companies:

o	 Targeted advertising and messaging with instant delivery reports and 
dashboards 

o	 Targeted short surveys and polling for organisations (NGOs, input suppliers, 
etc.) to track their performance

o	 Warehousing, and stock and sales tracking systems 
o	 Loan management systems 
o	 Fleet management systems 

SMS pull
SMS push
DaM
IVR 
outbound
Spa

Plantwise
https://www.plantwise.org/KnowledgeBank

For plant health and protection institutions and extension providers:
o	 Plantwise factsheet – repository of crop-based pest and disease management 

advice 
o	 Plantwise data collector – digitised “prescription form” to record farmers’ 

biodata, plant health problem diagnosis and prescriptions 
o	 Plantwise plant doctors’ platform – pest and disease alert and knowledge-

sharing platform

DoM
DaM
SMM
Spa

Scientific Animations Without Borders (SAWBO)
https://sawbo-animations.org/home/

For extension providers:
o	 Video library – extension information accessible as 2D, 2.5D, and 3D 

animations with voice overlay

DoM

Complete Farmer
https://www.completefarmer.com/

For farmers:
o	 Builds and manages farms for individuals and provides real-time monitoring sensor and 

drone feed data through an online dashboard

DaM
Spa

QualiTrace
https://www.facebook.com/QualiTrace/

For input buyers:
o	 Anti-counterfeiting solution – enabling input buyers to confirm the authenticity of farm 

inputs by dialling the barcode of the purchased product through a USSD application 
prompt

USSD

Akokotakra
https://akokotakra.com/app

For farmers:
o	 Mobile and web-based management system that enables poultry farmers to 

record, monitor, and track their operations 

DaM
Spa

Ghalani
https://www.facebook.com/ghalaniapp/
 
For farmers and agri-businesses:

o	 Electronic management of farm records 

DaM
Spa

TROTRO Tractor
https://www.trotrotractor.com/

For farmers:
o	 land preparation, planting, spraying, threshing, shelling, and transportation services 

USSD
IVR inbound

Ignitia Iska
https://www.ignitia.se/

Direct to farmer:
o	 Location-specific weather updates – daily, monthly, and seasonal rain forecasts 

SMS push

Farmerline
https://farmerline.co/

Direct to farmers:
o	 Weather forecasts 
o	 Agronomy tips – customised to location (GPS) and production stage 
o	 Market prices 
o	 Market place – access to farm inputs, water, solar energy, and financial services 

– aggregated demand for inputs (type and location) for Farmerline to supply 
goods

Business-to-business – off takers, input dealers, global food companies, government 
institutions, research organisations, NGOs, financial institutions:

o	 Polling and short surveys
o	 Engagement platform – send customised bulk messages 
o	 Data collection, management, and analytics – including farm-level monitoring, 

field monitoring, farmer profiling, and farm mapping through delivery 
o	 Building credit history to access advanced financial services through a mobile 

money payment platform 
o	 Mobile payments and savings platform
o	 Plant health and vegetation change monitoring using satellites

SMS push
USSD
IVR inbound
IVR 
outbound
DaM
Spa

Moringa
https://moringaconnect.com/

Extension provision:
o	 In-house electronic data collection form and analytics, paired with GIS 

mapping system to monitor plant growth and trace moringa trees from 
planting to processing 

DaM
Spa

MTN MoMo (e-wallet)
https://mtn.com.gh/momo/

Direct to farmers:
Mobile banking – payments, loans and savings, micro insurance 

Business-to-business:
o	 Mobile banking – payments, loans and savings, micro insurance 

USSD

VOTO Mobile (Viamo)
https://viamo.io/services/information-sharing/

Direct to farmers:
o	 Mass-messaging on good agricultural practices 
o	 Mass-messaging on price information and weather forecasts 

Business-to-business:
o	 Mobile data collection – track field activities, monitor disaster response, report 

on stock levels, measure attendance, follow-up on referrals 
o	 Polling priorities, needs, and feedback from farmers or stakeholders 
o	 Mass-messaging to advertise and inform farmers or stakeholders

SMS push
USSD
IVR 
outbound
DaM
Spa
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Farm Radio International
https://farmradio.org/ghana/

Direct to farmers:
o	 Access to messages, alerts, radio programme segments, and ability to leave 

audio message 
o	 Commodity-based farm tips 

For radio stations and businesses:
o	 Conduct surveys using audio messages 
o	 Farmer feedback on radio broadcasts 
o	 Uliza polling – voting by beeping/flashing to two phone numbers desginated 

for a “yes” or “no” response – listeners use basic phone to vote on IVR system, 
view results and recording. Number announced on radio station – call number 
and answer with number or record, flash call back 

o	 Automated callback or SMS with market information

IVR 
outbound
IVR inbound
SMS pull
SMS push

Manobi Africa
https://www.manobi.com

Direct to farmers:
o	 Listing and precise georeferencing of farming plots 
o	 Marketplace (offers and demands) between large and small producers, and 

traders, buyers, and importers
o	 Real-time monitoring of prices of agricultural products in wholesale and retail 

markets 
o	 Epidemic alerts, weather forecasts, calculation yields 

Extension provision:
o	 Data collection – digitised monitoring data on agricultural operations during 

crop production 
Business-to-business:

o	 Collaborative platforms – facilitate multi-actor engagement for cooperatives, 
associations, etc.

o	 Data collection – surveys and advanced monitoring and evaluation 
o	 Inventory management system 

DaM
SMS push
Spa

CocoaLink
https://www.hersheytrading.ch/en_us/good-business/creating-goodness/cocoa-
sustainability/cocoa-link.html

Direct to farmers:
o	 Farmers can send in (photo) inquiries directly to experts and other farmers 
o	 Farmers receive weekly messages (farming practices, farm safety, child labour, 

crop disease prevention, post-harvest production, and marketing) from 
COCOBOD 

o	 Digital access to educational content – planting tips, correct input usage, and 
descriptions of best practices 

Extension provision:
o	 Electronic farmer data collection 

SMS push
DaM
DoM
Spa
IVR 
outbound

Farmforce
https://farmforce.com/

Out-grower schemes and NGO (groups or cooperatives or exporters) – agent
o	 Crop growth stage, pest scouting and monitoring results, bio-data, input 

usage, and recording or estimating harvests / yields 
o	 Manage micro-loans and perform audits 
o	 Historical information of where crop came from at supermarket level
o	 Tracking specific produce through the value chain 
o	 Bulk messaging to field staff and farmers 
o	 Electronic (field audit) survey 

SMS push
DaM
Spa

Freedom Fone
https://archive.flossmanuals.net/freedom-fone/what-does-freedom-fone-do

Direct to farmers:
o	 Sharing audio information with an audience – educational dramas, market 

information, recorded radio programmes, or short news items 
For businesses:

o	 Polling – enable audience to vote on an issue using their phone 
o	 Collect SMS feedback from audience – updates about specific news events, 

alerts, or time-critical information 
o	 Get your audience to leave audio messages to share their opinion on a 

particular topic or make reports in their own language (IVR inbound)

SMS pull
IVR 
outbound
IVR inbound

SavaNet
https://savanet-gh.org/?q=content/what-we-do

Direct to farmers:
o	 Farmer group linkage to extension agents, ICT professionals, and researchers 

etc. (conference using mobile phone and portable external speakers)
o	 Farm area mapping and analysis 
o	 Soil testing and analysis 
o	 Record keeping
o	 Market access and weather forecasts 

Spa
DaM

SyeComp
https://syecomp.com

Business-to-business and service to NGOs:
o	 Farmland surveying 
o	 Farm mapping 
o	 Certification support and traceability 

Spa 

GeoTraceability

Extension service provision:
o	 Tailored business plans – processing field data and agronomic practices 

to generate appropriate recommendations for business plans 
Business-to-business or project services:

o	 Survey design tools and electronic data collection 
o	 Mapping production areas and relevant infrastructure 
o	 Traceability tools 
o	 Tailored messages to targeted groups of producers
o	 Interoperating data from multiple platforms and data sources onto one 

database 
o	 Cloud-based data management structure to securely store and recall unlimited 

amounts of data

SMS push
DaM
Spa

Anitrack and Animat
https://gh.linkedin.com/company/anitrack

Direct to farmers:
o	 Anitrack: a web application that enables animal identification, and health 

tracking of livestock using sensors (wearable tracking devices around the 
neck of the animal) to monitor vitals such as temperature and report when 
necessary sensors go off – sending a message to a registered veterinarian 

o	 Animat: a website for livestock producers to place their stock online for buyers 
to see 

SMS push
DaM
Spa
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Abstract
The centralised architecture employed by electronic health records (EHRs) may con-
stitute a single point of failure. From the perspective of availability, an alternative 
cloud-based EHR infrastructure is effective and efficient. However, this increased 
availability has created challenges related to the security and privacy of patients’ med-
ical records. The sensitive nature of EHRs attracts the attention of cyber-criminals. 
There has been a rise in the number of data breaches related to EHRs. The infra-
structure used by EHRs does not assure the privacy and security of patients’ medical 
records. Features of blockchain platforms, such as decentralisation, immutability, au-
ditability, and transparency, may provide a viable means of augmenting or improving 
services related to the security of EHRs. This study presents a series of experimental 
data flow configurations to test the application of blockchain technology to aspects of 
EHRs. The insights gained from these experiments are founded on a theoretical base 
to provide recommendations for applying blockchain technology to services related 
to the security of EHR infrastructure. These recommendations may be employed by 
developers when redesigning existing EHR systems or deploying new EHR systems.
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1. Introduction
An electronic health record (EHR) is the electronic equivalent of the medical history 
of a specific patient. It presents potential benefits, such as a reduction of errors, an 
increase in the availability of medical records, and, as a knock-on effect, an improve-
ment in the quality of patient care (Thakkar & Davis, 2006). However, EHR systems 
may encounter several challenges in the form of data breaches, privacy compromises, 
interoperability, auditability, and fraud. EHR systems currently utilise a centralised 
architecture that requires a centralised authority of trust and leaves medical records 
vulnerable due to a single point of failure (Liang et al., 2017). Highly sensitive pa-
tient-related information is associated with an EHR, including information such as 
patient demographic details, medical history, and data points related to patient vital 
signs (Menachemi & Collum, 2011). This wealth of information makes EHRs lu-
crative targets for cybercriminals and, as a result, the number and severity of success-
ful cyberattacks on EHRs are increasing (Ronquillo et al., 2018). The conventional 
model employed by EHR systems can no longer ensure the security and privacy of 
patient health records (Kshetri & Carolina, 2018). The privacy and security of EHRs 
may be improved by the desirable features of blockchain technology such as decen-
tralisation, immutability, auditability, and transparency (Emmadi et al., 2019).

To improve or augment the services related to the security of electronic healthcare 
infrastructure, developers may turn to blockchain technologies, but may be unfamiliar 
with how or where to apply them to the EHR infrastructure. Therefore, the objective 
of this study is to present recommendations for applying blockchain technology to 
services related to the security of the electronic healthcare record infrastructure. The 
remainder of this article is structured as follows: section 2 presents an overview of 
key background concepts; section 3 discusses how aspects of blockchain technology 
may be applied to EHRs; and section 4 provides an overview of the workflows gen-
erated from experimenting with blockchain technologies. Insights gained from the 
experiments and theory are presented as a set of recommendations in section 5, and 
the study is concluded in section 6.

2. Background
EHRs are widely used to maintain patient data in an online format. Blockchain tech-
nology is a means of storing information in a distributed fashion. To understand how 
these concepts could intersect, this section provides an overview of the respective 
technologies, their component aspects, and examples of their use.

Electronic health records (EHRs)
The healthcare industry is continually evolving. The evolution towards EHRs from a 
paper-based system has been fuelled by new advancements in the realm of informa-
tion technology (Seol et al, 2018). The EHR is the electronic equivalent of a patient’s 
full medical record, promising benefits such as the improved sharing of informa-
tion, saving time for medical professionals, a cost reduction, reducing the number of 

errors, and a general improvement in the quality of patient care (Dekker & Etalle, 
2007; Thakkar & Davis, 2006). EHR systems are subject to privacy regulations as 
they deal with patient information such as a patient’s medical history, vital signs, and 
demographic information, all of which are considered sensitive. As a result of this 
highly sensitive information contained in EHRs, they face constant cyberattacks, and 
the number of these attacks are on the rise (Kshetri & Carolina, 2018). In 2015, more 
than 112 million records were exposed through data breaches (Kshetri & Carolina, 
2018; Ronquillo et al., 2018).

EHRs are soft targets for those with nefarious purposes because they may not be as 
well protected, but contain a wealth of personal information. The stolen data is either 
sold on the black market or the hackers hold the EHRs for ransom. The WannaCry 
ransomware cyberattack in 2017 affected countless healthcare providers who were 
forced to either pay the ransom or close their doors to further patient care (Ronquillo 
et al., 2018). Therefore, it stands to reason that the privacy and overall security of a 
patient’s EHR cannot be adequately ensured by the traditional centralised informa-
tion storage and transport architecture (Kshetri & Carolina, 2018).
Relational databases, which are an example of a centralised client-server, multi-user 
architecture, are frequently used to store patient EHRs (Griggs et al., 2018). Al-
though a client-server-based model ensures that all clients have access to a central-
ised store of information, this model does run the risk of clients losing access to the 
information if the server is unavailable, resulting in a single point of failure (Liang 
et al., 2017). A modern version of the client-server model is that of cloud services 
or cloud computing. This model allows client devices to access a remote virtualised 
server via an internet connection. A virtual server provides benefits such as improved 
scalability and flexibility, greater availability, and a reduction in overall operational 
costs (Ziglari & Negini, 2017). Such an always-on and accessible solution greatly 
improves the efficiency and availability of an EHR solution, but does raise further 
concerns with regard to privacy and security. The improvement of accessibility of the 
EHRs not only holds true for those who may legally access them, but also for those 
with harmful intent. 
An overview of the current EHR model is illustrated in Figure 1. The model pro-
vides an overview of the various types of activities undertaken and the actors involved 
in the traditional model, as well as how the data flows between these activities and 
actors. By studying these details, it is possible to identify a few high-level process-
es used to support the current client-server EHR system implementation. These 
processes are the transport of data, authentication, authorisation, and auditing. The 
transport of data is very dependent on the underlying hardware, the communication 
protocols in use on the hardware, and the connections established by the various 
operating systems and related software, such as relational databases and client-based 
software. Adding security may be done on the level of the lower-level transport stream 
or be built into the database and client connection, but is largely left to the EHR 
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developer/infrastructure creator’s discretion. The sub-sections that follow delve 
deeper into the concepts of authentication, authorisation, and auditing.

Figure 1: EHR system overview diagram (Adlam & Haskins, 2019

Authentication
Authentication refers to the process of identifying which user is requesting access to 
the system, so as restrict access to that system’s functions. Users’ identities are also 
required for audit purposes (Cilliers, 2017). As with many centralised systems, EHR 
systems make use of password-based authentication (Kshetri & Carolina, 2018). Al-
though automated password generation, effective organisational password policies, 
and the application of multi-factor authentication can largely mitigate the risks of 
password-based authentication, these measures are not universally in place. In most 
instances, the passwords are manually created by humans and are considered to be 
weak and easily cracked by utilising techniques such as social engineering, password 
guessing, and brute-forcing (Kshetri, 2017). Passwords are commonly stored in a 
centralised relational database, which may represent a single point of failure if the 
passwords are not hashed to avoid an attacker retrieving them. When an authentica-
tion database is compromised, this often leads to secondary attacks as passwords are 
frequently reused. Password-based authentication is therefore considered vulnerable 
to cyberattacks (Mosakheil, 2018).

Authorisation
System functions should be available only to those with the appropriate rights. These 
rights are determined by the process of authorisation and applied through a variety 
of authorisation mechanisms (Cilliers, 2017). When applied correctly, authorisation 

serves to mitigate the risk of disclosing information to unauthorised persons. Ferraio-
lo et al. (2003) define role-based access control (RBAC) as a system by which users 
gain access to computer system objects based upon their role in the organisation. The 
RBAC model is frequently used by EHR systems to authorise user activities (Seol 
et al., 2018). In this model, the application code, hosted on a central server, contains 
the encoded RBAC rules. These rules provide users with specific roles, which govern 
their access to resources. As the rules are stored in a central server, this presents yet 
another possible failure point for the system. A compromised system could allow an 
attacker to modify user privileges (either their own or those of other users) or allow 
them to hijack another user account, which could grant them privileged access to 
restricted areas of a system. The RBAC model does not deal well with complex at-
tributes such as subject attributes, object attributes, action attributes, and contextual 
attributes. Subject attributes describe a user, object attributes describe the resource 
that the subject is attempting to access, action attributes describe the actions that the 
subject is attempting on the object, e.g. to read or write, and contextual attributes 
describe the environment, e.g. specific times when actions are allowed.

Since an EHR may contain complex attributes, it requires a mechanism that provides 
dynamic access control and may be set at a very fine-grained level (Seol et al., 2018). 
With RBAC restricting access only according to a user’s role, it may need to consist 
of a multitude of custom role applications if fine-grained, dynamic access control is 
required. This approach may be difficult to maintain and track. An example is the 
doctor role. A doctor should not be able to access the records of all the patients in the 
system; only the records of their own patients should be accessible. An RBAC-based 
system would require each person with the doctor role to have individualised access 
rights assigned to access their respective patients (Franqueira & Wieringa, 2012).

Auditing
Audit logs are a recording of all the actions a user has performed on a system (Dekker 
& Etalle, 2007). They are useful in identifying how, when, where, why and by whom 
data was accessed, modified, and/or leaked. This yields a form of system auditing. 
Tamper-proof, immutable audit logs provide a means of ensuring data integrity by 
providing a consistent audit trail to aid in the discovery of data breaches and the 
identification of compromised user accounts (Kshetri, 2017). Unfortunately, EHR 
systems have no standardised means of generating audit logs.

2. Blockchain technology
A ledger is a structure that maintains details regarding transactions. Distributed 
ledger technology distributes the ledger among participants, which may be spread 
across various organisations and sites (Bashir, 2017, p. 27). Blockchain technology 
enhances this approach by chaining together unrelated blocks in a linked-list man-
ner. This linked structure may be perceived as a chain of connected blocks, leading to 
the name “blockchain”.
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Overview
Simply put, a blockchain may be perceived as a form of distributed database which 
is under the control of a group of individuals. The blockchain network consists of 
a series of interconnected devices referred to as nodes. To add a record to this data-
base requires that a user (on a specific node) proposes a transaction. The transaction 
is then broadcast to all its peer nodes, which in turn validate the transaction using 
known algorithms. A verified transaction is combined into a block along with other 
transactions. The technique for adding the block to the blockchain results in a trans-
action that is practically immutable (Bashir, 2017, p. 27). Fundamentally, this does 
not constitute new technology, but existing technology applied differently. A term 
frequently associated with blockchain technology is “cryptocurrency”, although this 
is not entirely accurate. Cryptocurrency is an application of blockchain technology 
and thus it may be considered a subset of blockchain technology, but not an equiva-
lent term (Bashir, 2017, p. 23).

All the peers in a blockchain network need to agree as to the validity of the history 
of transactions in the chain. This agreement is referred to as consensus (Bergquist, 
2017). Consensus may be calculated using two approaches, namely a proof-based 
or a Byzantine fault tolerance-based approach. Proof-based consensus works on the 
principle that a leader is elected based on a form of proof that provides a specific 
node with the authority to propose a new value. In Byzantine fault tolerance-based 
consensus, new values are proposed during rounds of voting (Bashir, 2017, p. 28).

Depending on who has access to or maintains the blockchain infrastructure, block-
chain networks may be classified as public, permissioned (enterprise), or private. 
Public blockchain networks are open to the public and anyone can partake in the 
consensus process (Bashir, 2017, p. 26). As public blockchain networks utilise iden-
tities based on pseudonyms, it is challenging to establish and control the identities 
of participants. Enterprise blockchain networks, also known as permissioned block-
chains, are being developed to cater to enterprise use cases (Emmadi et al., 2019). 
Permissioned blockchain systems are controlled by a quorum of organisations and, 
as a result, are classified as semi-decentralised. The membership of a permissioned 
blockchain system is strictly controlled and transactions are generally confidential 
between participants. Privacy, confidentiality, authorisation, user identity, and au-
ditability are key features omitted in public blockchain networks, but permissioned 
blockchain networks are integrating them to support enterprise-based use cases.

Table 1: Comparison of blockchain types

Criteria Public Permissioned Private

Architecture Decentralised Semi-decentralised Centralised

Immutability Virtually tamper-proof Tamper-evident Tamper-evident

Transparency Full transparency Semi-transparent Semi-transparent,
No transparency

Transaction speed Slow Fast Fast

Consortium networks may consist of various enterprise entities which require the 
private and secure sharing of information. This focus on privacy is one of the chal-
lenges to the adoption of enterprise-grade blockchain technology (Bashir, 2017, p. 
461). A measure of privacy can be ensured by applying varying levels of isolation so 
that only authorised parties are granted access to confidential information. However, 
the use of a shared ledger in blockchain technology serves to promote transparency, 
which may be seen as a polar opposite to privacy. A goal of permissioned blockchain 
technology is, therefore, to attempt a balance between privacy and transparency (Em-
madi et al., 2019). Private blockchain systems are classified as centralised since they 
are largely owned and operated by a single organisation. Various types of blockchain 
networks have been mentioned so far. Table 1 provides a summarised comparison of 
these different types of networks.

The widespread adoption of blockchain has led to the development of various in-
dependent implementations of the technology. Each of these technologies has its 
strengths and suitability for various applications. Table 2 compares popular block-
chain platforms in terms of network type, consensus algorithm, data privacy, smart 
contract languages, and application (what it is used for).

Table 2: Comparison of popular blockchain platforms

Feature
Platform

Bitcoin Ethereum Hyperledger
Fabric

Application Cryptocurrency Multi-purpose Multi-purpose

Consensus Proof-of-work Proof-of-work,
proof-of-stake Solo, Kafka

Data privacy - ZKP TLS, ZKP, Channels

Smart contract 
language Go, C++ Solidity, Serpent,

LLL Go, Java

Type Public Public, private, 
permissioned Private, permissioned
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Blockchain platforms
Bitcoin was introduced in a white paper in the autumn of 2008. The Bitcoin open-
source software was released in 2009, and the founder of Bitcoin remains anon-
ymously known as Satoshi Nakamoto (Laurence, 2017, p. 32). Bitcoin is a popu-
lar cryptocurrency, the success of which sparked the blockchain revolution. Bitcoin 
makes use of an extensive consensus algorithm known as proof-of-work to validate 
transactions. Proof-of-work is known by the Bitcoin community as mining. Bitcoin 
miners use highly specialised equipment that is not only expensive, but also con-
sumes large amounts of electricity to operate. Mining is necessary to keep the Bitcoin 
network safe, stable, and secure (Laurence, 2017, p. 34).

The developers of Ethereum were interested in turning Bitcoin into a blockchain 
platform that could support business and government use. Bitcoin was already 
well-established and would have needed a substantial code overhaul to support the 
number of transactions required for a business use case. The upgrade was consid-
ered too severe by the Bitcoin community and Ethereum was therefore released as a 
stand-alone platform in July 2015. It is currently the most developed and innovative 
blockchain in use (Laurence, 2017, p. 42).

Ethereum smart contracts are used to digitally verify or enforce that all contractu-
al terms are met before a transaction takes place (Bergquist, 2017). The need for 
third-party involvement is eliminated by the use of these irreversible and intractable 
smart contracts, which demonstrates why they should be submitted for thorough 
testing before being deployed on a production network (Bashir, 2017, p. 198).

In 2015, the Linux Foundation initiated the Hyperledger project (Laurence, 2017, 
p. 81). Fabric was the first production-ready framework created in 2017 under the 
greater Hyperledger project. The project has since grown to encompass four other 
frameworks, namely Burrow, Indy, Iroha, and Sawtooth Lake (Hyperledger Archi-
tecture Working Group, 2017). Hyperledger Fabric was created to address issues such 
as confidentiality, privacy, and scalability (Bashir, 2017, p. 362) and also to facilitate 
the delivery of blockchain networks suitable for use in a business environment. Many 
of its modules are swappable, making it possible for developers to select a suitable 
consensus algorithm, such as Kafka ordering, before creating a custom blockchain 
network (Saraf & Sabadra, 2018). The role of the Kafka ordering service is to main-
tain the order of the blocks in the blockchain (Saraf & Sabadra, 2018). Swappable 
modules, such as the Kafka service, provide a Hyperledger Fabric implementation 
with a large measure of flexibility and scalability that is not available in some other 
types of blockchain networks, such as Bitcoin. Another feature of Fabric is its use of 
transport layer security (TLS), which provides a form of encrypted tunnel between 
two nodes and is used to preserve privacy.

Peer-to-peer technology is used to facilitate the creation of channels in Hyperledger 
Fabric, enabling participants to share confidential information and allowing the in-
formation to be viewable only by participants on a particular channel (Bashir, 2017, 
p. 362). Participants are allowed to belong to multiple channels on the same network. 
Many programming languages are supported in Hyperledger Fabric, via the use of 
container technologies, enabling developers to create chain-code (smart contracts) 
in languages such as Java, Node.js, and Go (Bashir, 2017, p. 362). Although a Fabric 
transaction is anonymous, confidential, and private, it may be traced and linked to 
participants by authorised auditors. This is facilitated by the membership service, 
with which all participants need to register to access the network (Saraf & Sabadra, 
2018).

Users interacting with the Fabric network are identified by the use of digital certif-
icates. These certificates are issued (or revoked) by the Fabric Certificate Authority 
(Fabric CA) (Hyperledger, 2021, p. 51). The digital certificate contains encoded au-
thorisation attributes, as part of an attribute-based access control (ABAC) system. 
This allows the digital certificate to be used as a means of identifying participants 
and restricting their access to specific aspects of the blockchain network.

This section by no means presents all the various blockchain platforms, as provid-
ing further in-depth discussions of, among others, Kadena, Dfinity, Corda, and the 
various Hyperledger platforms would require a separate publication. However, this 
overview of the three technologies discussed does provide some insight into the wide 
variety of technologies available. With these technologies in mind, the following 
section discusses how aspects of them may be applied to security-related aspects of 
EHRs.

3. Applying blockchain technology to EHRs
Blockchain technology is not a one-off, drop-in replacement for all security-related 
aspects of EHRs. Individual features of blockchain technology may, however, present 
opportunities to address aspects of EHR security dimensions related to authentica-
tion, authorisation, audit logs, data storage, and transactions. The following sub-sec-
tions discuss how each of these EHR security-related services may be augmented, 
replaced, or enhanced using blockchain technology.

Authentication
Authentication is used to identify a user requesting access to the system. Systems 
need to be able to identify users to restrict access to system functions. Users’ identities 
are also required for audit purposes (Cilliers, 2017).

Enterprise systems traditionally utilise password-based authentication, which often 
relies on a centralised architecture such as a relational database (Kshetri & Car-
olina, 2018). Blockchain technology can leverage smart contracts and public key
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 infrastructure (PKI) to replace password-based authentication with certificate-based 
authentication.

Permissioned blockchain technology can utilise smart contracts and certificate-based 
authentication to replace the traditional password-based authentication mechanism. 
Certificate-based authentication removes the human factor from the authentication 
process. Certificates are often created with a 2048-bit key size, which is much larger 
than an average password size. It is considered to be impractical to brute-force a 
certificate, as a standard desktop computer would take years to crack it. Certificates 
come with an expiration date, which can reduce the risk of prolonged data exposure. 
Blockchain technology can leverage smart contracts to validate user certificates and 
effectively mitigate the risk of a single point of failure.

Authorisation
Appropriate authorisation mechanisms should be employed to restrict user access to 
specific system functions. The actions that an authorised user may perform on a sys-
tem are determined by the process of authorisation (Cilliers, 2017). The application 
of authorisation mitigates the risk of disclosing information to users who should not 
have access to it (Seol et al., 2018).

Enterprise systems predominantly utilise centralised authorisation architecture. 
Blockchain technology can replace the prominent centralised authorisation archi-
tecture with a distributed architecture. Enterprise systems commonly rely on a role-
based access control (RBAC) model to restrict access to information. Blockchain 
technology can leverage PKI and smart contracts to create a distributed attrib-
ute-based access control (ABAC) model.

A user’s certificate may be encoded with attributes to restrict their access to specif-
ic resources. Permissioned blockchain technology makes use of this attribute-based 
access control to enable a fine-grained access control model. This access-restriction 
may be based on action attributes, contextual attributes, object attributes, and subject 
attributes. The actions that a user is allowed to take on a system, such as reading and 
writing, are determined by action attributes. The types of actions a user is allowed 
to take may also depend on their operating system and the platform they are using 
to access the system, or the time of day; these attributes are referred to as contextual 
attributes. Object attributes are used to enforce which system object types may be 
accessed by the user, e.g. a medical record or information related to a specific de-
partment. Lastly, subject attributes are descriptive attributes related to the specific 
user requesting system access, such as departmental or job title. When used in con-
junction, these different types of attributes may be encoded into smart contracts and 
distributed across the blockchain network. This type of distributed, authorisation 
architecture helps to establish a network without a single point of failure.

Audit logs
An audit log is a recording of all the actions that a user has performed on a system. 
Audit logs are useful in identifying how, when, where, why, and by whom data was 
accessed, modified, and/or leaked. Tampering with audit logs frequently occurs to 
cover a criminal’s tracks (Dekker & Etalle, 2007). Enterprise systems predominantly 
utilise a centralised audit log architecture. Audit logs are commonly stored locally 
in a file or remotely on a relational database, but these methods of storage are not 
considered to be immutable. Blockchain technology could provide a distributed and 
practically immutable audit log. Permissioned blockchain networks make use of a 
membership service to identify users interacting in the blockchain network (Bashir, 
2017, p. 362). The user’s identity can be used to record all the actions performed by 
the user on the blockchain network. Permissioned blockchain technology can be 
used to generate a semi-decentralised, tamper-evident, and standardised audit log 
for EHR systems.

Data storage
Data storage is the act of recording information electronically. Data can be stored by 
utilising a variety of structures and architectures, all of which have advantages and 
disadvantages.

Enterprise systems predominantly use a centralised client-server model to store data. 
Centralised data storage such as a relational database used by enterprise systems pro-
vides a high degree of transaction throughput, but could be vulnerable due to a single 
point of failure (Liang et al., 2017). Blockchain technology can replace the common 
centralised client-server model with an append-only storage approach for EHR sys-
tems (Bashir, 2017, p. 438). This storage model can ensure data integrity from data 
creation to data retrieval. A single point of failure can also be averted with the use of 
blockchain technology (Kshetri & Carolina, 2018). Permissioned blockchain tech-
nology can be used to enhance the privacy of data being stored on a blockchain net-
work. Cryptographic techniques such as zero-knowledge proofs can be used to store 
data privately and to ensure that data integrity can be maintained without revealing 
private information (Bünz et al., 2017).

Transactions
Transactions are used to add, update, or retrieve data from databases. Data transac-
tions in this context also apply to the sharing of information between authorised par-
ties. Information travelling on the network is a prime target for interception by those 
with nefarious purposes. Therefore, the common transaction process, used by enter-
prise systems and which still relies on a centralised client-server model, is a prime 
candidate for replacement by a peer-to-peer, permissioned blockchain replacement.
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4. Implementation
Although the theoretical grounding seems to support the idea that certain aspects of 
the EHR infrastructure could be replaced with selected blockchain technologies, it 
is necessary to determine whether this is practically feasible. To that end, we created 
a series of test setups to determine whether the theoretical assumptions are accurate. 
Although the functionality explained in this section could be ported to any per-
missioned blockchain network that supports smart contracts and certificate-based 
authentication, Hyperledger Fabric was selected because of the features it provides, 
its level of customisability, and the authors’ familiarity with the platform.

Figure 2 illustrates a generic version of a permissioned blockchain network, con-
sisting of certificate authorities (CAs), clients, and peers. The role of the CAs is to 
issue, revoke, and/or validate digital certificates. Clients are the point of interaction 
with the blockchain network, and peers store the linked-list of blocks, which form 
part of the blockchain. The peers may be synchronised in a permissioned blockchain 
platform via a variety of different consensus algorithms.

Figure 2: Proposed network topology

Organisations are linked together using their respective peers. Each organisation 
requires at least one of each network component, as illustrated in Figure 2. The or-
ganisations are advised to include multiple peers for internal redundancy purposes. 
The following section uses this diagram as a baseline setup to present recommenda-
tions for applying blockchain technology to security-related services in an electronic 
healthcare record infrastructure. 

5. Recommendations
Using the generic blockchain network described in section 4, test setups were created 
to address issues related to authentication, authorisation, audit logs, data storage, and 
transactions, as they relate to EHRs. During the creation of these test setups, various 
lessons were learned, which may be used to inform and/or guide anyone who wishes 
to implement blockchain technology to replace or augment EHR processes.

The remainder of this section, therefore, presents recommendations for applying 
blockchain technology to security-related services in an electronic healthcare record 
infrastructure. The recommendations may be used to augment individual aspects of 
an existing EHR system or used as a combined solution. The combination of these 
recommendations presents a unique EHR domain-specific overview for any systems 
administrator or architectural designer planning to integrate blockchain technology 
into an EHR system. The recommendations are grounded in theory and reinforced 
by insights gained from experimentation.

Use digital certif icates as a means of EHR user authentication
Problems addressed
Human error or a lack of strong password selection may result in a compromised 
EHR system. In addition, a central database, serving as an authentication server in an 
EHR system, may be compromised, resulting in a disruption of service or data theft.

Motivation
Password-based authentication is not secure enough for sensitive information. The 
human factor in password-based authentication is the main weak point and, as pass-
words are often created by humans, they are usually short and weak. This is because 
it is difficult for humans to remember long and complex passwords. Wherever pos-
sible, make use of certificate-based authentication as it limits the human factor in 
password selection.

Passwords are commonly stored in a centralised database. When an authentication 
database is compromised, passwords can be stolen and this can result in breaches. 
These breaches may allow an attacker to gather sensitive information, which may, in 
turn, result in even more widespread breaches. Digital certificates are published with 
two keys, known as a private key and a public key. The public key is derived from the 
private key and both these keys are required for authentication. The private keys of 
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certificates are commonly stored on the user’s machine and users are encouraged to 
safeguard their private keys by storing them in a hardware security module (HSM) 
or trusted platform module (TPM). Not all certificates are stored in a centralised 
architecture. The certificate revocation list (CRL) is also distributed across all the 
peers in the blockchain network. It is thus increasingly difficult to tamper with the 
authentication mechanism, as the majority of the peers in the blockchain network 
need to be compromised.

The blockchain approach
The information flow of the blockchain-based authentication model is illustrated in 
Figure 3. Administrators of the EHR system can create and revoke digital certifi-
cates and the certificates are issued and revoked by the certificate authority. When a 
user’s digital certificate has been revoked, a CRL is generated.

Figure 3: Blockchain authentication data flow diagram

The peers in the blockchain network receive a CRL update command to update the 
CRL stored on the peers. Users can authenticate with the EHR system by providing 
the system with their certificate. The certificate is then passed to the client, which is 
then sent to a peer in the network. The peer authenticates the user by running the 
authentication smart contract, which validates the certificate and returns a response. 
This response determines the authentication status of a user. The pseudocode out-
lined in Figure 4 presents an example of an authentication function.

Figure 4: Authentication pseudocode

Employ an attribute-based access control (ABAC) model based on EHR attributes
Problems addressed
Role-based access control (RBAC) systems require role definitions for restricting 
various actions and access to resources. This results in a role explosion in an EHR 
system, with many user and resource types requiring access control, as each cus-
tomised user role, such as doctor or administrator, would require a new system role 
to restrict specific actions and rights on the various system attributes. In addition, 
RBAC rules are hosted on centralised, relational databases. A compromised relation-
al database could provide an attacker with the ability to add, modify, or remove user 
privileges or even allow a specific privileged user account to be compromised to give 
an unauthorised user access to the system.

Motivation
RBAC-based control rules are frequently hosted on a centralised server and embed-
ded into application code. User access requests are compared to the role description 
stored in a centralised relational database, presenting a possible single point of failure. 
The RBAC model does not deal well with complex attributes such as subject attrib-
utes, object attributes, action attributes, and contextual attributes. An EHR system 
contains many sensitive attributes, such as patient diagnosis, medication, or even 
health insurance information, and could contain multiple user-types, such as doc-
tor, healthcare worker, and administrator, which would each need to have their own 
access rules defined for the various attributes in the system. For instance, a hospital 
administrator may need to access a patient’s health insurance information, but not 
their medication. The large number of rules which may be required, as well as the 
centralised storage requirements of an RBAC-based model, make an attribute-based 
access control (ABAC) model a more suitable solution in the EHR domain.
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ABAC presents a means to provide a more fine-grained access control model as ac-
cess may be restricted based upon a combination of various actions, and contextual, 
object, and subject attributes. This combined approach yields a system of complex 
rules which may be encoded into the broader network structure. ABAC makes it a 
bit more impractical for an attacker to gain unauthorised access as it is based on a se-
ries of attributes and access control rules. The digital certificates in an ABAC system 
contain the encoded ABAC attributes and the access control rules are encoded into 
smart contracts which are distributed across the network. An attacker would there-
fore need to steal an administrator’s digital certificate or compromise the majority of 
peers in the specific blockchain network for any illicit action to go undetected.

The blockchain approach
The information flow of the blockchain-based authorisation model is illustrated in 
Figure 5. The data flow diagram is based on Figure 3, but omits details regarding 
authorisation to focus on the authorisation process. Users should first be authenti-
cated before the authorisation process is performed. This structure assumes a user 
has a valid certificate when attempting to execute an operation on the EHR system. 
The EHR system contacts the blockchain client to invoke the authorisation smart 
contract stored on the peers in the network. The smart contract validates the user 
attributes stored in the certificate against the authorisation rules embedded in the 
smart contract. The smart contract then returns an authorisation response. The pseu-
docode outlined in Figure 6 presents an example of an authorisation function.

Figure 5: Blockchain authorisation data flow diagram

Figure 6: Authorisation pseudocode

Preserve EHR data integrity using a blockchain-based audit log model
Problem addressed
Traditional EHR audit log systems are built around a centralised architecture. Audit 
logs are often stored in a relational database or on a file server. While these methods 
of storage work practically, they represent a single point of failure. Compromising 
one of these storage methods would enable cybercriminals to erase their tracks, thus 
allowing their actions to remain undetected. As a result, the integrity of the data 
stored in the relational database cannot be guaranteed. When dealing with the health 
information of patients, compromised data could have deadly consequences.

Motivation
Blockchain-based audit logs are permanent and tamper-evident. Blockchain is an 
append-only data structure that is distributed across several peers and cybercriminals 
would have to attack the majority of the peers in the network simultaneously to cor-
rupt the audit log. This attack would not go unnoticed. Even if cyber-criminals did 
hijack a user’s account, the changes made by the account would not go undetected. 
The changes made to the audit log would be appended, leaving the previous records 
intact. This could then be used to flag suspicious accounts and track the cybercrimi-
nals responsible. Data integrity can therefore be preserved through the use of block-
chain technology.
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Figure 7: Blockchain audit log data flow diagram

The blockchain approach
The information flow of the blockchain-based audit log model is illustrated in Fig-
ure 7. The data flow diagram is based on Figures 3 and 5. The audit log data flow 
diagram omits the authentication and authorisation process to simplify the diagram. 
The process assumes that a user has been authenticated. When a user attempts to 
execute an operation on the EHR system, an event is triggered, which sends meta-
data to the client. Metadata could include details such as the actions performed by a 
user on an object and the result of the performed actions. The metadata is sent from 
the client to the peers in the blockchain network. At a later stage, authorised auditors 
can request the audit log from the EHR system. The audit log could also be used by 
doctors to validate the integrity of EHR data in their possession. Figure 8 outlines 
pseudocode to retrieve an audit log by range. Figure 9 provides pseudocode to ap-
pend an audit log entry to a blockchain network.

Figure 8: GetAuditLog() pseudocode

Figure 9: AppendAuditLog() pseudocode

Ensure EHR data immutability by adopting a blockchain-based storage model
Problem addressed
Traditional storage models are mostly built around a centralised architecture such as 
a relational database. Relational databases do not store data in an immutable man-
ner. This practice may not align with all the policies and regulations regarding the 
storage of EHRs.
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Motivation
The nature of blockchain technology is to store records immutably in an append-on-
ly format. Storing EHRs in a blockchain network is mostly in line with the policies 
surrounding EHRs. Laws and policies differ from country to country or region to 
region, but the Health Professions Council of South Africa (HPCSA) stipulates 
that when health records are stored in an electronic format, they should be stored in 
an append-only format (HPCSA, 2016). Copies of the records should be made and 
stored in different physical locations. The copies are used to detect tampering with 
EHRs. Health records should also be kept for at least five years. The South African 
Protection of Personal Information (POPI) Act, however, states that users should be 
able to request that their personally identifiable information be purged from a service 
(RSA, 2013, sect. 24).

Relational databases satisfy the personally identifiable information requirements by 
supporting the purging of records as stipulated in legislation such as the POPI Act. 
Blockchain technology is aligned with these policies, as the data stored in a block-
chain network is distributed across peer nodes situated in different physical locations. 
As blockchain technology stores data immutably, it cannot satisfy this requirement. 
Blockchain technology can, however, support the traditional centralised infrastruc-
ture by storing a hash of data that is contained in a relational database. This method 
of storing EHRs would enable stakeholders to run integrity checks on data stored 
in the traditional architecture. The hash of the data stored in the traditional storage 
model can be compared with the hash stored in the blockchain storage model. The 
two hashes should be identical to pass an integrity check. Blockchain technology can 
thus support the integrity of EHRs stored in traditional architecture.

The blockchain approach
The information flow of the blockchain-based storage model is illustrated in Figure 
10. The data flow diagram is based on Figures 3 and 5. The storage data flow di-
agram omits the authentication and authorisation process to simplify the diagram. 
The process assumes that a user has been authenticated; when that user wants to 
view, add to, or edit a patient’s record, they can do so by contacting the EHR system. 
The EHR system would then request or send the information to the blockchain 
client. The blockchain client then forwards the request to one of the peers in the 
network and the relevant smart contract code is then executed on the peer. The smart 
contract then proposes a transaction to the blockchain network. This transaction is 
bundled together into a block and appended to the blockchain. The consensus algo-
rithm ensures that all the peers are synchronised. 

Figure 10: Blockchain storage data flow diagram

Figure 11 outlines pseudocode for adding or updating a record in the blockchain net-
work. Retrieving records from the blockchain could be achieved with the pseudocode 
written in Figure 12.
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Figure 11: AppendData() pseudocode

Figure 12: GetData() pseudocode

Transact private EHR data using a blockchain-based transaction model
Problem addressed
The traditional transaction model relies on a third party to handle private infor-
mation. The information would be sent from the sending client to a centralised 
third-party server back to the receiving client. This approach can increase the risk of 
a man in the middle attack. 

Motivation
Blockchain technology enables a sending client to send private information directly 
to the receiving client without relying on a third party to relay the information, thus 
enabling healthcare providers to transact a patient’s health records without relying 
on a third party.

Blockchain technology could be used as a synchronisation service to transact infor-
mation between organisational data stores. Coupling the blockchain-based transac-
tion model with the authentication, authorisation, and audit log model would es-
tablish a robust sync service with full audibility across multiple organisations, which 
could include hospitals, private practices, pathology laboratories, medical insurance 
companies, pharmacies, auditors, or medical boards. This would, in turn, enable pa-
tients to visit any healthcare provider that is a part of the blockchain network. The 
patient could then provide authorisation to the healthcare provider to sync their 
information with its data stores, essentially providing the healthcare provider with 
their EHR. The authentication, authorisation, and audit log model would be distrib-
uted across all the organisations, logically forming a single unified system. Block-
chain technology could thus provide a robust semi-decentralised transaction model.

The blockchain approach
The information flow of the blockchain-based transaction model is illustrated in Fig-
ure 13. The data flow diagram is based on Figures 3 and 5. The transaction data flow 
diagram omits the authentication and authorisation process to simplify the diagram. 
The process assumes that a user has been authenticated. Users from one organisation 
can send a patient’s EHR to another organisation, and the EHR system encrypts 
the record and sends it to the blockchain client. The blockchain client forwards the 
encrypted EHR data to all the organisational peers involved in the transaction. The 
respective peers store this transaction in their private state. This means that only the 
organisations involved in this transaction would have the EHR data stored in their 
peer’s private state. The blockchain client then creates a hash of the transacted EHR 
data and broadcasts that to all the peer’s public states. These peers also include peers 
from other organisations that are not a part of the transaction. This is to ensure a lev-
el of transparency and auditability across organisational bounds. The organisations’ 
part of the transaction can then retrieve the EHR record from their peer’s private 
state. The sending organisation could specify an expiration date for the transaction, 
meaning that the data would be available to an organisation only for a specific period. 
After the period has expired, the data is automatically purged from the blockchain 
and only the hash of the transaction remains. 
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Figure 13: Blockchain transaction data flow diagram

The TransactData method in Figure 14 outlines pseudocode to transact data be-
tween organisations that are part of the blockchain network. Retrieving transacted 
data could be achieved with the pseudocode function presented in Figure 15.

Figure 14: TransactData() pseudocode

Figure 15: GetTransactedData() pseudocode
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6. Conclusions and future work
To aid in the application of blockchain technology to existing or new EHR infra-
structure, this study set out to present recommendations for applying blockchain 
technology to security-related services in an electronic healthcare record infrastruc-
ture. To this end, experimental setups were created to address specific requirements 
of EHRs, using blockchain technology. The insights gained from these experiments 
were condensed into a series of recommendations for the application of blockchain 
technology to security-related services in EHRs.

Although it is most certainly a viable alternative, blockchain technology is not nec-
essarily the best solution in all cases. Its immutability is a strength when it comes 
to preserving details, but also a weakness in a world governed by privacy laws, reg-
ulations, and Acts, such as the Health Insurance Portability and Accountability Act 
(HIPAA) in the United States, the European General Data Protection Regulation 
(GDPR), and South Africa’s POPI Act. Implementation of the various technologies 
may also require expertise that may not be found among the administrators of exist-
ing EHR systems. The costs associated with the change in infrastructure may also 
be prohibitive. Therefore, the application of blockchain technologies may be a better 
choice for implementing new EHR systems and not for the conversion of existing 
systems.

The work presented in this study is experimental in nature and has been implement-
ed only in a virtual environment. A future study will focus further on the shortcom-
ings and strengths of EHRs, by surveying the stakeholders of existing EHR systems. 
These insights may then be used, along with further experimentation, to derive a 
model for the application of blockchain technology to security-related services in 
EHR systems. Future studies may also delve into how the concept of self-sover-
eign identity (SSI), which allows a person to have sole control over who may access 
their personal information (Ferdous et al., 2019), may be integrated into a block-
chain-based EHR system.

References
Adlam, R., & Haskins, B. (2019). A permissioned blockchain approach to the authorization 

process in electronic health records. In IEEE (Ed.),  2019 International Multidis-
ciplinary Information Technology and Engineering Conference (IMITEC) (pp. 1–8). 
https://doi.org/10.1109/IMITEC45504.2019.9015927

Bashir, I. (2017). Mastering blockchain. Packt Publishing.
Bergquist, J. H. (2017). Blockchain technology and smart contracts privacy-preserving tools. 

Master’s thesis, Uppsala University, Sweden. http://uu.diva-portal.org/smash/get/
diva2:1107612/FULLTEXT01.pdf 

Bünz, B., Bootle, J., Boneh, D., Poelstra, A., Wuille, P., & Maxwell, G. (2017). Bulletproofs: 
Short proofs for confidential transactions and more. In IEEE (Ed.), 2018 IEEE 
Symposium on Security and Privacy (pp. 315–334). 

	 https://doi.org/10.1109/SP.2018.00020
Cilliers, L. (2017). Exploring information assurance to support electronic health record 

systems. In IEEE (Ed.), 2017 IST-Africa Week Conference (IST-Africa) (pp. 1–8). 
https://doi.org/10.23919/ISTAFRICA.2017.8102363

Dagher, G. G., Mohler, J., Milojkovic, M., & Marella, P. B. (2018). Ancile: Privacy-preserving 
framework for access control and interoperability of electronic health records using 
blockchain technology. Sustainable Cities and Society, 39, 283–297. 

	 https://doi.org/10.1016/j.scs.2018.02.014
Dekker, M. A. C., & Etalle, S. (2007). Audit-based access control for electronic health re-

cords. Electronic Notes in Theoretical Computer Science, 168(1), 221–236. 
	 https://doi.org/10.1016/j.entcs.2006.08.028
Emmadi, N., Vigneswaran, R., Kanchanapalli, S., Maddali, L., & Narumanchi, H. (2019). 

Practical deployability of permissioned blockchains. In W. Abramowicz, & A. Pas-
chke (Eds.), Business information systems workshops (pp. 229–243). Springer Interna-
tional. https://doi.org/10.1007/978-3-030-04849-5_21

Ferdous, M. S., Chowdhury, F., & Alassafi, M. O. (2019). In search of self-sovereign identity 
leveraging blockchain technology. IEEE Access, 7, 103059–103079. 

	 https://doi.org/10.1109/ACCESS.2019.2931173
Ferraiolo, D., Kuhn, D. R., & Chandramouli, R. (2003). Role-based access control. Artech 

House.
Franqueira, V. N. L., & Wieringa, R. J. (2012). Role-based access control in retrospect. IEEE 

Computer, 45(6), 81–88. https://doi.org/10.1109/MC.2012.38
Griggs, K. N., Ossipova, O., Kohlios, C. P., Baccarini, A. N., Howson, E. A., & Hayajneh, T. 

(2018). Healthcare blockchain system using smart contracts for secure automated 
remote patient monitoring. Journal of Medical Systems, 42(7), 130. 

	 https://doi.org/10.1007/s10916-018-0982-x
Guo, R., Shi, H., Zhao, Q., & Zheng, D. (2018). Secure attribute-based signature scheme 

with multiple authorities for blockchain in electronic health records systems. IEEE 
Access, 6, 11676–11686. https://doi.org/10.1109/ACCESS.2018.2801266

Health Professions Council of South Africa (HPCSA). (2016). Booklet 9: Guidelines on the 
keeping of patient records.

Hyperledger. (2021). Hyperledger-fabricdocs documentation: Release master. Hyperledger. 
https://buildmedia.readthedocs.org/media/pdf/hyperledger-fabric/release-1.4/hy-
perledger-fabric.pdf 

Hyperledger Architecture Working Group. (2017). Hyperledger architecture, volume 1. 
https://www.hyperledger.org/wp-content/uploads/2017/08/Hyperledger_Arch_
WG_Paper_1_Consensus.pdf 

Kshetri, N. (2017). Blockchain’s roles in strengthening cybersecurity and protecting privacy. 
Telecommunications Policy, 41(10), 1027–1038. 

	 https://doi.org/10.1016/j.telpol.2017.09.003
Kshetri, N., & Carolina, N. (2018). Blockchain and electronic healthcare records. IEEE Com-

puter Society, 51(12), 59–63. https://doi.org/10.1109/MC.2018.2880021

AJIC 28 - 7-Dec-21 - 11h55.indd   26-27AJIC 28 - 7-Dec-21 - 11h55.indd   26-27 12/8/2021   12:39:10 PM12/8/2021   12:39:10 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     28        1

 Adlam and Haskins

Laurence, T. (2017). Blockchain for dummies. Wiley.
Liang, X., Zhao, J., Shetty, S., Liu, J., & Li, D. (2017). Integrating blockchain for data sharing 

and collaboration in mobile healthcare applications. In IEEE (Ed.), 2017 IEEE 
28th Annual International Symposium on Personal, Indoor, and Mobile Radio Commu-
nications (PIMRC) (pp. 1-5). https://doi.org/10.1109/PIMRC.2017.8292361

Menachemi, N., & Collum, T. H. (2011). Benefits and drawbacks of electronic health record 
systems. Risk Management and Healthcare Policy, 4, 47–55. 

	 https://doi.org/10.2147/RMHP.S12985
Mosakheil, J. H. (2018). Security threats classification in blockchains. Culminating Projects in 

Information Assurance, 48. https://repository.stcloudstate.edu/msia_etds/48/
Republic of South Africa (RSA). (2013). Protection of Personal Information Act 4 of 2013. 

Government Gazette, Vol. 581, No. 37067.
Ronquillo, J. G., Winterholler, J. E., Cwikla, K., & Szymanski, R. (2018). Health IT, hacking, 

and cybersecurity: National trends in data breaches of protected health information. 
Journal of the American Medical Informatics Association, 1, 15–19. 

	 https://doi.org/10.1093/jamiaopen/ooy019
Saraf, C., & Sabadra, S. (2018). Blockchain platforms: A compendium. In IEEE (Ed.), 2018 

IEEE International Conference on Innovative Research and Development (ICIRD) (pp. 
1–6). https://doi.org/10.1109/ICIRD.2018.8376323 

Seol, K., Kim, Y.-G., Lee, E., Seo, Y.-D., & Baik, D.-K. (2018). Privacy-preserving attrib-
ute-based access control model for XML-based electronic health record system. 
IEEE Access, 6, 9114–9128. https://doi.org/10.1109/ACCESS.2018.2800288

Thakkar, M., & Davis, D. C. (2006). Risks, barriers, and benefits of EHR systems: A compar-
ative study based on size of hospital. Perspectives in Health Information Management, 
3(5), 1–19.

Ziglari, H., & Negini, A. (2017). Evaluating cloud deployment models based on security in 
EHR system. In IEEE (Ed.), 2017 International Conference on Engineering and Tech-
nology (ICET) (pp. 1–6). https://doi.org/10.1109/ICEngTechnol.2017.8308142

E-Government Information Systems (IS) Project Failure in Developing 
Countries: Lessons from the Literature

Joseph B. Nyansiro
Doctoral student, Department of Computer Science and Engineering, 
University of Dar es Salaam

 https://orcid.org/0000-0003-1523-7601

Joel S. Mtebe
Associate Professor, Department of Computer Science and Engineering, 
University of Dar es Salaam

 https://orcid.org/0000-0003-2760-7673

Mussa M. Kissaka
Senior Lecturer, Department of Electronics and Telecommunication Engineering, 
University of Dar es Salaam

 https://orcid.org/0000-0002-8607-7556

Abstract
E-government information systems (IS) projects experience numerous challenges 
that can lead to total or partial failure. The project failure factors have been identified 
and studied by numerous researchers, but the root causes of such failures are not 
well-articulated. In this study, literature on e-government IS project failures in de-
veloping-world contexts is reviewed through the application of qualitative meta-syn-
thesis, design–reality gap analysis, and root cause analysis. In the process, 18 causal 
factors and 181 root causes are identified as responsible for e-government IS project 
failures. The most prevalent of the 18 causal factors are found to be inadequate system 
requirements engineering (with 22 root causes), inadequate project management (19 root 
causes), and missing or incomplete features (16 root causes). These findings can be of 
use to future researchers, policymakers, and practitioners seeking to identify methods 
of avoiding e-government IS failures, particularly in developing-world contexts. 
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1.	 Introduction
E-government information systems (IS) are increasingly becoming essential tools 
for the delivery of government services and the improvement of government admin-
istration in developing-world countries. Such systems enable citizens to access gov-
ernment services at a relatively low cost compared to traditional face-to-face services, 
making government services more convenient and accessible (Gilbert et al., 2004). 
These systems also transform the relationships between governments and their citi-
zens by reducing citizens’ personal interactions with government staff, thus increas-
ing transparency and reducing corruption (Sun et al., 2015).

In Tanzania, notable e-government systems include the electronic payment gateway 
(GePG), which facilitates the collection of government revenues electronically from 
various sources, while simplifying the way citizens pay government bills (i.e., making 
payments through mobile phones and banks). Similarly, the traffic management sys-
tem (TMS) facilitates the payment of drivers’ fines by electronic means. The Ministry 
of Lands Information System (MOLIS) enables citizens to perform self-assessments 
of land rent and accrued penalties due to delayed payment, to generate bills, and to 
pay through the GePG. The system has helped to avoid multiple allocations of plots 
and minimise citizens’ complaints about plot allocations. Other notable information 
systems include the national payment system (NPS), the electronic clearing house 
(ECH), the integrated financial management system (IFMS), the integrated hu-
man resource and payroll system, and the retail payment system (RPS) (Ministry of 
Works, Transport and Communication, 2016; Sæbø, 2012). 

However, many e-government projects in Tanzania, as in other developing countries, 
have experienced challenges leading to total or partial failure (Gunawong & Gao, 
2017). For example, Tanzania’s Mwananchi portal—launched in 2009, revamped in 
2014, and designed to act as the main information gateway between citizens and the 
government—was abandoned. And an e-claims system, acquired by the National 
Health Insurance Fund (NHIF) of Tanzania to facilitate the processing of insurance 
claims by health service providers, was delivered and accepted with critical features 
missing. As a result, some of the essential claim processing steps, including data 

exchange between subsystems, were performed manually. The system was prone 
to errors, labour-intensive, and took a long time to process claims (National Audit 
Office of Tanzania, 2019). Another project had to be initiated to fix the identified 
problems. 

In Lesotho, an evaluation of four e-government websites revealed that they were 
missing critical features and functionalities in terms of accessibility, usability, trans-
parency, and interactivity (Thakur & Singh, 2012). In South Africa, the eThekwini 
Municipality’s Revenue Management System (RMS) project, initiated in 2003, 
was only completed in 2016 and had a budget overrun of 666% (Comins, 2020; 
Thakur & Singh, 2012).

In an effort to better understand the main causes of e-government IS project fail-
ures in developing-world contexts, we conducted a literature review that applied 
qualitative meta-synthesis, design–reality gap analysis, and root cause analysis. 

2. Research design
Analytical frameworks
Qualitative meta-synthesis 
Qualitative meta-synthesis is a research method that involves the collection, inter-
pretation, translation, and synthesis of findings across multiple qualitative studies 
(Sandelowski et al., 1997). The authors selected this method because most studies 
on e-government project failure are qualitative. This method is suitable for studies 
that require the integration of results from multiple qualitative studies as it com-
bines both literature review and critical interpretation. 

Design–reality gap analysis
In influential working papers on e-government for development, Heeks (2003; 
2001) posits that most e-government project failures are the result of “design–real-
ity gaps”. Heeks (2003; 2001) proposes seven dimensions that must be analysed in 
order to understand these gaps, using the acronym “ITPOSMO” to represent the 
seven dimensions, as follows:

•	 information;
•	 technology;
•	 processes;
•	 objectives and values;
•	 staffing and skills;
•	 management systems and structures; and
•	 other resources: time and money (Heeks, 2003, p. 3).
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Root cause analysis
Root cause analysis seeks to understand what happened and why it happened (Liv-
ingston et al., 2001). Al-Ahmad et al. (2009) use root cause analysis to review the 
literature on information technology (IT) project failures, finding that root causes 
fall under six factors: project management, top management, technology, organisa-
tional, complexity, and processes. Dalal and Chhillar (2013) conducted an empiri-
cal study to determine the root causes of software failures. According to Dalal and 
Chhillar (2013), the primary cause of software failure was inadequate testing due to 
insufficient testing tools, insufficient test cases, and lack of negative testing. Other 
root causes were inadequate project planning, requirement engineering, and design.

Methodology
Data collection
We performed multiple rounds of searches through different libraries, including 
Google Scholar, ACM Digital Library, Research Gate, IEEE Xplore, Springer, and 
Science Direct. The following keywords were used: e-government project failure; a 
case study of e-government project failure; causes of e-government project failure; 
factors leading to e-government project failure; the success of e-government projects; 
barriers of e-government systems; challenges of e-government projects; and issues of 
e-government projects. A total of 86 studies were found, and 64 articles were select-
ed to be used in this study. The chosen studies were academic research articles and 
industrials research reports with a primary focus on the failure or success of e-gov-
ernment IS projects. 

Causal factor charting
We used qualitative meta-synthesis to identify, across the 64 pieces of literature, the 
main causal factors that have been found to be responsible for IS project failure. 
Eighteen causal factors were identified. Additional literature searching was conduct-
ed to locate articles focusing on the identified causal factors and their root cause. A 
number of additional articles were identified, covering the following themes: user 
involvement (2 articles), e-government project management (6), e-government ar-
chitecture (2), technology complexity (4), software testing (2), e-government in-
frastructure (3), information (2), requirement engineering (5), business processes 
management in governments (5), change management (2), management structure 
(2), e-government skills (2), top management involvement (1), and e-government 
systems integration (1). 

Root cause identif ication
Fishbone diagrams were used to visualise the identified root causes linked to each of 
the 18 causal factors. The seven ITPOSMO design–reality gap dimensions served 
as root cause categories for each causal factor, drawn as branches connected to the 

backbone (the causal factor). The root causes identified in the literature were then 
mapped onto each of the seven root cause categories, as illustrated in Figure 1.

Figure 1: Fishbone diagram with seven root cause categories (ITPOSMO dimensions)

3. Findings
A total of 18 causal factors were identified in the literature via qualitative meta-syn-
thesis, as shown in Table 1.

Table 1: Causal factors identified in existing literature

Causal factor Literature
1 Inadequate system 

requirements 
engineering

Baguma & Lubega (2013), Goedeke et al. (2017), Hussain, 
Mkpojiogu, & Abdullah, (2016), Sweis (2015), Hofmann & 

Lehner (2001), Bubenko (1995), Michael & Boniface (2014), 
Zakaria et al. (2011)

2 Inadequate project 
management

Afyonluoğlu et al. (2014), Aikins (2012), Baguma & Lubega 
(2013), Goedeke et al. (2017), Gunawong & Gao (2017), Hossan 
et al. (2006), Imran et al. (2017), Rajapakse et al. (2012), Rajala 
& Aaltonen (2020), Sweis (2015), S. R. A. Shah et al. (2011), 

Twizeyimana et al. (2018)
3 Missing or 

incomplete features
Baguma & Lubega (2013), Damoah & Akwei (2017), Goedeke et 

al. (2017), Gunawong & Gao (2017)
4 Inadequate project 

planning
Aikins (2012), Baguma & Lubega (2013), Bakunzibake et al. 
(2018), Ghapanchi & Albadvi (2008), Goedeke et al. (2017), 

Hossan et al. (2006), Rajala & Aaltonen (2020), Rajapakse et al. 
(2012), Twizeyimana et al. (2018)

5 Inappropriate choice 
of technology

Goedeke et al. (2017), Ghapanchi & Albadvi (2008), Lau (2003)

6 Insufficient top 
management support

Aikins (2012), Baguma & Lubega (2013), Bakunzibake et al. 
(2018), Goedeke et al. (2017), Ojha & Pandey (2017), Sweis (2015)
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Causal factor Literature
7 Integration failure Al-Khanjari et al. (2014), Ghapanchi & Albadvi (2008), Goedeke 

et al. (2017), Lam (2005)
8 Procurement and 

contract shortcomings
Goedeke et al. (2017), Ojha & Pandey (2017), Rajapakse et al. 

(2012)
9 Inadequate business 

process management 
(BPM)

Afyonluoğlu et al. (2014), Baguma & Lubega (2013), Bakunzibake 
et al. (2018), Dada (2006), Goedeke et al. (2017), Gartlan & 

Shanks (2007), Martin & Montagna (2006), Reffat (2003), Swartz 
(2018), Trkman (2010)

10 Insufficient IS testing Goedeke et al. (2017), Mansor & Ndudi (2015), Rajala & 
Aaltonen (2020), Rajapakse et al. (2012)

11 Insufficient change 
management

Afyonluoğlu et al. (2014), Aikins (2012), Bakunzibake et al. (2018), 
Ghapanchi & Albadvi (2008), Dada (2006), Hossan et al. (2006), 

Nograsek (2011)
12 Staffing and skills 

shortfalls
Abbas et al. (2017), Baguma & Lubega (2013), Dada (2006), 

Goedeke et al. (2017), Hossan et al. (2006), Rajala & Aaltonen 
(2020), Rajapakse et al. (2012), Ojha & Pandey (2017), 

Twizeyimana et al. (2018), Zakaria et al. (2011)
13 Technical over-

complexity
Goedeke et al. (2017), Abbas et al. (2017), Botchkarev & Finnigan 

(2015), Sweis (2015), Lau (2003), Mukherjee (2008)
14 Obsolete technology Baguma & Lubega (2013), Goedeke et al. (2017)
15 Information gaps Heeks (2001), Rajapakse et al. (2012), Vyas et al. (2014)
16 Inadequate 

infrastructure
Baguma & Lubega (2013), Dahiya & Mathew (2018), 

Bakunzibake et al. (2018), Goedeke et al. (2017), Hossan et al. 
(2006), Rahman et al. (2014), Twizeyimana et al. (2018)

17 Political interference Abbas et al. (2017), Baguma & Lubega (2013), Hossan et al. 
(2006), Rajala & Aaltonen (2020), Toots (2019)

18 Inappropriate 
organisational 
management 

structure

Abbas et al. (2017), Goedeke et al. (2017), Rajala & Aaltonen 
(2020), S. R. A. Shah et al. (2011) 

For each of the 18 causal factors tabulated above, root causes were identified in the 
literature, and mapped onto fishbone diagrams. The 18 sub-sections that follow ex-
plain each of the causal factors and provide a fishbone diagram for each causal fac-
tor’s root causes.

Inadequate system requirements engineering
Requirements engineering is the process of discovering, documenting, and analysing 
services to be offered by a given system and the constraints under which those ser-
vices should be provided (Feldgen & Clua, 2014). It involves systematic investigation 
and studying existing systems, processes, materials, operating environments, users’ 
needs, and other artefacts to establish the new system’s needs (Ullah et al., 2011). Bail 
(2010) estimated that inadequate system requirements specifications caused 50% of 

IS project failures. For instance, the student information system implemented by 
the Uganda Management Institute (UMI) failed because it missed vital features in 
the finance module. The analyst failed to include these features’ requirements in the 
initial requirements specification document (Baguma & Lubega, 2013). Require-
ments engineering problems include missing requirements, incomplete requirements, 
ambiguous requirements, poor requirement traceability, elicitation of irrelevant re-
quirements, and poor requirements management (Shah & Patel, 2014). The root 
causes of inadequate information system requirements engineering are presented in 
Figure 2.

Figure 2: Inadequate system requirements engineering

Inadequate project management 
Project management is the application of knowledge, skills, tools, and techniques 
to guide the project activities in accordance with project objectives and goals (Im-
ran et al., 2017). Many e-government IS projects fail due to inadequate project 
management. The electronic National Traffic Information System (e-NaTIS) in 
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South Africa failed mainly due to poor project management (Rajapakse et al., 2012). 
E-government projects should adopt proven project management methodologies, 
align their goals with organisational strategic goals, and hire competent people to 
manage them (Aikins, 2012). The root causes of inadequate project management are 
shown in Figure 3. 

Figure 3: Inadequate project management

Missing or incomplete features
An IS project is said to be successful if it is delivered within time, budget, and with 
desired quality, features, and usability that reflects the real needs of the customers 
or users (Hussain, Mkpojiogu, & Abdullah, 2016). In some cases, e-government IS 

projects are delivered and accepted with missing or incomplete vital features, thus fail-
ing to function and provide the anticipated results (Baguma & Lubega, 2013; Damoah 
& Akwei, 2017). This practice leads to a total or partial failure of the e-government 
IS project. For example, the Friend a Gorilla project in Uganda, implemented to raise 
awareness and funds for promoting Gorilla conservation, was delivered without cru-
cial features for the online selling of promotional materials and SMS-based Gorilla 
friending (Baguma & Lubega, 2013). Several root causes can lead to the delivery of 
incomplete projects, including government officials’ compromises due to corruption, 
and the failure to follow the correct procedures (Damoah & Akwei, 2017). Other 
root causes are as indicated in Figure 4.

Figure 4: Missing or incomplete features
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Inadequate project planning
The project plan outlines activities, timelines, resources, risks, constraints, expected 
output, and baseline information against which the project can be conducted, moni-
tored, and evaluated (Imran et al., 2017). Many of the challenges facing e-government 
projects can be avoided or minimised if projects are thoroughly planned (Ghapanchi 
& Albadvi, 2008). The e-Revenue License project in Sri-Lanka is considered a suc-
cessful e-government initiative because it was adequately planned (Rajapakse et al., 
2012). The root causes of inadequate project planning are shown in Figure 5. 

Figure 5: Inadequate project planning

Inappropriate choice of technology
When selecting technology for a particular project, several factors must be consid-
ered, including easy to learn and use, fit for the purpose, easy to integrate with exist-
ing systems, availability of documentation and support, availability of skills, overall 
implementation costs, overall perceived quality, and usefulness (Hussein et al., 2007). 
Factors such as vendor hype and corruption may influence the choice of technology, 
leading to what is commonly known as vendor-driven projects (Damoah & Akwei, 
2017). Thailand’s smart card project, as described by Gunawong and Gao (2017), 
is an example of the use of inappropriate technology in an e-government initiative. 

This project, which was launched in 2003 and abandoned in 2006, produced smart 
cards that could not be used electronically. Governments are advised to thoroughly 
evaluate the technologies before contracting suppliers (Lau, 2003). The root causes 
of inappropriate choice of technology are shown in Figure 6. 

Figure 6: Inappropriate choice of technology 

Insuff icient top management support
As owners and sponsors of the e-government IS project, top managers are expect-
ed to closely follow up on critical aspects of the project, including ensuring that 
the project goals, objectives, vision, and values reflect those of the organisation. Top 
managers have to ensure that the project is managed according to the organisation’s 
standards and that resources are made available in a timely fashion. They also have to 
ensure that project risks are identified and adequately mitigated. A systematic review 
of the project will ensure that milestones are accomplished in a timely fashion and 
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that project resources are appropriately used. Finally, top managers must promote the 
project to internal and external stakeholders (Ojha & Pandey, 2017; Zwikael, 2014). 
The root causes of insufficient top management support are shown in Figure 7. 

Figure 7: Insufficient top management support

Integration failure
Delivering seamless services requires e-government systems to be integrated vertical-
ly and horizontally (Layne & Lee, 2001). However, this has been difficult to achieve 
(Sun et al., 2015). According to Lam, W. (2005), e-government systems integration 
challenges are categorised into four main categories: strategy, technology, policy, and 
organisation. Most government institutions and agencies develop their e-govern-
ment systems independent from one another without paying much attention to how 
other government institutions and agencies might interact with them (Al-Khanjari 
et al., 2014). For example, integration between the citizen help requests (CHR) sys-
tem designed by Bangladesh Police to facilitate online incident reporting and an 
identification system to authenticate the requesters failed due to technology and 

organisational issues. Therefore, the police kept receiving requests with fake names, 
addresses, and contact information (Hasan, 2015). The root causes of integration 
failure are shown in Figure 8.

Figure 8: Integration failure

Procurement and contract shortcomings 
Government institutions outsource most e-government IS projects to external ven-
dors, contractors, and suppliers through legally binding contracts. Different forms of 
public-private partnerships are used in some cases (Ojha & Pandey, 2017). In either 
situation, it is essential to have a contract that specifies the parties involved, their ob-
ligations, the consequences for failure to meet the obligations, and settlement proce-
dures for disagreement (Afyonluoğlu et al., 2014). Failure to have a fair contract may 
lead to legal issues, which may eventually lead to project failure. Figure 9 presents the 
root causes of procurement and contract shortcomings.

AJIC 28 - 7-Dec-21 - 11h55.indd   12-13AJIC 28 - 7-Dec-21 - 11h55.indd   12-13 12/8/2021   12:39:10 PM12/8/2021   12:39:10 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     14        15

 Nyansiro et al. E-Government IS Project Failure in Developing Countries

Figure 9: Procurement and contract shortcomings

Inadequate business process management (BPM)
Business process management (BPM) is an organisational strategy to identify, mod-
el, analyse, measure, automate, optimise, and continually improve fundamental ac-
tivities in an organisation (Trkman, 2010). The overall objective of e-government 
initiatives is to improve public service delivery and enhance administration processes 
through e-services. In this case, BPM and e-government are two initiatives that have 
to go together as they complement each other. Unfortunately, most e-government IS 
projects are designed without BPM as a significant component (Martin & Montag-
na, 2006). Implementing an e-government information system without undertaking 
process re-engineering may lead to undesirable results and eventually project failure. 
The root causes of inadequate BPM are shown in Figure 10.

Figure 10: Inadequate business process management (BPM)

Insuff icient IS testing
IS testing is one of the critical phases in the system development life cycle, aiming 
to verify, validate, detect, and fix errors in the system (Chaudhary, 2017). During the 
verification process, the developed system is checked to assess its conformity against 
the specified requirements. Insufficient system testing leads to the system’s inability 
to meet stakeholders’ expectations and needs, leading to abandonment (Mansor & 
Ndudi, 2015). The root causes of insufficient IS testing are shown in Figure 11. 
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Figure 11: Insufficient IS testing

Insuff icient change management
E-government projects are transformational as they tend to change the business 
process, service delivery mechanisms, and organisational structure (Afyonluoğlu et 
al., 2014). Successful transformation requires an appropriate change management 
process. Some e-government systems projects fail due to the institution’s inability 
to make the necessary institutional rearrangements to shift from the old processes 
to the new processes offered by the developed e-government IS. A practical change 
management framework to support the successful implementation of the e-govern-
ment system project must consider all the organisation’s aspects, including technol-
ogy, administration, operation, legislation, people, and organisation (Afyonluoğlu et 
al., 2014; Nograsek, 2011). The root causes of insufficient management are shown 
in Figure 12.

Figure 12: Insufficient change management

Staff ing and skills shortfalls
An effective e-government project implementation team must possess essential 
skills, including: strategic information technology skills, information society skills, 
information management skills, technical skills, project management skills, and com-
munication and presentation skills (Lau, 2003; Al Salmi et al., 2017). Most govern-
ments in developing countries suffer from a severe shortage of skilled staff (Rahman 
et al., 2014). The lack of relevant technical skills within the e-government project 
team negatively impacts the information systems quality (Ghapanchi & Albadvi, 
2008). Khan and Islamabad (2009) estimated that Pakistan’s government is getting 
barely 40% of results from its investment in e-government initiatives due to the lack 
of a skilled workforce. The root causes of staffing and skills shortfalls are shown in 
Figure 13.
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Figure 13: Staffing and skills shortfalls

Technical over-complexity
In this context, technical complexity refers to the difficulty of solving a given problem 
using the technology in question. It includes the inability to precisely determine in-
formation and processing requirements, data communication, and the overall system 
design, setup, and configurations (Xia & Lee, 2005). Lack of intensive technology 
evaluation is a leading cause of technical complexities and problems in e-government 
IS projects. Learning from previous project mistakes is crucial in mitigating risks 
and failures in new projects (Mukherjee, 2008). Figure 14 presents the root causes of 
technical over-complexity.

Figure 14: Technical over-complexity

Obsolete technology
The planning and implementation of e-government systems projects take a relatively 
long period of time. Consequently, some e-government projects are delivered while 
their associated technologies are or are about to become obsolete. Developing coun-
tries also suffer from adopting outdated technology when technological equipment 
and systems are donated by developed countries. The root causes of obsolete tech-
nology are shown in Figure 15.

Figure 15: Obsolete technology

Information gaps
Mismatch of data between what is captured or produced by the system and what is 
required by users of the system can lead to e-government IS failure (Heeks, 2001). 
In e-government IS, the information gaps exist in three situations: capturing unnec-
essary information not required for processing or reporting; the failure to capture 
essential information necessary for processing or reporting; and asking for particular 
information that may not be available or relevant to some users or scenarios. For 
instance, the citizen help requests (CHR) system designed by Bangladesh Police 
required a request to have a valid signature of the requestor to start the investiga-
tion (Hasan, 2015). Citizens’ inability to provide digital signatures online made the 
system unusable (Hasan, 2015). The root causes of information gaps are shown in 
Figure 16.
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Figure 16: Information gaps

Inadequate infrastructure
E-government infrastructure encompasses hardware platforms, software platforms, 
middleware, data communications equipment, networks, backup hardware, disaster 
recovery hardware, and security technologies (Dahiya & Mathew, 2018). These de-
vices and equipment make it possible to offer e-government services that are accessi-
ble to users. In IT, the performance and effectiveness of infrastructure are measured 
with reference to: reliability – its ability to ensure continuous uptime; scalability – its 
ability to accommodate increased load; and flexibility – its ability to accommodate 
changes that may be required (Dahiya & Mathew, 2018). The root causes of inade-
quate infrastructure are presented in Figure 17. 

Figure 17: Inadequate infrastructure

Political interference
Governments are run by politicians who influence many aspects of decision making, 
leadership, and development initiatives. Politicians influence many government pro-
jects in positive or negative ways through several means, such as appointing person-
nel responsible for projects, manipulating project scopes and deliverables to suit their 
political interests, and making various decisions (Baguma & Lubega, 2013; Rajala & 
Aaltonen, 2020). E-government IS projects may also similarly suffer or benefit from 
political interference. The root causes of political interference are shown in Figure 
18.

Figure 18: Political interference

Inappropriate organisational management structure
Government institutions are structured to support their core mandates. They employ 
a hierarchical structure with bureaucratic leadership, tight relationships, and rigid 
rules and procedures (Matte, 2017). Organisational structure is a critical element 
of e-government governance. Organisations implementing e-government initiatives 
must undertake the necessary reforms to accommodate and manage the e-govern-
ment system’s changes. The root causes of inappropriate organisational management 
structure are shown in Figure 19.
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Figure 19: Inappropriate organisational management structure

4. Analysis and conclusions
Design–reality gaps
The findings show that developing-world e-government IS projects fail due to root 
causes linked to all seven ITPOSMO design–reality gap dimensions suggested by 
Heeks (2003). The ITPOSMO management systems and structures dimension had 
the highest number of root causes, totalling 46. In this dimension, most of the root 
causes were found to fall under seven of the 18 identified casual factors: inadequate 
project planning, inadequate project management, inadequate top management support, 
procurement and contractual issues, inadequate BPM, insufficient change management, 
and inappropriate organisational management structure. The processes and technology 
dimensions were the second and third most prominent problematic ITPOSMO di-
mensions, with 28 and 26 root causes respectively. Figure 20 shows the number of 
root causes found to be linked to each of the seven ITPOSMO design–reality gap 
dimensions.

Figure 20: Number of root causes per ITPOSMO design–reality gap dimension

Causal factors
Among the 18 identified causal factors, inadequate systems requirement engineering 
was found to have the highest number of root causes, totalling 22. Inadequate pro-
ject management and missing or incomplete features were the second and third most 
prominent causal factors, with 19 and 16 root causes respectively. Figure 21 shows 
the number of root causes per causal factor. The causal factors having a large number 
of root causes are likely to be the ones that require the most attention in order to 
mitigate their potential to lead to e-government project failure.

Figure 21: Number of root causes per causal factor
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E-government information systems are complex, as they tend to have numerous 
components serving multiple stakeholders with different needs, views, preferences, 
and operating environments. This study reveals that e-government IS projects do 
not fail due to a single reason but rather due to a combination of several factors 
associated with design–reality gaps. Therefore, the successful implementation of an 
e-government IS project requires broad multi-dimensional strategies that address all 
seven potential design–reality gap dimensions.

This study provides both theoretical and practical contributions in the e-government 
IS domain. From a theoretical perspective, the study extends design–reality gap the-
ory by identifying the root causes of such gaps for each identified cause of e-govern-
ment IS project failure. From a practical perspective, the study findings may be useful 
to researchers, policymakers, and practitioners seeking to understand the necessary 
components of appropriate e-government IS interventions in developing-world set-
tings. Understanding the root causes of problems is essential to developing practical 
solutions. Future studies can focus on establishing theoretical and methodological 
frameworks and tools to address the challenges identified in this study. 

References
Abbas, A., Faiz, A., Fatima, A., & Avdic, A. (2017). Reasons for the failure of government 

IT projects in Pakistan: A contemporary study. In IEEE (Ed.), 2017 International 
Conference on Service Systems and Service Management (ICSSSM 2017). 

	 https://doi.org/10.1109/ICSSSM.2017.7996223 
Afyonluoğlu, M., Aydin, A., Sevil, S. G., Yüksel, E., & Güngör, M. K. (2014). An e-government 

project management approach with e-transformation perspective. International Journal 
of eBusiness and eGovernment Studies, 6(1), 21–33. 

Aikins, S. K. (2012).  Improving e-government project management: Best practices and 
critical success factors. In S. K. Aikins (Ed.), Managing e-government projects: Concepts, 
issues, and best practices (pp. 42–60). IGI Global. 

	 https://doi.org/10.4018/978-1-4666-0086-7.ch003
Al-Ahmad, W., Al-Fagih, K., Khanfar, K., Alsamara, K., Abuleil, S., & Abu-Salem, H. (2009). 

A taxonomy of an IT project failure: Root causes. International Management Review, 
5(1), 93–104. 

Al-Khanjari, Z. A., Al-Hosni, N., & Kraiem, N. (2014). Developing a service oriented 
e-government architecture towards achieving e-government interoperability. 
International Journal of Software Engineering and its Applications, 8(5), 29–42. 

	 https://doi.org/10.14257/ijseia.2014.8.5.04
Al Salmi, M., Mohtar, S., & Hasnan, N. (2017). Skills and factors of e-government: Case 

study of Sultanate of Oman. International Journal of Innovation, Management and 
Technology, 8(4), 313–319. https://doi.org/10.18178/ijimt.2017.8.4.747

Al-Zwainy, F. M. S., Mohammed, I. A., & Varouqa, I. F. (2018). Diagnosing the causes 
of failure in the construction sector using root cause analysis technique. Journal of 
Engineering, 1804053, 1–12. https://doi.org/10.1155/2018/1804053 

Baguma, R., & Lubega, J. (2013). Factors for success and failure of e-government projects. 
In ICEGOV’13: Proceedings of the 7th International Conference on Theory and Practice of 
Electronic Governance (pp. 194–197). https://doi.org/10.1145/2591888.2591921 

Bail, W. (2010). Effective requirements engineering. In SIGAda ’10:Proceedings of the ACM 
SIGAda Annual International Conference on SIGAda. 

	 https://doi.org/10.1145/1879063.1879065 
Bakunzibake, P., Grönlund, Å., & Klein, G. O. (2018). E-government implementation in 

developing countries: Enterprise content management in Rwanda. In H. J. Scholl, O. 
Glassey, & M. Janssen (Eds.), Electronic government and electronic participation. IOS 
Press. https://doi.org/10.3233/978-1-61499-670-5-251 

Boota, M. W., Ahmad, N., & Masoom, A. H. (2014). Requirement engineering issues and 
their solutions. International Journal of Engineering and Technical Research (IJETR 
2014), 2(11), 50–56. 

Botchkarev, A., & Finnigan, P. (2015). Complexity in the context of information systems 
project management. Organisational Project Management, 2(1), 15–34. 

	 https://doi.org/10.5130/opm.v2i1.4272
Bubenko, J. A. (1995). Challenges in requirements engineering. In IEEE (Ed.), Proceedings 

of IEEE International Symposium on Requirements Engineering (RE’95) (pp. 160–162). 
https://doi.org/10.1109/isre.1995.512557 

National Audit Office of Tanzania. (2019). Performance audit report on the management of 
provision of national health insurance services. Ministry of Finance. http://www.nao.
go.tz/?wpfb_dl=303

Chaudhary, S. (2017). Latest software testing tools and techniques: A review. International 
Journal of Advanced Research in Computer Science and Software Engineering, 7(5), 538–
540. https://doi.org/10.23956/ijarcsse/SV7I5/0138 

Comins, L. (2020, March 12). eThekwini’s billing system shock: Residents slapped with 
inflated bills. The Mercury. https://www.iol.co.za/mercury/news/ethekwinis-billing-
system-shock-residents-slapped-with-inflated-bills-44685080 

Dada, D. (2006). The failure of e-government in developing countries: A literature review. 
The Electronic Journal of Information Systems in Developing Countries, 26(1), 1–10. 

	 https://doi.org/10.1002/j.1681-4835.2006.tb00176.x 
Dahiya, D., & Mathew, S. K. (2018). IT infrastructure capability and e-government system 

performance: An empirical study. Transforming Government: People, Process and Policy, 
12(1), 16–38. https://doi.org/10.1108/TG-07-2017-0038 

Dalal, S., & Chhillar, R. S. (2013). Empirical study of root cause analysis of software failure. 
ACM SIGSOFT Software Engineering Notes, 38(4), 1–7.

	 https://doi.org/10.1145/2492248.2492263 
Damoah, I. S., & Akwei, C. (2017). Government project failure in Ghana: A multidimensional 

approach. International Journal of Managing Projects in Business, 10(1), 32–59. 
	 https://doi.org/10.1108/IJMPB-02-2016-0017
Dwivedi, Y. K., Wastell, D., Laumer, S., Henriksen, H. Z., Myers, M. D., Bunker, D., Elbanna, 

A., Ravishankar, M. N., & Srivastava, S. C. (2014). Research on information systems 
failures and successes: Status update and future directions. Information Systems Frontiers, 
17(1), 143–157. https://doi.org/10.1007/s10796-014-9500-y 

AJIC 28 - 7-Dec-21 - 11h55.indd   24-25AJIC 28 - 7-Dec-21 - 11h55.indd   24-25 12/8/2021   12:39:11 PM12/8/2021   12:39:11 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     26        27

 Nyansiro et al. E-Government IS Project Failure in Developing Countries

Feldgen, M., & Clua, O. (2014). Teaching effective requirements engineering for large-
scale software development with scaffolding. In IEEE (Ed.), 2014 IEEE Frontiers in 
Education Conference (FIE) proceedings. https://doi.org/10.1109/FIE.2014.7044176 

Gartlan, J., & Shanks, G. (2007). The alignment of business and information technology 
strategy in Australia. Australasian Journal of Information Systems, 14(2), 113–139. 
https://doi.org/10.3127/ajis.v14i2.184 

Ghapanchi, A., & Albadvi, A. (2008). A framework for e-government planning and 
implementation. Electronic Government: An International Journal, 5(1), 71–90. 

	 https://doi.org/10.1504/EG.2008.016129 
Gilbert, D., Balestrini, P., & Littleboy, D. (2004). Barriers and benefits in the adoption of 

e-government. International Journal of Public Sector Management, 17(4), 286–301. 
https://doi.org/10.1108/09513550410539794 

Goedeke, J., Mueller, M., & Pankratz, O. (2017). Uncovering the causes of information 
system project failure. In AMCIS 2017 proceedings (pp. 1–10). 

Gunawong, P., & Gao, P. (2017). Understanding e-government failure in the developing 
country context: A process-oriented study. Information Technology for Development, 
23(1), 153–178. https://doi.org/10.1080/02681102.2016.1269713 

Hangal, S., & Lam, M. S. (2002). Tracking down software bugs using automatic anomaly 
detection. In ICSE ‘02: Proceedings of the 24th International Conference on Software 
Engineering (pp. 291–301). https://doi.org/10.1145/581376.581377 

Hasan, M. M. (2015). E-government success and failure: A case study of Bangladesh police. 
Daffodil International University Journal of Science and Technology, 10(1), 61–67. 

Heeks, R. (Ed.). (1999). Reinventing government in the information age: International practice 
in IT-enabled public sector reform (1st ed.). Routledge. 

	 https://doi.org/10.4324/9780203204962
Heeks, R. (2001). Understanding e-governance for development. iGovernment Working Paper 

11. https://doi.org/10.2139/ssrn.3540058 
Heeks, R. (2003). Most eGovernment-for-development projects fail: How can risks be reduced? 

iGovernment Working Paper 14. https://doi.org/10.2139/ssrn.3540052
Hofmann, H. F., & Lehner, F. (2001). Requirements engineering as a success factor in software 

projects. IEEE Software, 18(4), 58–66. https://doi.org/10.1109/MS.2001.936219 
Hossan, C. G., & Kushchu, I. (2006). Success and failure factors for e-government projects 

implementation in developing countries: A study on the perception of government 
officials of Bangladesh. https://www.semanticscholar.org/paper/Success-and-Failure-
Factors-for-e-Government-in-%3A-A-Hossan-Habib/2f519f1afb33ed4acc870aa245
9681fce84a2399 

Hussain, A., Mkpojiogu, E. O. C., & Abdullah, I. (2016). Requirements engineering practices 
in UUMIT centre: An assessment based on the perceptions of in-house software 
developers. Journal of Telecommunication, Electronic and Computer Engineering, 8(8), 
27–32. 

Hussain, A., Mkpojiogu, E. O. C., & Kamal, F. M. (2016). The role of requirements in 
the success or failure of software projects. International Review of Management and 
Marketing, 6(S7), 306–311. 

Hussein, R., Shahriza, N., & Karim, A. (2007). The impact of technological factors on 
information systems success in the electronic-government context. Business Process 
Management Journal, 13(5), 613–627. https://doi.org/10.1108/14637150710823110 

Imran, A., Gregor, S., & Turner, T. (2017). eGovernment management for developing countries 
(2nd ed.). ACPI.

Khan, N., & Islamabad, D. E. (2009). Public sector innovation: Case study of e-government 
projects in Pakistan. The Pakistan Development Review, 48(4), 439–457. 

	 https://doi.org/10.30541/v48i4IIpp.439-457
Lachal, J., Revah-Levy, A., Orri, M., & Moro, M. R. (2017). Metasynthesis: An original 

method to synthesize qualitative literature in psychiatry. Frontiers in Psychiatry, 8, 269. 
https://doi.org/10.3389/fpsyt.2017.00269 

Lam, W. (2005). Barriers to e-government integration. Journal of Enterprise Information 
Management, 18(5), 511–530. https://doi.org/10.1108/17410390510623981 

Lau, E. (2003). 5th Global Forum on Reinventing Government, Mexico City, 5 November 2003: 
Challenges for e-government development. OECD E-government Project. 

Layne, K., & Lee, J. (2001). Developing fully functional e-government: A four stage model. 
Government Information Quarterly, 18(2), 122–136. 

	 https://doi.org/10.1016/S0740-624X(01)00066-1 
Livingston, A. D., Jackson, G., & Priestley, K. (2001). Root causes analysis: Literature review. 

HSE Books. 
Mansor, Z., & Ndudi, E. E. (2015). Issues, challenges and best practices of software testing 

activity. In Recent Advances in Computer Engineering (pp. 42–47), proceedings of ACE 
2015, Seoul. https://www.wseas.us/e-library/conferences/2015/Seoul/ACE/ACE-06.
pdf

Martin, R. L., & Montagna, J. M. (2006). Business process reengineering role in electronic 
government. In D. E. Avison, S. Elliot, J. Krogstie, & J. Pries-Heje (Eds.) The past and 
future of information systems: 1976–2006 and beyond: IFIP 19th World Computer Congress, 
TC-8, Information System Stream, August 21–23, 2006, Santiago, Chile (pp. 77–88). 
Springer. https://doi.org/10.1007/978-0-387-34732-5 

Matte, R. (2017). Bureaucratic structures and organizational performance: A comparative 
study of Kampala Capital City Authority and National Planning Authority. Journal of 
Public Administration and Policy Research, 9(1), 1–16. 

	 https://doi.org/10.5897/JPAPR2016.0377 
Michael, K. A., & Boniface, K. A. (2014). Inadequate requirements engineering process: A key 

factor for poor software development in developing nations: A case study. International 
Journal of Computer, Electrical, Automation, Control and Information Engineering, 8(9), 
1572–1575.

Mukherjee, I. (2008). Understanding information system failures from the complexity 
perspective. Journal of Social Sciences, 4(4), 308–319. 

	 https://doi.org/10.3844/jssp.2008.308.319 
Ministry of Works, Transport and Communication (2016). National Information and 

Communication Technology (ICT) Policy. Government of Tanzania.
Nograsek, J. (2011). Change management as a critical success factor in e-government 

implementation. Business Systems Research, 2(2), 1–56. 
	 https://doi.org/10.2478/v10305-012-0016-y

AJIC 28 - 7-Dec-21 - 11h55.indd   26-27AJIC 28 - 7-Dec-21 - 11h55.indd   26-27 12/8/2021   12:39:11 PM12/8/2021   12:39:11 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     28        29

 Nyansiro et al. E-Government IS Project Failure in Developing Countries

Ojha, S., & Pandey, I. M. (2017). Management and financing of e-government projects in 
India: Does financing strategy add value? IIMB Management Review, 20, 1–19. 

	 https://doi.org/10.1016/j.iimb.2017.04.002 
Paradies, M., & Busch, D. (1988). Root cause analysis at Savannah River Plant nuclear power 

station. In Conference record for 1988 IEEE Fourth Conference on Human Factors and 
Power Plants. https://doi.org/10.1109/HFPP.1988.27547 

Patanakul, P. (2014). Managing large-scale IS/IT projects in the public sector: Problems and 
causes leading to poor performance. Journal of High Technology Management Research, 
25(1), 21–35. https://doi.org/10.1016/j.hitech.2013.12.004 

Pohl, K. (2010). Requirements engineering: Fundamentals, principles, and techniques (1st ed). 
Springer.

Rahman, S., Rashid, N., Yadlapalli, A., & Yiqun, L. (2014). Determining factors of 
e-government implementation: A multi-criteria decision-making approach. In 
Proceedings - Pacific Asia Conference on Information Systems (PACIS 2014). 

Rajala, T., & Aaltonen, H. (2020). Reasons for the failure of information technology projects 
in the public sector. In H. Sullivan, H. Dickinson, & H. Henderson (Eds.), The Palgrave 
handbook of the public servant (pp. 1–21). Palgrave MacMillan. 

	 https://doi.org/10.1007/978-3-030-03008-7_78-1 
Rajapakse, J., Van der Vyver, A., & Hommes, E. (2012). E-government implementations 

in developing countries: Success and failure, two case studies. In IEEE (Ed.), 2012 
IEEE 6th International Conference on Information and Automation for Sustainability (pp. 
95–100). https://doi.org/10.1109/ICIAFS.2012.6419888 

Palanisamy, R. (2004). Issues and challenges in electronic governance planning. Electronic 
Government, an International Journal, 1(3), 253-272. 

	 https://doi.org/10.1504/EG.2004.005551 
Reffat, R. M. (2003). Developing a successful e-government. In The proceedings of the 

Symposium on E-Government: Opportunities and Challenge, Muscat Municipality (pp 
1–13). 

Sæbø, Ø. (2012). E-government in Tanzania: Current status and future challenges. In H. 
J. Scholl, M. Janssen, M. A. Wimmer, C. E. Moe, & L. S. Flak (Eds.), Electronic 
government: 11th IFIP WG 8.5 International Conference, EGOV 2012, Kristiansand, 
Norway, September 3-6, 2012. (pp. 198–209). 

	 https://doi.org/10.1007/978-3-642-33489-4_17
Sandelowski, M., Docherty, S., & Emden, C. (1997). Qualitative metasynthesis: Issues and 

techniques. Research in Nursing & Health, 20(4), 365–371. https://doi.org/10.1002/
(SICI)1098-240X(199708)20:4<365::AID-NUR9>3.0.CO;2-E

Shah, S. R. A., Khan, A. Z., & Khalil, D. M. S. (2011). Project management practices in 
e-government projects: A case study of electronic government directorate (EGD) in 
Pakistan. International Journal of Business and Social Science, 2(7), 235–243. 

Shah, T., & Patel, S. V. (2014). A review of requirement engineering issues and challenges in 
various software development methods. International Journal of Computer Applications, 
99(15), 36–45. https://doi.org/10.5120/17451-8370 

Sun, P. L., Ku, C. Y., & Shih, D. H. (2015). An implementation framework for e-government 2.0. 
Telematics and Informatics, 32(3), 504–520. https://doi.org/10.1016/j.tele.2014.12.003 

Swartz, E. M. J. (2018). Challenges to the implementation of business process re-engineering 
of the recruitment process in the Ministry of Fisheries and Marine Resources, 
Namibia. MPA thesis, Faculty of Economic and Management Sciences, University of 
Stellenbosch. https://scholar.sun.ac.za/handle/10019.1/103566 

Sweis, R. J. (2015). An investigation of failure in information systems projects: The case of 
Jordan. Journal of Management Research, 7(1), 173–185. 

	 https://doi.org/10.5296/jmr.v7i1.7002 
Thakur, S., & Singh, S. (2012). A study of some e-government activities in South Africa. 

2012 E-Leadership Conference on Sustainable e-Government and e-Business Innovations 
(E-LEADERSHIP) (pp. 1–11). https://doi.org/10.1109/e-Leadership.2012.6524704 

Tomić, B., & Brkić, V. S. (2011). Effective root cause analysis and corrective action process. 
Journal of Engineering Management and Competitiveness ( JEMC), 1(1/2), 16–20. http://
www.tfzr.uns.ac.rs/jemc 

Toots, M. (2019). Why e-participation systems fail: The case of Estonia’s Osale.ee. Government 
Information Quarterly, 36(3), 546–559. https://doi.org/10.1016/j.giq.2019.02.002 

Trkman, P. (2010). The critical success factors of business process management. International 
Journal of Information Management, 30(2), 125–134. 

	 https://doi.org/10.1016/j.ijinfomgt.2009.07.003 
Twizeyimana, J. D., Larsson, H., & Grönlund, Å. (2018). Egovernment in Rwanda: 

Implementation, challenges and reflections. The Electronic Journal of E-Government, 
16(1), 19–31. 

Ullah, S., Iqbal, M., & Khan, A. M. (2011). A survey on issues in non-functional requirements 
elicitation. In Proceedings of International Conference on Computer Networks and 
Information Technology (pp. 333–340). https://doi.org/10.1109/ICCNIT.2011.6020890 

Urquhart, C. (2010). Systematic reviewing, meta-analysis and meta-synthesis for evidence-
based library and information science. Information Research, 15(3). http://informationr.
net/ir/15-3/colis7/colis708.html

Verner, J., Sampson, J., & Cerpa, N. (2008). What factors lead to software project failure? In 
2008 Second International Conference on Research Challenges in Information Science (pp. 
71–80). https://doi.org/10.1109/RCIS.2008.4632095 

Vyas, V., Vyas, S., & Kundan, A. (2014). Management information system: Information needs 
of organisation. International Journal of Information & Computation Technology, 4(17), 
1903–1908. 

Williams, P. M. (2001). Techniques for root cause analysis. Baylor University Medical Center 
Proceedings, 14(2), 154–157. https://doi.org/10.1080/08998280.2001.11927753
Xia, W., & Lee, G. (2005). Complexity of information systems development projects: 

Conceptualization and measurement development. Journal of Management Information 
Systems, 22(1), 45–83. https://doi.org/10.1080/07421222.2003.11045831

Zakaria, N. H., Haron, A., Sahibuddin, S., & Harun, M. (2011). Requirement engineering 
critical issues in public sector software project success factor. International Journal of 
Information and Electronics Engineering, 1(3), 200–209. 

	 https://doi.org/10.7763/IJIEE.2011.V1.32
Zwikael, O. (2014). Top management involvement in project management: Exclusive support 

practices for different project scenarios. International Journal of Managing Projects in 
Business, 1(3), 387–403. https://doi.org/10.1108/17538370810883837 

AJIC 28 - 7-Dec-21 - 11h55.indd   28-29AJIC 28 - 7-Dec-21 - 11h55.indd   28-29 12/8/2021   12:39:11 PM12/8/2021   12:39:11 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)        1

 

     

A Sociocultural Framework to Analyse M-Learning Options for Early 
Childhood Development (ECD) Practitioner Training

Susanna Oosthuizen
Chief Operating Officer, Penreach; and Master’s student, Department of Childhood 
Education, University of Johannesburg 

 https://orcid.org/0000-0002-7691-3362

Nicky Roberts 
Associate Professor, Department of Childhood Education, University of Johannesburg 

 https://orcid.org/0000-0002-1910-0162

Abstract
This article, a contribution to m-learning (mobile learning) research, centres on the 
motivation for, and development of, a suitable framework to analyse m-learning op-
tions for early childhood development (ECD) practitioners. Grounded in a socio-
cultural learning perspective, the framework was developed as part of a larger study 
into the feasibility of m-learning for ECD practitioners in the Penreach professional 
development programme in Mpumalanga Province, South Africa. Analysis of exist-
ing frameworks enabled the development of a new, modified framework to suit the 
Penreach context. Here we unpack the framework and explain its development. The 
new, modified framework aims to assist researchers, developers, and implementers 
by prompting consideration of five sociocultural learning features associated with 
m-learning in ECD, namely: device access, data affordability, authenticity, collaboration, 
and personalisation. 
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1. Introduction
Early childhood development (ECD)
In the past decade, international and African-based research studies and policy frame-
works have highlighted the significance of early childhood development (ECD). The 
World Bank’s 2018 World development report found that foundational skills in early 
childhood are essential for future learning, and that effective ECD interventions are 
necessary to significantly improve (especially poor) children’s ability to learn (World 
Bank, 2018, p. 114). The potential that quality ECD has for the improvement of the 
learning outcomes of poor children is of critical importance in South Africa, where 
the majority of children under six live in poverty (Ashley-Cooper et al., 2012; Hall, 
2010). Prominent authors in the field of ECD in South Africa concur that more 
trained ECD practitioners are required in order to achieve a universal and quality 
ECD for all children (Ashley-Cooper et al., 2012; Biersteker et al., 2008).

South Africa’s National Development Plan 2030 (NPC, 2012) and National Inte-
grated Early Childhood Development Policy (RSA, 2015) mention the need to im-
prove access to quality ECD for poor children. The latter encapsulates the vision for 
ECD in South Africa as follows: “[a]ll infants, young children and their families in 
South Africa [should] live in environments conducive to their optimal development” 
(RSA, 2015, p. 48).

The recent National Income Dynamics Study – Coronavirus Rapid Mobile Survey 
(NIDS-CRAM) survey found that, in 2021, about 36% of South African families 
with children under the age of six reported a child attending an ECD centre (other 
than Grade R) (Wills & Kika-Mistry, 2021). This reflects a recovery in ECD atten-
dance to almost the pre-pandemic levels of 39%, following significant disruptions due 
to COVID-19 in 2020 (Wills & Kika-Mistry, 2021). May et al. (2020) report that 
poverty, unemployment, and hunger rose dramatically under the COVID-19-related 
“hard lockdown”, with 47% of South African households running out of money to 
buy food in May/June 2020, while child and adult hunger increased to 15% and 22% 
respectively. 

Less than half of South African children under the age of six access any form of 
early learning (Stats SA, 2016, p. 64). The most recent data indicates that of the 7 
million children aged 0 to 5 years old, only 3.3 million are accessing some kind of 
early learning programme. Within this cohort, 69% of 3- to 5-year-olds attend a 
learning programme or Grade R, while only 30% of 0- to 2-year-olds attend such 
programmes, i.e., 70% of 0- to 2-year-olds are cared for exclusively at home (Thoro-
good et al., 2020).

A study by the Department of Basic Education (DBE), the Department of Social 
Development (DSD), and UNICEF identified a shortage of qualified practitioners 

to meet the demands of ECD provision in South Africa (DBE, DSD & UNICEF, 
2011, p. 87) and recommended the preparation of more skilled practitioners to deliv-
er in poor communities. This skills gap in ECD was also highlighted in a 2014 audit 
of the ECD sector by the Department of Social Development (DSD, 2014), which 
reported both a shortage of qualified practitioners to meet the demands of ECD 
(2014, p. 134) as well as a skills gap among current working practitioners (2014, p. 
94).

M-learning
At the same time, the potential offered by mobile learning (m-learning) is receiv-
ing increasing attention in South Africa and internationally. Prompted by the rap-
id uptake of mobile technology in Africa and the Middle East, UNESCO under-
took a study in 2012 on the potential of m-learning to improve teaching practice 
in these regions (Isaacs, 2012). That study found that the use of such technology 
can influence the supply of qualified teachers in remote areas (Isaacs, 2012, p. 11). 
Subsequently, South African and international researchers collaborated to develop a 
definitive m-learning curriculum framework applicable to South Africa (Botha et al., 
2012). The framework’s authors found that “teacher development is one of the most 
manageable and cost-effective ways of using mobile technologies to break into the 
cycle and the system of Education” (Botha et al., 2012, p. 2). A literature review by 
Alawani and Singh (2017), aimed at establishing a conceptual framework for mobile 
learning in teacher professional development in the United Arab Emirates, points 
to the potential of m-learning as a complementary method to enhance teacher pro-
fessional development, especially due to its ability to reach remote areas and provide 
ubiquitous access to content, expertise, and peer-based support (2017, p. 150). Both 
the Botha et al. (2012) and Alawani and Singh (2017) studies recognise the potential 
value of m-learning to support and possibly scale educator training. 

Insofar as educator training is concerned, pre-grade R ECD practitioners have tra-
ditionally been considered a poor audience for digital learning. Benner and Pence 
(2013) suggest that this is due to negative perceptions of their education levels, their 
ability to access technology, and their willingness to take up non-traditional forms of 
learning. The South African Department of Basic Education (DBE) (2018) has de-
veloped and invested in a Professional Development Framework for Digital Learn-
ing. The framework, however, focuses intensively on curriculum and school-based 
systems to support integration of digital skills, and omits attention to pre-grade R 
(the pre-school reception year) ECD. 

Lack of research on m-learning in pre-grade R context in South Africa
Despite the increased interest in m-learning and ECD respectively, there is a marked 
lack of research on m-learning in ECD, especially in the African and South Afri-
can context (Roberts & Spencer-Smith, 2019). Botha et al. (2012) found that there 
existed only limited local examples of m-learning to draw from for South African 

AJIC 28 - 7-Dec-21 - 11h55.indd   2-3AJIC 28 - 7-Dec-21 - 11h55.indd   2-3 12/8/2021   12:39:11 PM12/8/2021   12:39:11 PM



AJIC Issue 28, 2021The African Journal of Information and Communication (AJIC)     4        5

 Sociocultural Framework to Analyse M-Learning Options  Oosthuizen and Roberts

implementation. In addition to this general dearth of local studies on m-learning, 
few studies to date have focused on pre-grade R practitioner development and 
m-learning. 

A search of the LearnTechLib database (previously EdITLib) shows a telling de-
cline in search results when drilling down from “m-learning” (47,424 articles), to 
“m-learning and ECD” (43 articles) to “ECD and m-learning and Africa” (6) and 
“ECD and m-learning and South Africa” (5). None of the African studies focused on 
pre-grade R practitioner development. A search of the South African Journal of Child-
hood Education (SAJCE)1 database yielded eight results related to “m-learning and 
ECD” and none of these pertained to pre-grade R practitioner skill training. Roberts 
and Spencer-Smith (2019) point to a 2016 special edition of the SAJCE, in which 
m-learning was notably absent from the interventions listed as useful in improving 
the instructional practice of ECD educators in the African context. 

Chee et al. (2017) identify a dearth of research about m-learning in ECD in a global 
meta-analysis of 144 peer-reviewed articles on m-learning from six eminent jour-
nals spanning five years (2017, p. 118). No sample in any of the studies was from a 
pre-primary educational setting and no studies pertained to ECD practitioner skills 
training. Trucano (2013), reporting for UNESCO, hails South Africa as a leader in 
Africa with regard to “cutting-edge” m-learning initiatives and research. Yet, Truca-
no (2013) only refers to two interventions to support this claim: the Yoza Project2 
and Dr Maths,3 both aimed at children above five years of age. Botha and Vosloo 
(2008) present four examples of medium- to large-scale m-learning interventions in 
South Africa, none of which is ECD-focused: Dr Math, M4Girls, Imfundo yami/
yethu, and Angles on MXit. More recent and local studies that focus on technology 
use in teacher development exclude pre-Grade R ECD practitioners. For example, 
Herselman and Botha (2014), working on mobile tablet interventions, report on 
their learnings from interventions in rural schools (grades R to 12) in the South 
Africa’s Eastern Cape Province. This study does not include the pre-Grade R level. 
Isaacs, Roberts, Spencer-Smith and Brink (2019) report on a professional develop-
ment intervention for Grade R practitioners which included minimal use of mobile 
phones (via WhatsApp). While this study includes consideration for ECD centres, 
this is only at the Grade R level and not at the pre-Grade R level.

On the basis of the above, there is a clear need for empirical research on the integra-
tion of m-learning into pre-Grade R training and development in the South African 
context. There is also a paucity of literature that attempts to provide a theoretical 

1  SAJCE is the only South African journal with an ECD focus.
2  See https://m4lit.wordpress.com 
3  See https://drmaths.com 

framework to examine m-learning in different contexts (Kearney et al., 2012). Ac-
cording to these authors, educational research has up to now not clearly defined 
which pedagogies are most suitable for m-learning.

The gap in research on the application of m-learning for skills training in pre-Grade 
R ECD, especially in South Africa, is marked and provided one motivation for this 
research. The other motivation was more localised and practical: the need to make 
ECD practitioners at the pre-Grade R level part of the dialogue about if and how 
m-learning can contribute to their skills training. This required a suitable frame-
work to analyse m-learning options within the specific sociocultural environment of 
Penreach pre-Grade R ECD practitioner training in Mpumalanga Province, South 
Africa. 

2. Conceptual framing
In this section, we set out our conceptual framework, making explicit our adop-
tion of a sociocultural perspective on learning, and explaining what this means. We 
then argue (1) that a sociocultural perspective is relevant to educator professional 
development; and (2) that a sociocultural perspective is relevant to assessments of 
m-learning options. 

Sociocultural perspective on learning
The approach to learning adopted in the broader study, and hence in this article, is a 
sociocultural perspective, which acknowledges the reciprocal effect that learning and 
learning tools have on each other and which we argue is appropriate for assessing 
m-learning options for Penreach pre-Grade R ECD practitioner training.

A sociocultural perspective recognises the influence that circumstances and culture 
have on an individual’s behaviour, specifically related to their learning. The sociocul-
tural perspective also proposes that knowledge is co-constructed through interaction 
(Conole, 2004; Eun, 2008; Kelly, 2007; Vygotsky, 1978). Sociocultural theory em-
anates from the work of Vygotsky (1978), who proposed that learning is a social-
ly mediated process where learners (adults and children) are jointly responsible for 
learning, and that learning is optimised when in the Zone of Proximal Development 
(ZPD). In Vygotskian thinking, the origin of knowledge construction lies in social 
interaction and not in an individual mind. Knowledge is co-constructed, and this 
process is mediated by tools and artefacts from a specific environment and cultural 
context (Shabani, 2016). 

Eun (2008) argues that a sociocultural perspective is relevant to educator profession-
al development and applies a sociocultural perspective as a unified theory to explain 
the most effective mechanism for educators to acquire knowledge and skills (2008, p. 
135). Eun (2008) defines four key theoretical concepts from Vygotsky’s work, namely 
social interaction, internalisation, mediation, and psychological systems. 
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According to Eun (2008), social interaction is a key concept for professional devel-
opment, and manifests through workshops, study groups, seminars, and mentoring, 
where knowledge is developed through interacting with others. Shabani (2016) sup-
ports this assertion, and describes study groups as collaborative opportunities to dis-
cuss common challenges and co-construct knowledge as solutions. Internalisation in 
Eun’s conception takes the form of self-study and individual activities. With regard 
to mediation Eun (2008) describes indirect or mediated activity as necessary for any 
development to occur after the initial professional development experiences. Medi-
ated activity uses three mediators, namely tools (materials, resources), signs (newslet-
ters and journals), and other human beings. Last, the psychological systems described 
by Eun focus on changing the attitude and instructional practice of educators (2008, 
p. 144). 

The work of Eun (2008), Shabani (2016) and Alawani and Singh (2017) grounds 
educator professional development in sociocultural theory, and regards professional 
development as largely intramental (occurring within the mind) and social (occurring 
among people). It also describes the most effective social interaction for professional 
development as that which takes place within the ZPD, where it is easiest to collab-
orate and build knowledge. This implies that the “when” and “how” of ECD profes-
sional development are important, including the when and how of using m-learning. 
Eun (2008), like Shabani (2016), suggests that, from a sociocultural standpoint, ed-
ucator professional development is most effective when it is grounded in practice. In 
addition, Eun (2008) asserts that professional development is also most effective in 
constructs such as “professional learning communities” where educator–learners have 
shared goals and can collaborate to co-construct knowledge that is relevant to their 
shared context (Eun, 2008, p. 146).

Kelly (2007) proposes that the theoretical work on the factors that contribute to the 
learner’s sociocultural environment points to four mutually interacting core elements 
(see Figure 1): environment, individual, culture, and historical development. 

Figure 1: Four core elements of sociocultural theory (Kelly, 2007)

Source: Kelly (2007, p. 56)

Relevance of sociocultural perspective on m-learning 
Adopting a sociocultural perspective on m-learning is appropriate within the South 
African context because it aligns with the Department of Basic Education’s (2018) 
aforementioned Professional Development Framework for Digital Learning, which 
notes that:

It is necessary for teacher professional development to specifically address 
how digital tools and resources can support teaching and enhance learning 
in different subjects in a wide range of socio-economic contexts that teach-
ers encounter in South Africa. (DBE, 2018, p. 10).

Traxler (2007) proposes that research on m-learning should develop concepts em-
anating from the learner perspective and not the perspective that forefronts tech-
nology as the driving force of the learning experience. Traxler (2007) points to the 
preponderance of frameworks for m-learning that focus more on technology than on 
pedagogy, and states:

So mobile learning is not about ‘mobile’ as previously understood, or about 
‘learning’ as previously understood, but part of a new mobile conception 
of society. (This may contrast with technology enhanced learning or tech-
nology supported, both of which give the impression that technology does 
something to learning.) (Traxler, 2007, p. 5).
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Koole (2009) proposes a framework for rational analysis of mobile education 
(FRAME) (see Figure 2), in which m-learning is in terms of three interacting as-
pects: device, learner, and social context (Koole, 2009, p. 27). 

Figure 2: FRAME model for m-learning (Koole, 2009)

Source: Koole (2009, p. 27)

Koole’s (2009) FRAME model resonates with Traxler’s view through its inclusion 
of the social context as one of the three key interacting spheres to understand how 
m-learning manifests. And by describing the interaction between spheres, it aligns 
with Traxler’s view that technology does not influence learning in a one-directional 
way. Making use of the ideas of Vygotsky (1978), Koole (2009) posits that the ideal 
m-learning environment manifests where mediation exists, through which “the na-
ture of the interaction itself changes as learners interact with each other, their envi-
ronments, tools, and information” (Koole, 2009, p. 39). This is clearly a sociocultural 
perspective on m-learning, in that it views learning as a process of interactions that 
take place within a learner’s social and cultural context. The work of Traxler (2007) 
and Koole (2009) firmly establishes the sociocultural context as critical in under-
standing m-learning. 

3. Research design
The larger Penreach study, of which the research outlined in this article was part, 
assessed the feasibility of three different m-learning applications before choosing 
one for use to support pre-Grade R ECD practitioners. In order to achieve this aim, 
a suitable framework for analysing m-learning options for professional development 
was required, and thus the conceptual exploration covered by this article was con-
ducted. 

Research setting
The general research setting is the ECD practitioner training landscape in South 
Africa, which has been studied by the likes of Biersteker et al. (2008), Ashley-Coo-
per et al. (2012), Feza (2013), and the Department of Social Development (DSD, 
2014). Evident from these studies is the need for ECD skills training to move away 
from a distance-based and theoretically oriented training, to training that is practical, 
contains practical demonstrations, is embedded in the real work of the practitioner, 
provides sufficient support during and after training, and assists practitioners to pro-
vide quality services where they operate.

The specific setting for the Penreach study (hereafter “the Penreach context”) is a 
rural context where pre-Grade R ECD practitioners are supported in their ongoing 
professional development. These pre-Grade R practitioners are working in severe-
ly under-resourced environments in Mpumalanga Province, often earning less than 
minimum wage. These educators’ socio-economic context influences their ability to 
use m-learning. Therefore, as is seen later in this article, the cost of owning a smart 
device and the cost of mobile network access for m-learning were considered to be 
directly related to feasibility. 

Research purpose
This article describes the process undertaken to develop a new, modified sociocultur-
al framework to assess m-learning tools and select the one most suitable for use by 
ECD practitioners in the Penreach project in rural Mpumalanga.

Research questions
The two research questions guiding the research outlined in this article were:

•	 What are the available frameworks to assess m-learning options for pro-
fessional development of educators that may be relevant to the Penreach 
context?

•	 Which framework, or combination/adaptation of frameworks, is suitable for 
the task of assessing the feasibility of three m-learning applications for Pen-
reach?
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Methods 
A scan of the literature was conducted and several conceptual and analytical frame-
works were consulted. Studies and articles were identified that present seminal find-
ings on, or well-received theories about, m-learning. The research problem spanned 
knowledge areas of “education”, “early childhood development”, “practitioner train-
ing”, “skills training”, “practitioner professional development”, “technology”, “learn-
ing technology”, and “mobile learning”. With this in mind, Boolean searches were 
conducted using the LearnTechLib database, the Journal of Research in Learning 
Technology, the South African Journal of Childhood Education (SAJCE), and the UNE-
SCO database for papers presented at its annual Mobile Learning Week. 

The research questions simultaneously demanded knowledge of the South African 
ECD practitioner training context in general, and of the Penreach context in par-
ticular. Without this, the relevance or suitability of any framework on m-learning 
and educator development could not be judged. For the general context, literature 
on South African research in the ECD and m-learning fields was consulted. For 
determining the Penreach context, this study had the benefit of the detailed contex-
tual knowledge of this article’s lead author Oosthuizen, who holds a senior position 
in Penreach’s professional development programme. Further contextual knowledge 
was obtained through an empirical study conducted by Oosthuizen, which included 
surveys completed by all the ECD practitioners, and structured interviews with four 
practitioners during a follow-up site visit. The findings from the empirical study are 
not the subject of this article. Suffice to note that the planning and preparation for 
that study deepened the ability of this article’s lead author to judge the suitability and 
relevance of theoretical frameworks to the Penreach context. 

4. Findings
In discussing the findings we reflect on each of the two research questions in turn.

Research question 1: Available frameworks
•	 What are the available frameworks to assess m-learning options for professional 

development of educators that may be relevant to the Penreach context?

As we consulted the literature it became clear that m-learning frameworks were 
neither plentiful nor standardised, and that m-learning tools tended to omit a focus 
on pedagogy. Danaher et al. (2009) argue that there seems to be a high demand for 
tools and technology in m-learning, but less support for research that relates these 
tools and techniques to an underlying pedagogy. Given the continuous advancement 
of mobile technology, Danaher et al. (2009) suggest that researchers should push 
the pedagogy agenda, and learn from one another so that m-learning is understood 
according to its value for learning (Danaher et al., 2009, p. 3). This view echoes the 
Laurillard (2002) view that “technology is looking for a problem to solve in educa-
tion”, and that a technology focus promotes the misleading notion that the technol-

ogy precedes or leads education. Laurillard (2002) argues that the better approach is 
to start by identifying the problem in education and then selecting and applying an 
m-learning approach that fits the pedagogical needs. 

Roberts and Spencer-Smith (2019) lament the lack of comparable or standard 
frameworks in studies on m-learning, noting that the paucity of standardised frame-
works makes it difficult to draw meaningful comparisons between findings (Roberts 
& Spencer-Smith, 2019, p. 3). Roberts and Spencer-Smith (2019) propose adapta-
tion or improvement of their own modified analytical framework for studies in the 
m-learning field, in order to establish “commonly agreed metrics and approaches, 
to measure and reflect on efficacy” (Roberts & Spencer-Smith, 2019, p. 10). Isaacs,  
Roberts and Spencer-Smith  (2019) apply the Roberts and Spencer-Smith (2019) 
framework to their analysis of four m-learning pilots in Africa. 

Our scan of the literature identified four frameworks pertaining to m-learning which 
we found had potential relevance to the Penreach context:

•	 the Alawani and Singh (2017) “smart mobile learning conceptual framework 
for professional development”, which emphasises contextualisation, social 
aspect, and personalisation;

•	 the Laurillard (2002) “conversational framework”, which offers a distinct fo-
cus on pedagogy;

•	 the Kearney et al. (2012) “pedagogical framework for m-learning”, which 
draws on and adapts the Laurillard (2002) framework; and

•	 the Roberts and Spencer-Smith (2019) “analytical framework for describing 
m-learning interventions”. 

We now briefly describe each framework in turn.

Alawani and Singh (2017) “smart mobile learning” framework
The Alawani and Singh (2017) framework reverberates with elements of Eun (2008) 
and Shabani (2016). Alawani and Singh (2017) conducted a study about the experi-
ence of m-learning by teachers in a professional development context in the United 
Arab Emirates. The research found that effective m-learning in professional devel-
opment is dependent on its contextualisation. Equally important and included in 
their framework are the social aspects of professional learning and the fact that learn-
ing at this level needs to be personalised (2017, p. 156).

Laurillard (2002) “conversational” framework
Laurillard’s (2002) framework has a distinct focus on pedagogy, in that it defines 
the pedagogy required for optimal learning. More specifically, it consists of a flow of 
questions that interact in an iterative way. The framework was designed to be used 
in learning design. The pedagogical soundness of the learning design can be mea-
sured by how many of the questions in the framework can be answered. Laurillard 
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(2002) describes the application of the framework as relevant to m-learning design. 
A pedagogically sound m-learning design would, according to the conversational 
framework, include aspects of collaboration, communication, and sharing (Lauril-
lard, 2002). Laurillard’s (2002) conversation framework suggests that from a ped-
agogical perspective, the learner’s practice is improved if knowledge outputs can be 
shared with peers. In addition, through peer discussion, reflection can occur, which 
enhances the learner’s own conceptual understanding of the topic. Laurillard (2002) 
found that in m-learning, the affective motivation for learning increases with the 
opportunity to communicate with others. Finally, an optimal learning experience is 
created where information and artefacts can be shared (Laurillard, 2002, p. 18). 

Kearney et al. (2012) “pedagogical framework”
In the development of their pedagogical framework, Kearney et al. (2012) draw on 
insights from Traxler (2007), Koole (2009), and Laurillard (2002). Kearney et al. 
(2012) attempt to include the most important social characteristics and relationships 
that affected m-learning. During their research process, Kearney et al. (2021)  iden-
tified “time-space” as integral to m-learning, contributing a new dimension to the 
study of m-learning. They position “time-space” as central in their framework, with 
m-learning positioned as transcending the traditional limitations of formal learning 
by making it possible to learn anywhere and anytime. By overcoming the spatial 
and temporal features of classroom-based learning, “learning time” in m-learning 
becomes socially negotiated. Participants in the learning experience can agree where 
and when interaction takes place, without negatively affecting the learning itself 
(Koole, 2009). According to Kearney et al. (2012), one must accept that the pedagogy 
of m-learning takes place within this “malleable space-time context”, and this should 
be central to understanding m-learning (2012, p. 4). 

Kearney et al. (2012) test what they see as eight key features of m-learning: portabil-
ity, social interaction, contextual sensitivity, connectivity, individuality, usability, learn-
ing, and integration into practice. These features emerged from the work of Koole 
(2009) and Klopfer et al. (2002). The eight features are arranged in different relation-
ships to one another to form a conceptual framework. Three versions of this frame-
work were tested over the course of 18 months with eight academics in an Australian 
university and eight trainee teachers in the UK who used m-learning as part of their 
professional training. The final framework that emerges from their research contains 
three main features: collaboration, authenticity, and personalisation. The authors posit 
that these three features, along with six sub-scales, would be effective in analysing the 
pedagogy behind m-learning (see Figure 3). 

Figure 3: Kearney et al. (2012) framework

Source: Kearney et al. (2012, p. 8)

Collaboration describes learning through interaction with others and mediated by 
tools (Conole, 2004; Laurillard, 2002; Shabani, 2016). It is therefore included as 
one of the key features in the Kearney et al. (2012) framework. Authenticity refers to 
how learning practices are similar to what a learner needs to do in the “real world” 
(Kearney et al., 2012, p. 9). Authentic learning is considered one of the most effective 
ways to ensure so-called “deep learning” and is pedagogically relevant (Herrington 
& Oliver, 2001). In a study on innovative learning in the 21st century, the OECD 
(2017) highlights authentic and collaborative learning as critical to optimal digitally 
enabled learning environments. The personalisation feature is developed by Kearney 
et al. (2012) from the body of research about mobile tools and learner agency, most 
notably that of Klopfer et al. (2002) and Pachler et al. (2010). It describes the ability 
of the learner to form their own learning experience based on their social context and 
own needs.

Roberts and Spencer-Smith (2019) framework
Working from an initial model by Pouezevara and Strigel (2012) that puts forward 
three m-learning spectra, the Roberts and Spencer-Smith (2019) framework adds 
three additional spectra for a total of six. The three spectra set out by Pouezevara and 
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Strigel (2012) are:
•	 learning spectrum (between formal or informal);
•	 kinetic spectrum (between static and mobile); and 
•	 collaboration spectrum (between individual and group).

Each of the three Pouezevara and Strigel (2012) spectra is non-binary, meaning that 
m-learning occurs along the spectrum between the two possibilities. 

To take account of the resource-constrained environments prevalent in South Africa, 
Roberts and Spencer-Smith (2019) add device access and data affordability spectra 
(see Figure 4). International and local studies have confirmed the importance of ac-
cess and affordability elements in m-learning delivery (Benner & Pence, 2013; Ebner 
& Grimus, 2013; Nedungadi & Raman, 2012). The device access spectrum ranges 
from m-learning that is designed or used with free devices provided to learners to a 
situation where learners need to bring their own device (i.e., bring your own device, 
or BYOD). Within this range, different permutations of learning design can man-
ifest. For instance, learners can be required to bring their own devices but may also 
receive a subsidy towards monthly device costs. The data affordability spectrum can 
range from scenarios where mobile data is provided or subsidised to situations where 
learners need to pay all of their own data costs. 

Figure 4: Roberts and Spencer-Smith (2019) framework 

Source: Adapted from Roberts and Spencer-Smith (2019, p. 4)

Finally, Roberts and Spencer-Smith (2019) add pedagogy/theory of learning as a spec-
trum, with “a well-defined and articulated theory of learning” at one end of the spec-
trum, and “no articulation of learning theory” at the other end. In adding this spec-
trum to their framework, Roberts and Spencer-Smith (2019) seek to take account 
of the concerns raised by Danaher et al. (2009) and Laurillard (2002) regarding un-
der-emphasis on pedagogy in some approaches to m-learning.

Research question 2: Framework suitable for Penreach
•	 Which framework, or combination/adaptation of frameworks, is suitable for the 

task of assessing the feasibility of three m-learning applications for Penreach?

The framework we found to be suitable for assessing Penreach m-learning applica-
tions incorporates key features from both the Kearney et al. (2012) and the Roberts 
and Spencer-Smith (2019) frameworks. It is firmly located within a sociocultural 
learning perspective. 

All three components of the Kearney et al. (2012) framework—collaboration, au-
thenticity, and personalisation—are included in the framework. With respect to the 
Roberts and Spencer-Smith (2019) framework, its collaborative spectrum was al-
ready represented in the Kearney et al. (2012) framework, and it was determined 
that the learning spectrum could be left out as it was not foregrounded in this study. 
(ECD skills training in the Penreach programme, and other similar programmes, is 
voluntary, non-accredited, and not part of a formal training curriculum. Learning 
takes place through workshops, with the application of newly acquired skills in the 
workplace. The m-learning setting was therefore already defined. The m-learning 
could be done at home, at work, or during the Penreach workshop, and none of these 
configurations was considered to have had an impact on the feasibility.)

The kinetic spectrum, adopted by the Roberts and Spencer-Smith (2019) framework 
from Pouezevara and Strigel (2012), was also not included, because the degree to 
which Penreach practitioners were required to sit or perform activities while using 
m-learning was not considered important in terms of feasibility. And the Roberts and 
Spencer-Smith (2019) pedagogy/theory of learning spectrum was included because it 
was felt that Penreach had already explicitly adopted a sociocultural perspective.

It was determined that the Roberts and Spencer-Smith (2019) device access and data 
affordability spectra were highly relevant given Penreach’s focus on a resource-con-
strained environment. The resulting framework (see Figure 6) comprises: collabora-
tion, authenticity, and personalisation.
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Figure 6: Framework for assessment of Penreach m-learning applications

5. Conclusion 
The need for a framework to assess m-learning applications in ECD was identified as part of 
a larger study into the feasibility of this form of learning in the South African ECD training 
context. First, the dearth of research about m-learning in pre-Grade R practitioner training 
was recognised. Existing research did, however, allow for the development of a conceptual 
frame for analysing the feasibility of m-learning in the ECD training context. We adopted a 
sociocultural perspective for the training of ECD practitioners, recognising the reciprocal in-
fluence between the practitioner and the environment as part of the learning process. Particu-
larly useful was the initial research into m-learning as a field by Traxler (2007), Koole (2009), 
and Laurillard (2002), which locates m-learning in the realm of sociocultural learning. 

Further exploration allowed us to consider different existing sociocultural frameworks for 
m-learning. Based on this analysis, we determined the need for a new, modified framework. 
Elements of recent frameworks developed by Kearney et al. (2012) and Roberts and Spen-
cer-Smith (2019) were combined to develop a sociocultural learning framework that con-
ceives of feasible m-learning in ECD as featuring device access, data affordability, authenticity, 
collaboration, and personalisation.

In the South African ECD context, practitioners operate in environments where no or little 
subsidy exists for accessing m-learning devices and data. In addition to these issues of access 
and affordability, the highly practical and situated work of educating young children requires 
a learning environment for practitioners that enables collaborative, authentic, and person-
alised learning. The modified analytical framework that incorporates these sociocultural di-
mensions is intended for use by researchers and implementers when considering the use of 
m-learning in ECD training—including m-learning in the pre-Grade R training context—
in under-resourced contexts.
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Abstract
In the concluding statement of the 2021 BRICS Summit, the bloc’s five members—
Brazil, Russia, India, China, and South Africa—pledged to pursue enhanced cooper-
ation on cybersecurity issues, including by “establishing legal frameworks of cooper-
ation among BRICS” and a BRICS intergovernmental agreement on cybersecurity. 
This piece briefly outlines the mounting relevance of cybersecurity for the BRICS 
countries, recent national policymaking in this area in the bloc, and the dynamics at 
play as the BRICS countries seek to further intensify and structure their cooperation 
on cybersecurity matters.
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1. Introduction 
The 13th BRICS Summit, hosted by India on 9 September 2021, gave prominent 
attention to cybersecurity as one of the priorities identified in the Summit’s conclud-
ing New Delhi Declaration (BRICS, 2021). Engagement and initiatives regarding 
cybersecurity by the BRICS countries—Brazil, Russia, India, China, and South Af-
rica—have gained remarkable relevance in recent years. BRICS governments have 
adopted numerous laws that either explicitly frame cybersecurity or regulate some 
closely related aspects, and some of these legislative and regulatory initiatives may 
have a significant impact at the international level (see Belli, 2021a, 2021b). Impor-
tantly, the five countries’ national approaches present several points of overlap and 
tend towards convergence, but at the same time we can identify significant points of 
divergence.

Despite growing alignment in several aspects of their priorities and policies, it is 
useful to recall that the BRICS bloc is a particularly young and unusual initiative, en-
compassing enormously different countries. After being created as a mere acronym, 
signifying countries with remarkable economic growth forecast,1 in 2001, the BRICs 
organised their first informal meeting, in 2006, on the margins of that year’s UN 
General Assembly. The first BRICs heads of state meeting was held in 2009 and, in 
2011, the full integration of South Africa transformed the acronym into a larger and 
stronger BRICS. In 2014, the bloc established the BRICS-led New Development 
Bank,2 its most prominent achievement, and, over subsequent years, more than 100 
high-level events, partnerships, and initiatives have been promoted by the bloc every 
year.3 This year, 2021, marks its 15th anniversary.

The BRICS’ desire to cooperate on cybersecurity policy can be traced back to its 
2013 eThekwini Declaration and Action Plan at the closing of the BRICS Summit 
in Durban, South Africa, which, for the first time, stated the need “to contribute to 
and participate in a peaceful, secure, and open cyberspace” and called for the elabora-
tion of “universally accepted norms, standards and practices” (BRICS, 2013).

We should note that it was not a coincidence that BRICS countries’ interest in digital 
policy issues related to cybersecurity—such as data protection, critical infrastructure 
security, cybercrime, and cyber defence—started to gain an increasingly essential and 
strategic role for the group in 2013 (see Belli, 2021b). It was indeed in that year that 
former US National Security Agency (NSA) contractor Edward Snowden (currently 
still in exile in Russia) revealed the unprecedented scale and pervasiveness of the 

1  The acronym was first coined, in 2001, by a Goldman Sachs economist (O’Neill, 2001). 
2  See https://www.ndb.int
3  For overviews of the evolution of BRICS, see Stuenkel (2016, 2020).

American-led global surveillance schemes which included, inter alia, the wiretapping 
of the personal phone of Brazilian President Dilma Rousseff (MacAskill & Dance, 
2013). 

BRICS cooperation in this area has intensified ever since. Notably, in the 2015 Ufa 
Declaration, at the conclusion of the 7th BRICS Summit, hosted by Russia, leaders 
established a “Working Group of Experts of the BRICS States on security in the 
use of ICTs” with a mandate to, inter alia, “develop practical cooperation with each 
other in order to address common security challenges in the use of ICTs” (BRICS, 
2015). Also in that year, the BRICS ICT ministers signed a Memorandum of Un-
derstanding on Cooperation in Science, Technology, and Innovation (see Zhao et al., 
2018), with the aim of promoting cooperation in these fields. Several concrete out-
puts followed these developments (see Belli, 2021b), including the BRICS Digital 
Partnership, the BRICS Partnership on New Industrial Revolution (PartNIR), the 
Innovation BRICS Network (iBRICS Network), and the BRICS Institute of Future 
Networks—all of which contributed to the construction of an enhanced cooperation 
process (see Belli, 2020b), combining policy, technology, and research initiatives. 

The initiatives mentioned in this introductory section illustrate that the BRICS 
countries have adopted a remarkably interesting and sophisticated approach to coop-
eration and regulation. While agreeing on shared principles and high-level objectives 
through the annual declarations, they have crafted a blend of normative and devel-
opmental approaches to shape the ways in which their cooperation and regulation 
should unfold. Such an approach is not immediately intelligible for an observer used 
to considering only the normative side of regulation. Indeed, cooperation and regu-
lation, be they on cybersecurity or on any other matters, cannot be achieved merely 
through norm-making. From a developmental perspective, it is much more effective 
to invest in research and development, rather than simply relying on norms in order 
to regulate economy, society, and technology.  

The consideration proposed above, of the need to distinguish between normative and 
developmental dimensions of regulation, is essential to understanding the complexity 
of BRICS, before beginning the analysis of the latest normative policy steps taken 
by the group members. The primary aim of this article is, indeed, to focus on the 
increasing rapprochement of normative cybersecurity policy priorities and regulatory 
strategies across the grouping, rather than focusing on the developmental aspects 
of the bloc’s approach to regulation. In this spirit, the following section provides an 
overview of some of the key policy developments, allowing the reader to understand 
how cybersecurity-related policies may be converging or diverging in specific areas.
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2. Brazil
In 2020, Brazil adopted a new Cybersecurity Strategy,4 enacted a new Data Protec-
tion Law5 (best-known as “LGPD”, in its Portuguese acronym), and tabled a regu-
lation for social media content in the form of the Internet Freedom, Responsibility, 
and Transparency  Bill (frequently referred to as the “Fake News Bill”).6 In mid-
2021, Brazil created a new Federal Cyber Incident Management Network for federal 
public administrations7 and rapidly adopted—and abandoned—the Executive Order 
1068/2021,8 altering the intermediary liability framework established by the Brazil-
ian Internet Rights Framework (Marco Civil da Internet).9 

The implications of these policy steps are mixed. The new Federal Cyber Incident 
Management Network is widely seen as welcome, but the Cybersecurity Strategy has 
been criticised for lacking the definition of objectives, budget, responsibilities, and 
deadlines—all of which are indeed the central elements of any strategy. The LGPD, 
strongly inspired by the EU’s General Data Protection Regulation (GDPR), entered 
into force in September 2020, and represents a major step forward by introducing 
obligations to integrate privacy and data security measures into products and ser-
vices—so-called “data protection by design”. However, considerable work still needs 
to be done in terms of implementation. For example, despite the LGPD’s creation of 
a new Data Protection Agency, Brazil witnesses major data leakages with remarkable 
frequency. In January 2021, personal data from the entire Brazilian population was 
leaked (see Belli, 2020a), and, while considerable advancements have occurred, the 

4  See Decree nº 10.222/2020: http://www.planalto.gov.br/ccivil_03/_Ato2019-2022/2020/Decreto/
D10222.htm
5  See unofficial English version of the Brazilian General Data Protection Law: https://cyberbrics.info/
brazilian-general-data-protection-law-lgpd-unofficial-english-version/ 
6  See Bill nº 2.630/2020: https://www25.senado.leg.br/web/atividade/materias/-/materia/141944
7  See Secretaria Geral da Presidência da República (2021, July 19). Presidente Bolsonaro cria a Rede 
Federal de Gestão de Incidentes Cibernéticos: https://www.gov.br/secretariageral/pt-br/noticias/2021/
julho/presidente-bolsonaro-cria-a-rede-federal-de-gestao-de-incidentes-ciberneticos
8  See https://www.in.gov.br/en/web/dou/-/medida-provisoria-n-1.068-de-6-de-setembro-de-2021-
343277275?s=08
9  Law 12.965/2014, known as the Brazilian Civil Rights Framework for the Internet, or Marco Civil 
da Internet (MCI) in Portuguese, is the federal law that establishes the principles and rules that govern 
the use of the internet in Brazil. Despite being categorised as an ordinary law, the MCI has been con-
sidered as the “Internet Constitution” of Brazil, because it defines the foundational elements of internet 
governance and regulation in the country, building into the law a marked intention to protect funda-
mental rights and freedoms online. The MCI is considered a symbol of participatory democracy due 
to the online consultation process that led to its creation. The process leading to the elaboration of the 
draft MCI bill was initiated and orchestrated by the Center for Technology and Society at Fundação 
Getulio Vargas (CTS-FGV), in partnership with the Brazilian Ministry of Justice and the Brazilian 
Internet Steering Committee (see CGI.br, 2014). While the elaboration of the MCI was initiated un-
der President Luiz Inácio Lula da Silva, the processes culminated with the sanction of President Dilma 
Rousseff who, in response to intelligence revelations by NSA contractor Edward Snowden, called for 
the implementation of strong guarantees of human rights on the internet.

country is still far from having a data protection culture—one where all stakeholders 
are aware of data-related challenges, understand the social value of data protection, 
and cooperate to protect personal information (Belli & Doneda, 2021). 

The proposed social media regulation (the Fake News Bill) has been criticised for 
introducing traceability requirements that would weaken encryption and raise the 
thorny issue of user-identification requirements (Iunes & Macedo, 2021). Notably, 
the Bill has raised such a level of criticism that the Special Rapporteur on Freedom 
of Expression of the Organisation of American States sent an official communica-
tion to Brazil stating that the provisions proposed in the original version of the Bill 
were “highly problematic in light of the principles of the right to freedom of expres-
sion consonant with Brazil’s obligations under the International Covenant on Civil 
and Political Rights (ICCPR) and the American Convention on Human Rights 
(ACHR).”10 

Meanwhile, the Executive Order altering intermediary liability had a very short life. 
As soon as it was adopted, it was unanimously criticised for the fact that it was likely 
to unduly affect freedom of expression and business operations. The Order aimed 
to prohibit social networks from removing misinformation when the content is of a 
“political, ideological, scientific, artistic or religious nature”, even if contrary to a plat-
form’s terms of service. The Brazilian Supreme Court duly suspended the Order in 
September 2021,11 less than two weeks after its adoption by the Federal Government, 
on the grounds that it was unconstitutional.

3. Russia
Russia enacted its Internet Sovereignty Law in 2019 (see Shcherbovitch et al., 2019), 
and, in 2021, amended its Data Protection Law and its Law on Information, IT 
and Protection of Information (see Zanfir-Fortuna & Iminova, 2021). The Internet 
Sovereignty Law purportedly aims to protect the country from cyberattacks. Under 
certain circumstances, it allows the Federal Government to mandate the disconnec-
tion of the Russian segment of the internet, the “Runet”, from the global internet. 
While the extent to which Russia can implement an “infrastructure-embedded con-
trol” (Daucé & Musiani, 2021) of this sort remains unclear, the aim is overtly to be 
able to cut off its internet from the rest of the world (Musiani et al., 2019).

The Russian sovereign internet provisions aim at reproducing China’s course of ac-
tion in the early 2000s with its “Great Firewall of China”, which created a large 

10  See Relatoria Especial para a Liberdade de Expressão da CIDH. CIDH/RELE/Art. 41/7-
2020/65 (3 July 2020): http://www.oas.org/es/cidh/expresion/documentos_basicos/PORTCARTAO-
NUCIDH-BRASILINTERNET2020.pdf    
11  See Supremo Tribunal Federal. Medida Cautelar na Ação Direta de Inconstitucionalidade 
6.991 (14 September 2021): https://redir.stf.jus.br/paginadorpub/paginador.jsp?docTP=TP&docI-
D=757262152&prcID=6253449
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national intranet that was connected through only limited channels to the rest of the 
internet outside the country. However, when China decided to implement its plan, 
at the dawn of the 21st century, the internet was much less pervasive than it is today. 
The Chinese citizens of the early 2000s were not reliant on the open internet for 
their everyday lives. The Russians of the 2020s, in contrast, have grown accustomed 
to a relatively open internet, making the necessary financial resources, personnel, 
technology, and disruption caused by the disconnection of the Runet significantly 
more complicated and intensive, compared to the situation in early 2000s China 
(Daucé & Musiani, 2021).

Amendments to two other Russian laws—the Data Protection Law and the Infor-
mation Law—entered into force in March 2021. The amendments to the former 
create new requirements for personal data sharing and new oversight attributions 
for Roskomnadzor, the Federal Media and Information Regulator. The Informa-
tion Law amendments require social networks to monitor content and “restrict ac-
cess immediately” for users sharing information about sensitive matters such as state 
secrets, terrorism, pornography, promoting violence or riots, or using obscene lan-
guage. These latter requirements have drawn objections from the European Court 
of Human Rights—to which Russia is subject, as a member of the Council of Eu-
rope12—that, in June 2020, criticised the law for allowing the government to take 
down or block online content without requiring a court order (see Grover & Thom-
as, 2021). 

4. India
The Indian government made headlines in 2021 with its new Information Tech-
nology Intermediary Guidelines and Digital Media Ethics Code Rules, 2021 (“IT 
Rules”),13 and the tabling of the latest version of its Personal Data Protection (PDP) 
Bill is expected very soon.

The IT Rules establish a wide range of requirements, the most controversial of which 
are its social media content takedown framework and content traceability mandate 
(Rule 4(2)). The content takedown provisions are seen as excessively broad, as they 
allow the government to issue orders to intermediaries, requesting them to take down 
information hosted by them, thus considerably increasing the government’s capabil-
ity to restrict freedom of expression online. In respect of the Rule 4(2) content-trac-
ing provision, major social media networks (i.e., those with more than 5 million 
users) now have an obligation to enable the tracing of the originators of content on 
their platforms, i.e., the social media platforms are required to keep a metadata trail 

12  See https://www.coe.int/en/web/about-us/our-member-states 
13  See Press Information Bureau of the Government of India (2021, February 25). Government no-
tifies Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules 2021. 
https://www.pib.gov.in/PressReleseDetail.aspx?PRID=1700749 

of their users’ communications in order to be able to respond to government requests 
to trace specific messages. 

This latter provision—as with the similar traceability provisions in the aforemen-
tioned Brazilian Fake News Bill—has been criticised for its potential to jeopardise 
the use of end-to-end encryption to maintain anonymity (SFLC.IN, 2021). Both 
WhatsApp and its parent company, Facebook—now also known as Meta—have 
filed petitions in the High Court of Delhi challenging Rule 4(2), emphasising that 
the provision undermines user privacy. WhatsApp contends that such a system re-
quires it to de facto store metadata of each message sent though its platform, enabling 
“a new form of mass surveillance” (SFLC.IN, 2021).

The PDP Bill, when enacted, will help provide legal certainty on a variety of is-
sues that intersect with those discussed above. Importantly, India is the only BRICS 
country that has not yet adopted a data protection law, and its PDP Bill is very 
similar in many respects to the other BRICS countries’ frameworks.14 The Bill aims 
to establish a comprehensive framework for regulating personal data processing, and 
is structured in 14 chapters that, inter alia, provide definitions; establish detailed 
obligations of the “data fiduciaries”, including data security obligations; clarify the 
grounds for processing personal data; define the rights of “data principal”; and create 
a new regulator, the Data Protection Authority of India. 

The first version of the PDP Bill was proposed by the government in 2018 in the 
aftermath of the Puttaswamy case (see CIS, 2020), a landmark decision by the Su-
preme Court of India that created a new fundamental right to privacy in the country. 
The Bill has been altered (and broadened) substantially in the intervening years, 
including the addition of a contentious section 35, which ascribes to the government 
an ample right to exempt governmental agencies from the application of the PDP 
Bill. Such evolutions led one of its original drafters, retired Supreme Court judge 
Justice B. N. Srikrishna, to characterise one of the Bill’s most recent versions as “a 
blank cheque to the state” (Sircar, 2020). 

5. China
China has been extremely busy in 2021 in respect of data-related policies, with special 
attention being paid to the cybersecurity dimension of data processing. China seems 
to be one of the few places in the world where policymaking outpaces technology 
developments and where regulation is strictly enforced (The Economist, 2021). The 
Chinese policy emphasis on data matters reflects Beijing’s clear understanding of the 
key strategic advantage brought by having sound data protection and data security 

14  For a detailed comparative analysis of the personal data frameworks of the BRICS countries, see 
https://cyberbrics.info/data-protection-across-brics-countries 
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frameworks (Belli, 2019), and its consideration of (personal) data—of which China 
is the largest producer globally—as an increasingly essential and valuable asset. 

China enacted its new Civil Code15 in January 2021, creating new legal rights to 
privacy and the protection of personal information. In August 2021, the Chinese 
National People’s Congress adopted the new Personal Information Protection Law16 
(PIPL), and the Cyberspace Administration of China has since released a draft Reg-
ulation on Automobile Data Security for comment.17 The PIPL, which may be seen 
as a GDPR with Chinese characteristics, defines China’s comprehensive data protec-
tion system, setting general rules that are then to be specified according to the needs 
of particular sectors. To start complementing the PIPL, in October 2021 China 
adopted its Ethical Specifications of Next-Generation Artificial Intelligence,18 and 
opened a consultation on Draft Guidance on Security Assessments for Cross-Border 
Data Transfers.19

In June 2021, Beijing adopted its new Data Security Law (DSL),20 which defines 
more stringent requirements for processing “important data”, “core state data”, and 
“sensitive data”, and extends (to all automated data-processing) the requirement to 
comply with the Multi-Level Protection Scheme (MLPS)21 mandated by the 2017 
Cybersecurity Law.22 The DSL extends data localisation obligations, which mandate 
the storage of data in servers located in the national territory, to the aforementioned 
“important data”. Article 21 of the DSL prescribes that “[e]ach region and depart-
ment, shall stipulate a regional, departmental, as well as relevant industrial and sec-
toral important data specified catalogue, according to the data categorization.” Im-
portant data listed in such catalogues may encompass an enormous spectrum of data 
linked to economic development, national security, the public interest, individuals’ 

15  See http://www.npc.gov.cn/englishnpc/c23934/202012/f627aa3a4651475db936899d69419d1e/
files/47c16489e186437eab3244495cb47d66.pdf
16  See https://digichina.stanford.edu/news/translation-personal-information-protection-law-peo-
ples-republic-china-effective-nov-1-2021
17  See https://www.gov.cn/xinwen/2021-05/12/content_5606075.htm
18  See https://www.most.gov.cn/kjbgz/202109/t20210926_177063.html
19  See https://digichina.stanford.edu/work/translation-outbound-data-transfer-security-assess-
ment-measures-draft-for-comment-oct-2021/
20  See the unofficial English version of China’s Data Security Law: http://www.cov.com/-/media/
files/corporate/publications/file_repository/data-security-law-bilingual.pdf 
21  The MLPS is a cybersecurity compliance scheme that applies to virtually all organisations in China. 
It was first introduced in 1994 and subsequently updated in 2019, in accordance with Article 21 of the 
Cybersecurity Law. The MLPS classifies systems based on the damage that a hypothetical vulnerability 
of the system may pose to China’s cybersecurity. The scheme requires all network operators to ensure 
that their networks are protected against interference, damage, or unauthorised access. Under MLPS, all 
network operators are required to classify their infrastructure and application systems on a 1 to 5 scale, 
and fulfil protection obligations accordingly. Systems ranked at 3 or higher are considered higher-stake, 
and are subject to notably stricter obligations, including on data security. See https://www.protiviti.com/
HK-en/insights/pov-multiple-level-protection-scheme
22  See http://lawinfochina.com/display.aspx?id=22826&lib=law

rights, and corporates’ interests. Such important data are subject to special security 
requirements as well as international transfer restrictions.23 While the latest Chinese 
policies have strengthened data localisation obligations, it is important to note that 
such requirements were already present in the country, via the 2017 Cybersecurity 
Law, and were probably inspired by Russia’s data localisation provisions introduced 
in 2015 (Shcherbovich, 2021). 

In 2020, China adopted the Provisions on the Governance of the Online Informa-
tion Content Ecosystem,24 which play a major role in regulating online content. The 
Provisions define which categories of content are considered illegal, what content 
producers are encouraged to develop and publish, and an obligation to prevent the 
production of “undesirable” types of content. Illegal content includes any message 
instigating criminal activities or violence or defaming others. Encouraged content 
includes that which fosters “core socialist values”, the doctrine of the Communist 
Party, and “positive and wholesome” messages. Undesirable content includes sensa-
tionalist headlines, coarse and vulgar language, gossip, and content that fosters im-
proper habits that might be emulated by minors. Also in 2020, China announced its 
willingness to launch a Global Data Security Initiative, but so far this initiative has 
not gained meaningful traction. 

6. South Africa
South Africa has also undertaken significant policy updates in 2021 that are relevant 
to cybersecurity (see Mabunda, 2021). As in the rest of the world, the COVID-19 
pandemic has obliged the South African population to increasingly rely on electronic 
communications, connected devices, and digital services. While this has boosted the 
much-acclaimed “Fourth Industrial Revolution”,25 it has also offered an ideal ground 
for the proliferation of cybercrimes, including data breaches, online fraud, and iden-
tity theft. In June 2021, President Cyril Ramaphosa signed the new Cybercrimes Act 
of South Africa into law,26 thus bringing the country up to date with international 
best practices. The Act creates new crimes in respect of certain types of access and 
interception of data, certain uses of software and hardware tools, and certain acts of 
interference with data or computer programs. 

23  Appendix A of the Draft Guidelines for Cross-Border Data Transfer Security Assessments pro-
vides a detailed list of “important data” in different sectors. For instance, in the military sector, “impor-
tant data” encompass information on the name, quantity, source and agent of purchased components, 
software, materials, industrial control equipment test instruments, geographical location, construction 
plans, security planning, secrecy level, plant drawings, storage volume, reserves of military research, 
and production institutions. See https://www.cac.gov.cn/2021-10/29/c_1637102874600858.htm
24  See the unofficial English translation of the Provisions on the Governance of the Online Ecosys-
tem: https://www.chinalawtranslate.com/en/internetgovernance/
25  See Presidency of the Republic of South Africa (2020). Report of the Presidential Commission 
on the Fourth Industrial Revolution: https://cyberbrics.info/report-of-the-presidential-commis-
sion-on-the-fourth-industrial-revolution
26  See https://cyberbrics.info/cybercrime-act-south-africa/
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In July 2021, the one-year grace period for the country’s Protection of Personal Infor-
mation Act (POPIA)27 ended, thus making the law fully enforceable after an eight-
year gestation period. The law was formally approved in 2013, but its implementation 
was subsequently put on hold while a new Information Regulator was established 
and South Africans were prepared for compliance. The Information Regulator is the 
data protection authority established by POPIA. Although it held its first meeting 
at the end of 2016, only in 2021 did it become able to duly monitor the implementa-
tion of POPIA, at the end of the grace period. POPIA draws significant inspiration 
from the European data protection regimes, establishing data protection principles, 
data subject rights, and an ample range of obligations, including security measures 
that must be implemented when processing personal data (according to sections 20 
and 21 of POPIA). There are several points of intersection between POPIA and the 
Cybercrimes Act, due the latter’s criminalisation of conduct that “interferes with a 
computer data storage medium or a computer system.”28

It is interesting to note that South Africa is a signatory to the Council of Europe’s 
Budapest Convention on Cybercrime,29 despite not being a member of the Council. 
Meanwhile Russia, which is a Council member, has never signed the Convention 
and has been actively promoting international efforts to create a cybercrime treaty 
within the UN. 

7. Enhanced cooperation at the international level?
As seen above, some parallels can be seen at national level in BRICS countries with 
respect to certain approaches to cybersecurity matters. At the same time, the coun-
tries’ calls for enhanced cooperation, within the bloc, on such issues are becoming 
increasingly explicit (Belli, 2019). Indeed, in the aforementioned 2021 New Delhi 
Declaration, BRICS leaders expressed the intention to 

[…] advance practical intra-BRICS cooperation in this domain, including 
through the implementation of the BRICS Roadmap of Practical Coop-
eration on ensuring Security in the Use of ICTs and the activities of the 
BRICS Working Group on Security in the use of ICTs, and underscore[d] 
also the importance of establishing legal frameworks of cooperation among 
BRICS States on this matter and acknowledge[d] the work towards con-
sideration and elaboration of proposals, including on a BRICS intergov-
ernmental agreement on cooperation on ensuring security in the use of 
ICTs and on bilateral agreements among BRICS countries. (BRICS, 2021)

The ease with which enhanced BRICS cooperation on cybersecurity matters 
can occur remains unclear. Cybercrime is a highly sensitive issue, and national 

27  See https://popia.co.za/
28  For an analysis of the intersections, see Snail (2021). 
29  See https://www.coe.int/en/web/impact-convention-human-rights/convention-on-cybercrime

policymakers’ decisions regarding which acts constitute cybercrimes are highly sub-
ject to their domestic legal, political, cultural, and economic particularities. 

While South Africa has signed the Budapest Convention and Brazil has declared its 
intention to do so,30 China, India, and Russia have not—and these three have a clear 
preference to coordinate their cybercrime initiatives within the UN and, to some ex-
tent, within the Shanghai Cooperation Organisation (SCO).31 Since 2011, the SCO 
has elaborated upon an International Code of Conduct for Information Security, 
which was updated in 2015, reaffirming that “policy authority for Internet-related 
public policy issues is the sovereign right of States” and including the pledge “[n]ot to 
use information and communications technologies and information and communi-
cations networks to carry out activities which run counter to the task of maintaining 
international peace and security”.32

When speaking as a bloc, the BRICS countries have consistently emphasised that 
the UN is the most appropriate venue for international policy development on cyber-
security and cybercrime. Willingness to enhance cooperation on such topics within 
the UN was recently reiterated by BRICS National Security Advisors,33 and some 
members of this grouping have explicitly expressed interest in working on a “pen-
talateral” agreement to create a comprehensive system for countering cyber-threats. 
The BRICS 2021 New Delhi Declaration saluted the consensus found in the July 
2021 report of the UN Group of Governmental Experts (GGE) on Advancing Re-
sponsible State Behaviour in Cyberspace in the Context of International Security.34 
Conspicuously, the GGE was composed of experts from a grouping of 25 countries 
that included all of the BRICS nations and was chaired by Brazilian diplomat Guil-
herme Patriota, who is Brazil’s Consul-General in Mumbai.35 

30  See Ministério das Relações Exteriores (2019, December 11). Processo de adesão à Convenção de 
Budapeste - Nota Conjunta do Ministério das Relações Exteriores e do Ministério da Justiça e Segu-
rança Pública: https://www.gov.br/mre/pt-br/canais_atendimento/imprensa/notas-a-imprensa/2019/
processo-de-adesao-a-convencao-de-budapeste-nota-conjunta-do-ministerio-das-relacoes-exteriores-
-e-do-ministerio-da-justica-e-seguranca-publica
31  The Shanghai Cooperation Organisation (SCO), http://eng.sectsco.org, is an intergovernmen-
tal organisation aimed at political, economic, and security cooperation. It covers three-fifths of the 
Eurasian continent, 40% of the world population, and more than 20% of global GDP. The SCO is the 
successor of the “Shanghai Five” group, established in 1996 with the Treaty on Deepening Military 
Trust in Border Regions, in Shanghai, by the heads of states of China, Russia, Kazakhstan, Kyrgyzstan, 
and Tajikistan.
32  See https://www.fmprc.gov.cn/mfa_eng/wjdt_665385/2649_665393/t858323.shtml
33  See BRICS National Security Advisors (2020). The 10th Meeting of BRICS National Security 
Advisors: https://india.mid.ru/en/counter_terrorism/10th_meeting_of_brics_national_security_advi-
sors
34  See https://front.un-arm.org/wp-content/uploads/2021/08/A_76_135-2104030E-1.pdf 
35  See https://www.un.org/disarmament/group-of-governmental-experts/
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Russia has been calling for the development of an internationally binding treaty on 
cybercrime at the UN level since the early 2010s.36 In December 2018, the UN Gen-
eral Assembly approved a resolution,37 sponsored by Russia and a group of aligned 
countries, establishing an “open-ended ad hoc intergovernmental committee of ex-
perts” to “elaborate a comprehensive international convention on countering the use 
of information and communications technologies for criminal purposes” under the 
auspices of the UN. While Russian proposals for a cybersecurity treaty have failed to 
crystallise sufficient consensus over the past decade, the most recent developments 
suggest that the situation is rapidly evolving, and that this initiative needs to be mon-
itored closely, as numerous countries may now find the idea of a cybersecurity treaty 
appealing. The first substantial meeting of the ad hoc intergovernmental committee 
is planned for January 2022. 
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