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ABSTRACT

The p ro jec t report compares the  effec tiveness  of tno methods of kriged 
estim ates fo r  monthly panel va luation . The one method uses individual sample 
locations and sample values fo r kriging and the second method uses sample 
inform ation regu la rised  to  a 10 metre g rid  fo r k riging.

Four data s e ts  with d if fe re n t s p a tia l c h a ra c te r is t ic s  were sim ulated to te a t 
the  e ffec tiv e n ess  of the  two methods.

The method u t i l is in g  Ind iv idual samples proved to  r e s u l t  in  m arginally b e tts r  
estim ates compared to  the method using regularised  samples. The marginal 
improvement obtained from the  ind iv idual samples i s  considered to  be more than 
o f fs e t  by the  a dd itiona l computer processing required fo r th is  method.

The ac tua l r e su l ts  from the four da ta  s e ts  are a lso  compared again st the 
expected r e s u l ts  based on g e o s ta t is t ic a l  theory. Results from two of the se ts 
conform c lo se ly  with the  th e o re tic a l re s u l ts .  However, the  o the r two se ts  
showed markedly d if fe re n t e rro r  variances to  the th e o re tic a l e rro r variances. 
The reason fo r th is  is  th a t the  two se ts  had d is t in c t  high and low grade 
sub-areas and the e rro rs  are  proportional to  the mean grade of the  sub-areas.
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In re g u la r isa t io n , a l l  sample values f a l l in g  w ithin a c e ll  o f a 

predefined g rid  are  averaged. The averaged sample values are then 

trea te d  as ind iv idual values located a t  the  centre o f  the  c e l l .  This 

method has proven to  be adequate in ore reserve estim ation (M iller 

1983) and not only sim p lifies  the computing process but a lso  leads t  

b e t te r  semi-variogram models as "the averaging process removes a lo t  

o f the  v a r ia b i l i ty  witnessed in chip sampling" (M iller e t a l 1987)

Although th e  method of reg u la risa tio n  has proved i t s e l f  in  ore 

reserve  e s tim a tion , no research has been done on whether the method 

i s  s a tis f a c to ry  fo r estim ating gold production from stoping panels on 

a  monthly b a s is . This report thus compares the  t r a d i tio n a l method of 

using regu la rised  data  with a method whereby ind iv idual samples are 

used to obtain kriged estim ates of gold values fo r stope production.

In a d d itio n , th e  use of g e o s ta t is tic s  fo r e stab lish in g  confidence 

lim its  fo r lo c a l estim ates has recen tly  been c r i t ic i s e d  (P h ilip  and 

Watson 1986). They s ta te  " th a t estim ation variance i s  meaningless in 

terms of lo c al estim ation" because the  estim ation  variance depends 

not on lo c al va ria tio n  but on sampling density . This report thus 

in v e s tig a te s  the  a p p lic a b ili ty  and accuracy of using kr.< ng variance 

fo r c a lc u la t in g  confidence lim its  fo r the  two methods described 

prev iously .



2.1 Chapter Z -  MetftoOolog>
mgA

2.2 Chapter Analysis o f Results

V-i’v!1 Jjf-TlL.

The chapter g ives a d e ta iled  account o f  the methodology used in 

comparing the  method of k riging with ind iv idual sample data 

th a t o f kriging using regu larised  data.

c a lcu la te  the  a c tu a l values o f  stope panels i t  was 

necessary to  sim ulate sample values. The Method of sim ulation 

explained. The c h a ra c te r is t ic s  of the four simulated 

deposits a re  presented and the  basis fo r comparing the two 

methods is  covered in more d e ta i l .

The choice of a sampling configura tion  fo r use in estimating 

panel values i s  d iscussed . Based on the sampling 

configura tion  the ca lc u la tio n  of k riging weights and th e ir  use 

in c a lc u la tin g  estim ates o f stope panel values i s  explained.

F in ally  the method of analysing the r e su l ts  o r ie f ly  

discussed as a preview to  Chapter 3.

chapter compares the  semi-variogram models obtained from 

sampling data  with the th e o re tic a l semi-variogram models used 

in the sim ulation.



A comparison of the ac tua l stops panel values with the 

estim ated stope panel values i s  presented with sp e c ific  

a tte n t io n  given to  the accuracy of estim ates and the analy sis

F in a lly , the analy sis  o f the  r e su l ts  o f  the sim ulation are 

compared with the  expected re su l ts  based on g e o s ta t is t ic a l

1 .2 .3  Chapter 4  -  Conclusion

The findings of the  study are  summarised in th is  chapter and 

sp e c if ic  recorr ns are  made.

1.3  Summary o f  the , o f  the Study

The primary purpose of th e  study i s  to:

(a) Compare the  effec tiveness  of using regu larised  sampling 

data  with th a t  of ind iv idual sample data in the lo c al 

estim ation of gold values using kriging.

(b) Compare the  r e su l ts  obtained in the study with the 

expected re su l ts  based on g e o s ta t is tic a l theory.

(c) Make recommendations regarding the  p rac tic a l 

implementation of g e o s ta t is t ic a l  methods fo r local 

(monthly production) valuation.



General Approach



The models were then used to estim ate monthly panel values fo r  the 

remaining 400 metre by 150 metre a rea , u t i l is in g  add itional 

sampling information as i t  would become availab le  in p rac tice .

Fip ire  2. 1,1 i l l u s t r a te s  the above.

Based on the  semi-variogram models, k riging weights were 

ca lcu la ted  fo r chosen data  configura tions fo r estim ating the 

various panels. The respective  data  configura tions used for 

estim ating  .the various panels are  discussed in section 2 .7 .

PANEL 2 PANEL 3 PANEL 4 PANEL 5

Sampling on a 5m x 5m orid  used to  ca lcu la te  
experim ental semi-variogram models fo r sub
sequent estim ation  of panel values.

month.

1
Advance

e stim at-

Figure 2 .1 .1 .  I llu s tra t io n  of xayout o f  each data se t



s o f  estim ates o f panels were calcu lated . The f i r s t  estimate 

i panel represen ts  the  estim ate of planned production ( i . e .  a 

fo re ca st o f gold to  be mined in  the following month) w hilst the 

second estim ate rep resen ts  an estim ate of the gold expected to  reach 

the  p lan t ( i . e .  the  gold called  for based on the months production 

and u t i l i s in g  the  l a te s t  sampling information a v a ila b le ).

Both se ts  o f  estim ates were compared against the ac tua l panel values 

to determine the effec tiveness  of the  two methods (Regularised Method 

and Ind iv idual Method) in estim ating the  next months planned 

production (Planned estim ates) and accounting fo r the  curren t months 

gold production (Called estim ates).

diagrammatic sketch of the various estim ates produced 

Figure 2 .1 .2

Regularised Method 
I Ind iv idua l Method

'reduce estim ates fo r: 
Planned gold production 
from each panel 
Called gold production 
from each panel

Figure 2 .1 .2 . I l lu s t r a t io n  o f  th e  estim ates produced
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The 16 s e ts  of estim ates were then compared with the ac tua l panel 

values to  evaluate the  effec tiveness  o f  the  two methods under various 

conditions ( i . e .  d if f e re n t semi-variogram s tru c tu re s  and estim ating 

Planned gold production and Called gold production).

Simulation pf the Data Sets

A computer program, SIMUL (Journal and H uijbregts 1978) was 

used to  sim ulate Standard Gaussian d is tr ib u t io n s  with 

prescribed covariance models. The program uses the "turning 

bands" method developed by Q Matheron to  sim ulate r e a lisa tio n s  

o f  a reg ionalised  variab le  with a given covariance.

In order to  analyse the e ffe c t of d if f e re n t semi-variogram 

s tru c tu re s  on the effec tiveness  o f the  two methods of 

estim ation , four data se ts  were generated.

C h a rac te r is tic s  o f the four se ts  are contained in Table 2 ,2 ,1 . 

The four s e ts  cover combinations of short and long ranges (25 

metres and 100 metres) and d if fe re n t nugget e ffec t to  to ta l 

r a t io s  (0,33 and 0 ,5 ).

f/A ■ r
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0,3
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Range (metresl
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Therefore the required transform  function to  generate the 

Lognormally d is tr ib u ted  reg ionalised  variab le  is :

X = exp [oLZ + InOOOO) -  o j  /2] 

or X = 1000 exp lo jc  -  o J /2 ]     (31

A fter combining the  sim ulations according to  Table 2 ,2 ,2  each 

combined se t o f da ta  follows a Standardised Gaussian d is tr ib u t io n  

with the appropriate covariance model. Applying the  transform 

function  (3 ), r e su l ts  in  the required lognormally d is trib u ted  

data  s e ts  each with a mean value of 1000 cmg/t, a logarithmic 

variance of 0 ,6  and the  appropria te  covariance model.

A to ta l  of 90 000 values (600 rows and 150 columns) per se t were 

generated to  represen t values on a 1 metre by 1 metre g rid .

2.3  Generation o f  Sampling Results

Each se t o f 90 000 sim ulated values was reduced to  a subset 

of da ta  represen ting  the  tra d i t io n a l  sampling p rac tice  on 

gold mines o f sampling on a 5 metre by 5 metre g r id . This 

reduction re su lted  in  3 600 sample values (120 rows and 30 

columns).

2 .4  Regularisatidn o f  Sampling Results

The 3 600 samples on a 5 metre by 8 metre g rid  mentioned in

2 .3  were used as the  data  input fo r the Individual Method
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'. Regularised Method, the  3 600 samples were regu larised  

10 metre g r id . The regu la riea tion  process resu lted  in  fou 

sample values from the 5 metre g rid  being averaged to  form a 

sing le  sample point fo r the  10 metre regu larised  data  s e t .  The 

co-ord inates o f the  10 metre sample points were centred in the 

c e l ls  o f the  ’iO metre g rid  as per Figure 2 .4 .1 .

12.5 173 22.5 Z 7 £ ~

X=SflMPLE POSITIONS ON 5 METRE GRID 0= REGULARISED SAMPLE POSITIONS 

FIGURE 2.4.1 SAWLE POSITIONING FOR REGULARISED DATA 

2.5  Calculation of Semi-Vmriegrams

The bottom one th ird  of the  sampling suBsets (as per Figure 

2, 1. 1} were used to  ca lcu la te  experimental semi-variograms for

As the data se ts  followed a Lognormal d is tr ib u t io n , the  sample 

subsets were log-transformed and the  variograms were calcu lated  

on the log transformed subsets o f data.

In the  case of regularised  data, sample values were averaged 

in ta  10 metre by 10 metre c e l ls  on a  regu la r g rid . The 

semi-variograms fo r  regu larised  data  were a lso  calcu la ted  on 

log transformed da ta . The re su l ts  of the  seroi-variograre 

ca lc u la tio n s and the f i t t e d  models are given in Chapter 3.
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GOLD PRODUCTION IN COLUMNS 2,3 OR 4
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a
^  The ca lcu la tion  of a n c illa ry  information such as the kriging variance

and regression  slope i s  a lso  used in Chapter 3 to  compare the 

y  accuracy of the  th e o re tic a l ly  calcu la ted  parameters with the observed

re s u l ts .

a
-d 2 .8  Analysis o f  Copsariaona between the Methods
a

| j  Chapter 3  contains a  f u l l  descrip tion  o f  the  re su l ts  obtained

from the study and the various comparisons of the re su l ts  th a t 

S  are  c a rried  ou t.

^  The accuracy o f  the Planned panel estim ates and Called panel

fj estim ates are  compared with the ac tua l panel values. A f u l l

a n a ly s is  o f the  e rro rs  is  p resented w ith sp e c ific  regard to 

^  inve stig a tin g  whether e rro rs  and estim ates are co rre la ted  and

g  whether the f iv e  columns of panels exh ib it d if fe ren t r e su l ts .

^  The experimental semi-variogram models are compared against the

th e o re tic a l models used in  the  sim ulation to  asce rta in  whether 

.2 the d if fe re n t  methods require a  d if f e re n t area  to  be sampled

|  before re l ia b le  semi-variogram models can be obtained.

J  The observed re su l ts  are a lso  compared with the expected

th e o re tic a l r e su l ts  based on using g e e e ta t i s t ic a l  theory. In 

j j  g e o s ta t is t ic a l  theory , knowledge of the semi-variogram model,

j  cample positions and the block to  be estim ated are su ffic ie n t

(without knowing the ac tua l sample values) to  ca lcu la te  the 

(j expected regression  e ffec t and confidence in te rv a ls  of

estim ates.

J



ANALYSIS OP RESULTS 

Introduction

This chapter covers the de ta iled  analy sis  of the re su l ts  o f 

the  four sim ulated da ta  se ts .

The primary objectives o f the  analy sis  are to:

(a) Compare the estim ates o f  the Indiv idual Method and

Regularised Method w ith the  ac tua l values to  determine 

whether e ith e r  of the two methods is  superior.

lb) C alculate the expected th e o re tic a l r e su l ts  and compare 

these with the r e su l ts  obtained from the two methods.

(c) Examine the re su l ts  of the  two methods in each data se t 

to  determine the e ffec tiv e n ess  of the two methods for 

d if f e re n t s tru c tu ra l re la tio n sh ip s  (ranges, nugget 

e ffe c ts  and s i l l  va lues).

An analysis o f the experimental semi-varlograms is  discussed 

in  section 3.<8 together with the  models f i t te d  to  the re s u l ts .  

The models are  then used to  determine the expected re su l ts  

based on g e o s ta t is t ic a l  theory.

The analy sis  o f each data  s e t  i s  conducted separately  in 

sections 3.4 to  3 .7 .



F in a lly , a  comparison between the r e su l ts  fo r the 5 column positions 

i s  discussed in section  3 ,8 .

3 .2  Sewi- varionram analy sis

Experimental semi-variograros were calcu lated  fo r each data  se t 

based on the sample values being log-transformed because the 

samples were from a Lognormal d is tr ib u t io n .

For each data  a e t, semi-variograme were calcu la ted  for the 

Individual sample values {based on a Bui by 5m g rid ) as w ell aa 

fo r the  regu la rised  sample values (baaed on a 10m x 10m g r id ) .

The semi-variograms, together with the f i t t e d  models are 

presented in  Figures 3 .2 .1  to  3 .2 .8 .

The parameters of the  f i t t e d  models are presented in Table 

3 .2 .1 .  The th e o re tic a l models (as used in the  sim ulations) 

fo r each data  eet a re  a lso  included in the  ta h ts s .  From the 

ta ttle  i t  is  evident th a t in general the f i t t e d  models are 

reasonably close to  the th e o re tic a l models. Previous work has 

shown th a t th is  is  not a  necessary re su l t and th a t the 

experimental nemi-vsriogram can be markedly d if fe re n t from the 

a c tu a l model used in  the  sim ulation IBrooker 1983).





FIGURE 3.2.1 SEMI-VARIOGRAM FOR DATA SET 1
THEORETICAL MODEL IS : ( R=25m C0=.3 Cl=



FIGURE 3.2.2 SEMI-VARIOGRAM FOR DATA SET 2
THEORETICAL MODEL IS : ( R=I00m C0=.3 Cl=.3 )



FIGURE 3.2.3 SEMI-VARIOGRAM FOR DATA SET 3
THEORETICAL MODEL IS s ( R=25m C0=.2 Cl=.4 )
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FIGURE 3.&S REGULARISED Si-.II-VAfirOORAM MODEL FOR OATA SET I





FIGURE 3.2.7 REGULARISED SEMI-VARIOGRAM FOR DATA SET 3



FIGURE 3.2.6 REGULARISED SEMI-VARIOGRAM FOR DATA SET 4



The follow ing d ifferences between 

f i t te d  models were observed

ranges of the  f i t te d  models fo r da ta  se t 2 

were a l l  approximately 60 metres compared with the th e o re tic a l 

range or 100 m etres. However, the range has a re la tiv e ly  

small impact on the  determ ination of the kriging weights 

(Ravenscroft 1985).

The ranges fo r the regu larised  

approximately fiv e  metres 

regu la ris ing  to a 10 metre grid

increase  by

nugget e f fe c ts  fo r the regu larised  da ta  should 

approximately one qua rte r  o f the nugget e ffe c ts  fo r Individual 

sample models I Rendu 1978). This r e su l t i s  ev ident in 

f i r s t  th ree  data s e ts  but the nugget e f f e c t  fo r  da ta  se t 

(0 ,01) is  very low

From Figures 3 .2 .1  to  3 ,2 .8  i t  ia  a lso  evident th a t the models o f 

ind iv idual sample eemi-variograms f i t  the r e su l ts  B etter 

models of the regu la rised  semi-variograms. This i s  prim arily  

small area (150m x 200m) being used to  ca lcu la te  

experimental semi-variogre.ne. For the small a rea  used, the number 

of sample pa irs  th a t a re  us.id in the c a lcu la tion  of the  semi



varictjram values a t sp e c if ic  d is tances are s ig n ific a n t ly  le ss  for 

tne  regu larised  samples than fo r the indiv idual samples. Although 

the  reg u la risa tio n  smooths ths v a r ia b ili ty  o f ths da ta , the re su l ts  

suggest th a t in p rac tic e  a  la rge r sampling area  may be necessary to 

accu ra tely  construct a regu larised  semi-variograni model than the 

area  required to  construct a  point semi-variogram accura tely .

In order to  work In the  o r ig in a l un ite  the logarithm ic 

semi-variograms were back-transformed via the  following formula:

{b) = the  semi-variogram in o rig in a l un its

(h) = the  log transformed ssmi-variogram

= the  logarithm ic variance of the  dftta s e t  used to

generate the semi-variogram
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(c) the quantity and spatial arrangement of the samples.

(d) the degree of con tinu ity  o f  the  deposit which is  conveyed by 

i t s  semi-variogram.

The PLAYKRIG program was used w ith the appropriate semi-variogram 

models and data  configura tions to  c a lcu la te  the expected th e o re tic a l 

r e s u l ts .  The re su l ts  a re  presented in Table 3.3.1 (Individual 

samples) and Table 3 .3 .2  (Regularised samples). The re su l ts  fo r the 

end panels (panel 1 and panel 5 i a re  presented separa te ly  to  the 

middle panels because of the d if fe re n t da ta  configura tions. The 

r e s u l ts  in  the  tab les c lea rly  i l l u s t r a t e  th a t there i s  an 

in s ig n if ic a n t d e te r io ra tio n  in the  estim ation of end panels compared 

i l th  the  estim ation of the  middle panels.

For a l l  da ta  s e ts ,  the kriging of Planned production has a 

s ig n i f ic a n t ly  lower confidence le v el than the k riging o f  the Called 

production . This r e s u l t  i s  expected as kriging i s  not a  good 

extra,pula to r ,  and the Called estimates include the add itional 

sampling corresponding to  the curren t months production.



Pft, , , ^  f '  " ' ""^4

v f

P/WELS 2, 3 OR 4

Table 3 .3 ,1  Eapeetad theoretica l resu lts  o f  kriglng panels based 
individual samples



KRIGINQ
VARIANCE

KRIGING
VARIANCE

Planned

Planned

Planned

Planned

Table 3 .2 .2  Expected theoretica l resu lts o f  krtalnp panels based

0 0 '



A comparison of th e o re tic a l r e su l ts  between the  d if fe re n t data se ts 

led to  the  follow ing in te re s tin g  re su l ts :

!a) Using krig ing  fo r ca lcu la ting  the Called gold shows th a t the 

Hrlglng variance drops s ig n ific an t ly  fo r da ta  s e ts  3 and 4 

when the  r a t io  between the  nugget e ffe c t and s i l l  value drops. 

This i s  co n s is te n t with previous work (Ravenscroft 1985). The 

re su l ts  a lso  show th a t the nugget e ffe c t to  s i l l  r a tio  has a 

f a r  g rea te r  impact on the kriging variance than what the range

(b) Using krig ing  fo r calcu lating  the Planned gold production

shows th a t the  regression slope inc reases, as can be expected, 

when the  range increases or when the nugget e ffe c t to  s i l l  

r a t io  decreases. However, the kriging variance increased with 

a reduction in  the  nugget e ffec t to  s i l l  r a tio  (data  se t 1 vs

The v a lid ity  of the  expected th e o re tic a l r e su l ts  is  te s te d  in the 

subsequent sec tions of th is  chapter.



To compare the  re su l ts  o f th e  estim ated panel values (Planned 

values and Called values) with the  ac tua l panel values, only 

the  top 400 metres o f the  sim ulated data  se t is  used. This is  

because the bottom 200 metres were used to  c a lcu la te  the 

semi-variogram model. There are consequently 200 panels used 

in the  comparison (5 ad jacen t panels mined fo r 40 months).

A colour coded diagram of the  r e su l ts  fo r Planned panel values. 

Called panel values and a c tu a l panel values is  presented in  

Figure 3 ,4 .1 .

A summary o f  the s t a t i s t i c s  of the  th ree  s e ts  of values is  

given in Table 3 .4 .1 .

Mean Value 

Variance 

Log Variance

1 057 emg/t 993 cmg/t

Table 3 .4 .1 . S ta t is t ic s  o f  R esults o f  Data Set 1 (Individual



FIGURE 3.4.1: COLOUR CODE] PLOTS OF THE PANEL VALUES USING

;n'd;v r u a l  sam ple s



From the above ta b le  i t  appears 

Called values are  b iased , but t  

samples averagine 1 043 cmg/t a 

averaging 993 cmg/t.

the  Planned values and 

s r e su l t of the 5 metre 

to the 1 metre samples

The smoothing effect o f krig ing is  a lso  evident where the variances 

o f Planned panel values and Called panel values are 106 085 and 

138 724 resp e ctiv e ly , compared to  the ac tua l panel variance o f

The e rro rs  in estim ation (Planned panel values -  ac tua l . ,.e . values 

and Called panel values -  actual panel values) are shown i. " , .re  

3 .4 ,2 . The p lo ts in d ica te  th a t the  e rro rs  are  randomly d is trib u ted . 

There is  no pa ttern  in the d is tr ib u t io n  of e rro rs  nor are  there 

c lu s te rs  o f  small e rro rs  or c lu s te rs  of la rge  e rro rs .

The s t a t i s t i c s  of the e rro rs  are given in Table 3 .4 .2 . The 

s t a t i s t i c s  i l l u s t r a te  a s lig h t improvement in the mean e rror foi 

c a lle d  values as opposed to planned values and there  i s  a  s ig n ific an t 

reduction in the variance of the e rro rs  of called  values. This 

r e s u l t  i s  expected-as the ca lled  values in tlude  12 a dd itiona l samples 

w ithin the  panel boundary being estim ated.



ABSOLUTE ERRORS OF PANELS ABSOLUTE ERRORS OF PANELS

PLANNED VS. ACTUAL CALLED VS. ACTUAL

CMG/T B B S  200 -  300 CMG/T

N G N  50 -  100 CMG/T

100 -  200 CMG/T

FIGURE 3.4.2 : ABSOLUTE ERRORS ( o m g / t )  OF PANEL VALUES 

FOR DATA SET I -  INDIVIDUAL SAMPLES
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pushzd -  Acrm (ntw/e)
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FIG 3.4.9 HISTOGRAMS OP ERRORS (SET 1, DTOIVTOUAL 6AMPLSS)



I£
ACTUAL \M-U63 (wna/t)

ACTUAL VALUE lamg/t)

CALLED WLUE (omg/H

FIGURE 3.4,4 SCATTER PLOTS OF ESTIMATED VALUES VS. ACTUAL 

VALUES (SET I , INDIVIDUAL SAMPLES)
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i
The s t a t i s t i c s  o f the  regression  lin e s for the p lo ts  (Table 3 .4 .3) 

ind ica te  th a t the a c tu a l re su l ts  obtained are  what could be expected 

based on the use of g e o s ta t is tic a l theory fo r the p a rtic u la r  data 

configura tion  and eemi-variogram medel.

ACTUAL RESULTS THEORETICAL 
SLOPE OF

Table 3 .4 .3 . S ta t is t ic s  o f Regression Lines of Pet i  -  (Individual 
Samples)

In Figure 3 .4 .5 , the e rro rs  o f  the estim ates (Planned -  Actual and 

Called -  Actual) are p lo tted  against the a c tu a l panel values.

The p lo t o f Planned e rro rs  ind ica tes  th a t the panels which ac tually  

have low values are generally  overestimated and th a t the panels with 

a c tu a l high values are  generally  underestimated The regression line 

f i t te d  to the  s c a t t e r  p lo t o f  Planned e rro rs  versus a c tu a l values has 

a slope of -  0,551. The reason fo r the overestim ation of low panel 

values and the underestim ation of high panel values is  best explained 

by re fe rr in g  to  Figure 3 .4 .5  a . The top graph in the Figure 

ind ica tes  th a t the reasons fa r  the negative slope of the  erro rs  

versus the planned values arei





ACTUAL VALUES (cmg/t)



Whore the ac tua l panel values are Below 1 000 cmg/t (the mean 

value) the number o f panels th a t are overestimated (Block A) 

f a r  exceeds the  number of panels th a t are underestimated (Slock

(b) S im ila rly , where the ac tua l panel values are  above 1 000 cmg/t,

the  number o f  panels th a t a re  underestimated (Block C) exceeds

the  number o f panels th a t are overestimated (Block 0).

The bottom graph in  Figure 3 .4 .5  a , i s  a  s c a t te r  p lo t o f the erro rs

(Planned -  Actual) versus the Planned values. The positive  

c o rre la tio n  between the e rro rs  and the Planned values I l lu s tr a te s  the 

regression  e ffe c t.

The fig u res  i l l u s t r a te  th a t the regression  e ffe c t i s :

-  th a t low estim ates are  generally  underestimated and high estim ates 

are  generally  overestimated

and not th a t low actual values are underestimated and high actual 

values are overestimated.

3 ,4 .2  R esults using Regularised Samples f

s sec tio n , the estim ates are  based on kriging data t  

m regu la rised  to a 10 metre g r id . (See Figure 2.4.

A colour coded diagram of the r e su l ts  fo r Planned values. 

Called panel values and ac tua l panel values i s  presented i 

Figure 3 .4 .5 .
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F IG U R E  3 . 4 . 6  « C O L O U R  C O D E D  P L O T S  O F  P A N E L  V A L U E S

F O R  D A T A  S E T  I  ( R E G U L A R IS E D  S A M P L E S



Tatile 3 .4 .4  contains the summary s t a t i s t i c s  of the re su l ts  of the 

th ree  s e ts  o f values.

PLANNED PANEL CALLED PANEL ACTUAL PANEL

1 051 cmg/t 1 044 cmg/t 993 cmg/t

Variance

Log Variance

Table 3 .4 .4 .  S ta t is t ic s  o f  Results o f  Data Set 1 (Regularised 
Samples]

As in the  previous section , the  apparent overestim ation of panel 

values is  as a r e su l t of the  5m sampling re su l ts  averaging 1 043 

cmg/t as opposed to the 1m sampling re su l ts  averaging 993 cmg/t.

The smoothing e ffe c t o f kriging i s  again ev ident where the variances 

of planned and ca lled  pan il values are 102 937 and 127 548 

re sp e c tiv e ly , versus the ac tua l panel variance of 150 825.

The panel estim ates have s lig h t ly  lower variances than the 

corresponding estim ates using individual samples. The panel 

e stim ates have thus been fu rth e r  smoothed using regu la rissd  data.

The abso lu te  e rro rs  in estim ation (Planned panel values -  ac tual





The p lo ts  again Ind ica te  th a t the e rro rs  are  randomly d is trib u ted  and 

th a t the re  are  no c lu s te rs  o f high or low e rro rs .

The s t a t i s t i c s  o f  the  e rro rs  are shown in Table 3 .4 .5 . There is  a 

s ig n ific a n t reduction in  the variance of the e rro rs  fo r Called values 

as would be expected.

i Planned Values 

I Called Values

56 crog/t

Table 3 .4 .5  S ta t is t ic s  o f  Errors o f  Data Set 1 (Regularised Samples)

The a c tu a l e rro r  variances are s im ila r to  the corresponding 

th e o re tic a l e r r o ' variances, although as before, the Called error 

variance i s  approxim ately 30% lower than the th e o re tic a l e rror 

variance.

The e rro r variances based on regularised  samples are marginally 

higher ( fo r both Called and Planned e rro rs )  than the e rro r  variances 

based on ind iv idual samples.

Histograms of the  e rro rs  (Figure 3 .4 ,8) ind ica te  th a t the o rrors of 

the Called panel estim ates follow a Normal d is t r ib u t io n .



PUNNZD -  ACTUAL (mae/t)

CALLED - ACTUAL (cmg/t)

FIG 3.4,0 HISTOGRAMS OF ERRORS (SET 1, REGULARISED SAMPLES)



However, the d is tr ib u t io n  of the Planned estim ates again appear to be 

Uniformly d is tr ib u ted .

The estim ated panel values (Planned and Called) are  p lo tted  against 

the actual .a lues in Figure 3 .4 .9 . The s c a tte r  p lo t o f Planned panel 

values versus the ac tua l panel values ind ica tes  the presence of the 

regression  e f f e c t .  The Called panel values show a high dagree of 

c o rre la tio n  with the ac tua l values and the regression  e ffec t i s  not 

ev iden t.

Table 3 .4 .6  compares the s t a t i s t i c s  o f the regression  lin e s fo r the 

p lo ts  with the th e o re tic a l regression lin e  slopes. The actual slopes 

obtained fo r the regression lin e s compare favourably with the 

th e o re tic a l slopes.

ACTUAL RESULTS

SLOPE OF LINE

THEORETICAL

Table 3 .4 .6 . S t a t i s t ic s  o f  Regression Lines o f  Set 1 (Regularised

The slope of the regression lin e  fo r  Planned estim ates (0,568) is  

lower than the corresponding slope based on Indiv idual samples





In Figure 3 .4 .10 , the  e 

ac tua l panel va lues. 1 

panels with low value a 

panels are generally  ur

•ora of the  estim ates are p lo tted  against t  

> p lo t of Planned e rro rs  again shows th a t t  

i generally  overestim ated and the high valu 

ii'fotimated The regression lin e  f i t te d  to

the s c a t te r  p lo t of planned e rro rs  versus 

of -  0,613. This slope i s  steeper than t 

when using ind iv idual samples.

s-

The p lo t  of Called estim ates versus the a c tu a l panel values also 

shows th a t the e rro rs  tend to get la rge r as the panel values 

inc rease. This p roportional e ffec t (Rendu 1978) is  as a r e su l t o f 

the variance of values being re la ted  to  the  mean value in Lognormal 

d is t r ib u t io n s .  This aspect i s  discussed in d e ta i l  in sections 3.5

actua l values has a  slope 

is slope of -  0,551 obtained

The reasons fo r the  ove, 

panels re sp e c tiv e ly , an 

on ind iv idual samples.

end underestim ation o f  low a 

the same as diecussed fo r th

d high value 

resu lts based

3 .4 .3  Summary o f  R esults o f  Data Set 1

3.4.3.1The q u a lity ,o f  the estim ates fo r both Planned and Called panel 

values are  not s ig n ific an t ly  d if fe re n t fo r individual samples 

and regu la rised  samples.



ERRORS VS. ACTUAL PANEL W.UE3 

1ooo ERRORS (PLANtCD-ACTUAL)

EflHORS VS. ACTUAL PANEL WHIES 

ERRORS (CALUO-ACTUAL)

ACTUAL MNEL WLU6 (emg/t)

PIOURB a.4,10 SCATTJSR PI-OTS Of BSRORS VS. ACTUAL 
VALUES (BBT I , REGULARISED SAMPLES)



3.4.3.2Tbe re su l ts  obtained from using both indiv idual samples and

regu la rised  samples for estim ation compare favourably with the 

expected th e o re tic a l r e su l ts .

Both methods show a s lig h t d e te r io ra tio n  in  the regression 

e ffe c t fo r planned values compared to  the expected regression 

e ffe c t based on g e o s ta t is tic a l theory.

The ac tua l e rro r  variances of Called minus actual values are 

lower than the  expected e rro r variances fo r both the 

Individual Method and Regularised Method.

3 .4 .3 .3The e rro r variances obtained from using ind iv idual samples are 

le s s  than those obtained when regu la rised  samples are  used.

The Ind iv idual Method shows a reduction of approximately 11* 

in e rro r variances compared to the Regularised Method.



*
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I
0  3 .6  A ralysla o f  Reaults o f  Data Set 2

| j  3 .5 .1  R esu lts using Ind iv idual Sanplea fo r Krlging

^  A colour coded diagram of the re su lts  of Planned, Called and

g  a c tu a l panel values is  presented in Figure 3 .5 .1 .

| j  The p lo t o f the  actual panel values c lea rly  i l lu s t r a te s  th a t

the  upper ha lf  o f the  panels have a  sig n ific an t \y lower average 

^  value than th a t of thu bottom h a lf . In a d d ition , the

a  ra i 'ia b i i i ty  o f t»e upper- section  is  a lso  lower than th a t of the
3

bottom se c tio n . Lognormal d is trib u t io n  theory s ta te s  th a t the 

Q  variance o f  the d is tr ib u t io n  i s  d ire c tly  proportional to  the

mean value of the d is tr ib u t io n  according to  the  formula:

1

a

g  . Although th e re  is  a d ifference  in mean values between the upper

and lower sections of the  simulated data s e t ,  the analysis was 

conducted by trea tin g  the  e n tire  se t as one homogenous area.

H The experimental semi-variogran ca lcu lated  from the e n tire  se t

compared favourably with the th e o re tic a l semi-variogram used to 

sim ulate the  aata  s e t. (See Section 3 .2 ).



FIGURE s.6.1 : COLOUR CODED PLOTS OF THE PANEL VALUES

U S IN G  I N D i m V A L  S A M P I .E S



The experimental eeml-variogram thus confirmed th a t the sp a tia l 

c h a ra c te r is t ic s  of the simulated data corresponded to  what was 

required from the sim ulation. Consequently, the e n tire  se t could b 

considered to  be a sing le  population of values with the  desired 

v a r ia b i l i ty  and s p a tia l c h a ra c te r is t ic s .

The s t a t i s t i c s  o f tl  

given in Table 3 .5 . '

| Log Variance

i Planned, Called and actual panel values a

893 cmg/t

Table 3 .5 .1 . S ta t is t ic s  o f  R esults o f  Data Set 2  (Individual Samples)

The Planned panel values and Called panel values both appear to  be 

b iased . This however, i s  as a r e s u l t  of the 5 metre samples 

averaging 888 cmg/t as opposed to  the 1 metre sample r e su l ts  

averaging 840 cmg/t.

The smoothing e ffe c t o f  k riging i s  not evident in  the  estim ated panel 

va lues. The variances of the Planned and Called values are 178 860 

and 179 341 resp e ctiv e ly , compared to the actual panel v

:<





ABSOLUTE ERRORS OF PANELS 
CALLED VS. ACTUAL

ABSOLUTE ERRORS OF PANELS 

PLANNED VS. ACTUAL

>50 CMG/T 200 -  300 CMG/T

50 -  100 CMG/T > 300 CMG/T

200 CMG/T

FIGURE 3.5.2 : ABSOLUTE ERRORS ( c m g / t  ) OF PANEL VALUES 

FOR DATA SET 2 -  INDIVIDUAL SAMPLES



’ /

ENTIRE AREA

Error Variance 
T heore tica l E rror Variance

TOP 200 METRES

BOTTOM 200 METRES

PLANNED VALUES CALLED VALUES

53 cmg/t

Table 3 .5 .2 .  S t a t i s t ic s  o f  Er ro rs  of Data Set 2 (Ind iv idual Samples)

The s t a t i s t i c s  in  the Table shorn tha t the mein absolute e rro rs  of the 

bottom 200 metre area  are approximately twice the siz e  o f the mean 

abso lu te  e rro rs  o f the top 200 metre a re as . This r a tio  of e rrors 

app lies  to  both Planned and Called panel values. The absolute error 

variance .of the  bottom 200 metre area are a lso  approximately double 

tne  value of the  corresponding e rro r variances in the upper 200 metre



The th e o re tic a l e r ro r  variances, based on the semi-variogram model 

and the chosen data  con figu ra tions, are approximately tw ice the size  

o f  the ac tua l e rro r variances fo r planned estim ates and Called 

e stim ates. The s t a t i s t i c s  in Table 3 .3 .2  show th a t the  e rror 

variances of the  bottom 200 metre area are  approximately equal to  the 

expected th e o re tic a l e rro r  variances. The reason fo r the large 

discrepancy between the  th e o re tic a l e rror variances and the observed 

e rro r  variances fo r the  e n tire  area  i s  th a t the e rro rs  in the upper 

h a lf  a re  very sm all. The e rro rs  in th is  section  are  small because 

the samples in  th is  section  are  highly continuous and have low 

v a r ia b i l i ty .  This low v a r ia b i l i ty  r e su l ts  in mere accurate 

estim ation.

histograms of the  e 'r o r s  are presented in Figure 3 .5 .3 . The e rro rs  

o f  the Called estim ates appear to  be Normally d is tr ib u te d  but the 

e rro rs  of Planned estim ates are  e r ra t ic

In Figure 3 .5 .4  the estim ated panel values are  p lo tted  again st the 

a c tu a l panel values. The Planned panel values show evidence of the 

regression e f f e c t .  The Called panel values show a very close 

r e la tio n  to  the ac tual panel values. Although the  slope of the

regression  lin e  fo r C alled values in approximately equal to  1,

fu rth e r  evidence of the proportional e ffec t is  shown by the magnitude

o f e rro rs  increasing  w ith the ac tua l values of the  panels.

S t a t i s t ic s  of the  f i t te d  regression lin e s are  contained in Table



p u u m  -  ic rvu  (nm/t)

rsEaumcY

CALLED - ACTUAL (cm«A)

ERRORS (cmgA)

raSTOGRAUS OF ERRORS (SET 8. INDIVIDUAL SAMPLES)
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ACTUAL RESULTS_________

SLOPE OF LINE Y INTERCEPT

The th e o re tic a l slopes o f the regression  lin e s  are approximately 

equal to  the actual slopes obtained, where the actual slopes are

w ithin RX of the th e o re tic a l slopes.

Figure '’ .5 .5  shows the e rro rs  of the osi jmates p lo tted  against the

actua l panel values. No sp e c ific  trends e x is t in e ith e r  p lo t, but

evidence of the proportional e ffe c t is  again i l lu s tr a te d  where the 

magnitude of e rro rs  tends to increase  as the actual panel values 

increase.

3 .5 .2  R esu lts using Regularised Samples f o r  Krlging

A colour coded p lo t of the  panel values based on Planned 

estim ates, Called estim ates and a c tu a l values is  shown in 

Figure 3.5.1$.

s t a t i s t i c s  o f the panel values are  given in Table 3 .5 .4 .





ERRORS VS, ACTUM. t*HEL WU.UE8 
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EBBOBS VS. ACTUAL WNR WLUES



FIGURE 3.S.6 i COLOUR C£H)EO PLOTS OF PANEL VALUES

DATA SET 2 ( REGULARISED SAMPLES )



The reason fo r the apparent overestim ation of values is  Because the 5 

metre sampling re su l ts  averaged 888 emg/t opposed to  the 1 metre 

samples averaging 840 emg/t.

903 cmg/t 891 cmg/t

J  The reason fo r  the higher variances of the estimated panel values is

the same as discussed in the previous sec tio n . The estim ates use 

samples from the  200 metre section  used to  construct the 

j semi-variogram model. These samples add to  the ove ra ll v a r ia b ili ty

of the da ta  se t where the  ac tua l panel variance is  242 082 for the 

J  e n tire  s e t  and only 164 465 for the  400 metre area which is  compared

with the panel estim ates.

j  The panel e rro rs  for Planned values and Called values are shown in

Figure 3 .5 .7 . The. plots again show a  d is t in c t  c lu s te rin g  of 

J  d if f e re n t  s ized  e rro rs . The upper sec tion  has mainly small e rro rs

whereas the  bottom section  has e rro rs  of la rg e r  magnitude. The 

•5 reason fo r th is  is  again the same as th a t explained in section 3 .5 .1 ,

where the sample re su l ts  in the upper section  are  mainly of low value

and the samples have low v a r ia b i l i ty ,  leading to  more accurate

£  estim ating .





Table 3 .5 .5  summarises the s t a t i s t ic s  of the e rro rs  fo r the d if fe re n t 

estim ates and for d if fe re n t sub-areas of the data  s e t.

PLANNED VALUES CALLED VALUES

ENTIRE AREA

Mean Error 
E rror Variance 
T heoretica l Error Variance

63 emg/t 50 cmg/t

TOP 200 METRES

BOTTOM 200 METRES

Table 3 .5 .5 . S t a t i s t ic s  o f  E rrors o f  Data Set 2 (Regularised Samples!

The a n aly sis  of the e rro rs  fo r the Regularised Method shows th a t the 

r e s u l ts  a re  almost id e n tic a l to those of the Individual Method, The 

average e rro rs  fo r the Regularised Method show a s l ig h t  improvement 

OX) compared to the Indiv idual Method.



The error variances are s im ila r fo r both methods, where generally  the 

e rro r  variances of the Indiv idual Method are s lig h tly  lower, but the 

absolute e rro r  variances o f the Regularised Method are s lig h tly

The e rro r  variances over the e n tire  da ta  se t fo r both Planned and 

Called estim ates are  s ig n ific a n t ly  le ss  than the th e o re tic a l e rro r 

variances, (47 093 vs 87 816 fo r Planned e rrors and 12 591 vs 20 470 

fo r Called e rro rs ) .

The reasons fo r th is  are as discussed in 3 .5 .1 , where the area 

e s se n t ia lly  consis ts  of a high value sub-area and a low value 

sub-area.

Histograms, showing the d is t r ib u t io n  of e rro rs  fo r Planned and Called 

estim ates based on regu la rised  sample re su l ts  a re  presented in Figure 

3 .5 .8 . The Called e rro rs  follow  a Normal d is trib u t io n  but the 

Planned e rro rs  although not as e r r a t ic  as the Planned e rro rs  fo r the 

Ind iv idual Method are not Normally d is trib u ted .

In Figure 3 .5 .9 , the estim ated panel values are p lo tted  again st the 

a c tu a l panel values. The Planned panel values show evidence of the 

regression  e ffec t where the slope of the regression  line  i s  sm aller 

than 1 ,0 . The Called panel values are  again highly corre la ted  with 

the a c tu a l values and the slope of the regression lin e  is  

approxim ately 1. Soth diagrams i l l u s t r a te  th a t the magnitude of 

erro rs  increase as the a c tu a l values increase. The s t a t i s t i c s  o f the 

regression  lines are contained in Table 3 .5 .6 .



PUNNED -  ACTUAL (omg/t>

G 3,5.0 HISTOGRAMS OF ERRORS (SET 2, REGUIiARISED SAMPLES)







ERRORS va ACTUAL PANEL VALUES

ERRORS V4. ACTUAL MNEL VALUES 

ERRORS (CALLED-ACTUAU

ACTUAL KNEL VALUE (emu/1)



s ig n ific an t ly3.5.a.2The re su l ts  obtained for

d if fe re n t from the th e o re tic a l r e su l ts .

The th e o re tic a l e rro r variances are approximately twice as 

la rge  as the  ac tua l e rro r  variances.

Both methods show a  d e te r io ra tio n  in the regression  e ffec t 

compared to  the th e o re tic a l regression  elopes.

3,5.3.3The sim ulated data se t resu lted  in a low value sub-area (top 

200 metres) and a high value sub-area (bottom 200 m etres).

The e rro rs  fo r both methods were su b s ta n tia lly  d if fe re n t in 

the two sub-areas where the e rro rs  were small in  the low value 

area  and large  in the high value area.

These re su l ts  i l l u s t r a te  the well known proportional e ffe c t of 

Lognormal d is tr ib u t io n s  where the variance i s  a  function of 

the mean value.

3.5.3.4The large  d ifferences between the ac tua l and th e o re tic a l

r e s u l ts  i l l u s t r a te  the importance of subdividing areas in to  

s ta t i s t i c a l l y  homogenous sub-areas. These sub-areas should 

then be analysed separately  r e su l tin g  in more rep resen ta tive  

seml-variogram models fo r each area. The th e o re tic a l e rro r 

variances nf the sub-areas should then be approximately the



A nalysis a f  R esults o f  Data Set 3

3 .6 .1  R esu lts  a f  using Ind iv idual Samples fo r Krlning

The r e su l ts  e f  Data Sets 3 and 4 are  sim ilar to  the r e su l ts  of 

Data Sets 1 and 2, respective ly . Consequently, the 

explanations o f d ifferences in r e su l ts  are not covered in 

d e ta i l  in th is  section and section 3.7 as they are  discussed in

d e ta i l  in sections 3.4 and 3.5.

Figure 3 .6 .1  contains colour coded diagrams of the Planned

panel values, Called panel values end actual panel values. A

summary of the s t a t i s t ic s  o f the  th ree  se ts  o f values is  given

1 028 cmg/t 1 018 cmg/t 988 cmg/t

Table 3 .6 .1 . S t a t i n t lc s  o f  R esults of Data Set 3 (Ind iv idual Samples)

The reason fo r the apparent overestim ation of panel values is  th a t 

the  5 metre sampling averaged 1 016 cmg/t opposed to  the 1 metre 

sample average of 988 cmg/t.
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ABSOLUTE ERRORS OF PANELS ABSOLUTE ERRORS OF PANELS
PLANNED VS. ACTUAL CALLED VS. ACTUAL

< 50 CMCZT M m  200 -  300 CMG/T

50 -  100 CMG/T 300 CMG/T

' : ; n  1 0 0 -2 0 0  cmg/t

FIGURE 3 .6 .2  : ABSOLUTE ERRORS ( c m g / t  ) OF PANEL VALL 

FOR DATA SET 3 -  INDIVIDUAL SAMPLES
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A colour coded p lo t o f the absolute e rro rs  (Planned vs Actual and 

Called vs Actual) i s  shown in  Figure 3 .6 .2 .  The magnitude of the 

e rro rs  are  randomly d is trib u ted  over the sim ulated area and there is 

no sp e c if ic  c lu s te rin g  of high or low e rro rs .

Figure 3 .6 .3 . shows the histograms of the  e rro rs  fo r Planned and 

Called estim a tes . The Called e rrors follow  a  Normal d is trib u t io n  bu 

the  Planned e rro rs  appear to  be Uniformly d is tr ib u ted  with a large 

va riance . The s t a t i s t i c s  of the e rro rs  are  given in Table 3 .6 .2 .

The ac tua l e rro r variances are  lower than the expected theo re tica l 

e rro r  va riances. The e rro r variance of planned estim ates i s  10* 

lower than the th e o re tic a l e rro r variance, while the e rro r vari "ice 

o f c a lle d  estim ates is  29% lower than the  th e o re tic a l e rro r  variance

I Planned Values 

I Called Values

40 cmg/t

Table 3 .6 .2 . S t a t i s t ic s  o f  E rrors o f D > (Ind iv idual Samples)

Figure 3 .6 .4 .  shows the sc a tte r  p lo t o f a c tu a l panel values v 

the  Planned and Called estim ates.
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PLANNED VS. ACTUAL PANEL VtLUES

CALLED VS. ACTUAL MNEL WLUE8 

ACTUAL WLUE (eme/t)

FIGURE 3.6.4 SCATTER PLOTS OP ESTIMATED VALUES VS. ACTUAL
VALUES (SET 3 . INDIVIDUAL SAMPLES)



The s c a t te r  p lo ts  i l l u s tr a te  th a t the Planned estim ates show the 

reg ress ion  e ffe c t whereby low estim ates are  underestimated and high 

estim ates are overestimated S t a t i s t ic s  of the regneesion lin e s are 

given in Table 3 .6 .3 , The Called estim ates have a regression slope 

of 0,898 showing no evidence of the regression e ffe c t.

ACTUAL RESULTS

SLOPE OF LINE

THEORETICAL

The slope of the regression  for Called estim ates is  almost iden tica l 

to  the th e o re tic a l slope , but the slope fo r planned estim ates is  

s ig n i f ic a n t ly  lower than the th e o re tic a l slope.

Figure 3 .6 .5 . she 

p lo tted  sg a in s t t  

Planned e rro rs  eh 

overestim ated and 

underestimated

The slope of t

i the e rro rs  o f the estim ates (Planned and Called) 

i actual panel values. As fo r Data Set 1, the 

i th a t the low panel values are  generally  

he panels of high value are generally

! regression line  (Planned e rro rs  on Actual values) J
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ERRORS VS. ACTUAL PANEL VALUES 

ERROR (CALLED-ACTUAL)

ACTUAL VALUE (dme/t)
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-3.6.2 R esu lts o f  using Regularised Samples fo r Kriglng
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Figure 3 ,6 .6 . shows colour coded diagrams o f  the Planned,

Called and Actual panel values. A summary of the  s t a t i s t ic s  of 

the  th ree  s e ts  o f values is  given in  Table 3 .6 .4 .

The apparent overestim ation of the planned and Called estim ates 

i s  because the 8 metre sampling r e s u l ts  averaged 26 cmg/t more 

than the 1 metre sampling r e su l ts .

variance 

Log Variance

986 cmg/t

The variances o f both Planned and Called panel estim ates are 37% and 

17% lower than the ac tua l panel variances, respectively .

The variances of the  estim ates are a lso  lower than the corresponding 

variances using Individual samples (5% and 12%, respectively) showing 

th a t  Regularised sampling leads to  a la rg e r  smoothing e ffec t.

A co lour coded p lo t o f the absolute e rro rs  (Planned ve Actual and 

Called vs Actual) i s  shown in  Figure 3 .6 .7 .



FIGURE 3.6.6 : COLOUR CODED PLOT OF PANEL VALUES FOR 

DATA SET 3 USING REGULARISED SAMPLES
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ABSO-UTE ERRORS OF PANELS 

PLANNED VS. ACTUAL
ABSOLUTE ERRORS OF PANELS 

CALLED VS. ACTUAL

< 50 CMG/T 

50 -  100 CMG/T 

100 -  200 CMG/T

B B  200 -  300 CMG/T

E E 3  > 300 CMG/T

FIGURE 3 .6 .7  : ABSOLUTE ERRORS ( u m g / t  ) OF PANEL VALUES 

FOR DATA SET 3 -  REGULARISED SAMPLES
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Estimating ahead of the  a vailab le  sampling thus appears to  be eorse 

when using the Regularised Method as the conditional bias has 

increased and the e rro r  variance increased By 23*.

Figure 3 .6 .1 0 . shows the Planned and Called e rro rs  p lo tted  against 

the  A ctual panel va lues. The Planned e rro rs  show th a t  the panels of 

low values are overestimated and the panels o f high values are 

underestimated

The slope of the regression lin e  fo r Planned e rro rs  on Actual panel 

values Is -  0,633,

3.6.3 Summary o f Results o f  Data Set 3

3.6.3.1The q u a lity  of the estim ates fo r the  Regularised Method are

s lig h tly  worse than the  estim ates using the Indiv idual Method.

The Regularised Method resu lted  in:

la) Larger e rro r variances.

(B) Wore cond itiona l Bias of the Planned estim ates.

(c) A more pronounced smoothing e ffe c t of kriging.





3 .7  A nalysis o f  R esults o f  Data Set 4

3 .7 ,1  R esults of using Individual Samples fo r Kricing

Figure 3 .7 .1 . contains colour coded p lo ts o f the Planned panel 

va lues, Called pane; values and Actual panel values. The p lo ts  

c lea rly  i l l u s t r a te  th a t the upper h a lf  o f  the  sim ulated data 

se t is  low grade and has low v a r ia b i l i ty  and the bottom ha lf  is  

high grace and more v a riab le . Data Set 4 i s  thus s im ilar to 

Data Set 2 and sim ila r r e su l ts  were obtained where the 

"proportional e f fe c t” <>." - tr ib u tio n s  is  evident.

A summary of the s t a t i s t i c s  of t , . .  three s e ts  of panel values 

i s  given in  Table 3 .7 .1 . The re su l ts  show th a t the mean value 

of the estim ates are higher than the a c tu a l mean value. This 

i s  as a r e su l t of the  5 metre sampling re su l ts  averaging 27 

cmg/t more than the 1 metre sampling re s u l ts .

Variance 

Log Variance

840 cmg/t

Table 3 .7 .1 , S t a t i s t ic s  o f  R esults o f Data S e t 4  (Ind iv idual Saeoles)

The variances o f the Planned and Called estim ates are approximately





The reason fo r the non-presence of the  smoothing e ffec t of kriging la 

the  same as th a t explained in 3 .5 , where the  variance of the e n tire  

500 metre sim ulated s e t  is  337 445. The estim ates use sampling 

r e s u l ts  from the a dd itiona l 200 metre area  (used for calcu lating  the 

semi-variogram) and because of the d is t in c t  high and low grade 

sub-areas the  variance of the kriged estim ates are higher than would 

be expected.

A colour coded p lo t o f the absolute e rro rs  i s  given in  Figure 3 ,7 .2 . 

The c lu s te rin g  of low e rro rs  in the  upper position  of the se t and 

high e rro rs  in the lower portion c lea rly  i l l u s t r a te s  the proportional 

e f fe c t  whereby the variance is  re la te d  to  the mean Value. The 

sampling r e s u l ts  in the upper portion  have a low mean value and a 

re la t iv e ly  low variance compared to  the high mean value and high 

v a r ia b i l i ty  o f the lower sec tion . The estim ated values in the upper 

portion  are  thus more co n sis ten t with the  ac tua l values because the 

sampling r e s u l ts  throughout the area  are  s im ila r, and consequently 

the e rro rs  in  estim ation  are sm all. Conversely, the sampling re su l ts  

in  the  lower sec tion  are highly v a riab le  and the resu ltin g  e rrors 

between estim ated and actual values are  thus higher.

Q eo s ta tis tic a l theory is  normally used to  c a lcu la te  e rror variances 

based only on the  sampling positions re la t iv e  to  one another and 

re la t iv e  to  the block being estim ated, the size  and geometry of the  

block being estim ated, and the semi-variogram model. The actual 

sampling re su l ts  do not a ffec t the  estim ation of e rro r variances.



ABSOLUTE ERRORS OF PANELS 
PLANNED VS. ACTUAL

ABSOLUTE ERRORS OF PANELS 

CALLED VS. ACTUAL

< SO CMG/T 

50 -  100 CMG/T 

100 -  200 CMG/T

200 -  300 CMG/T 

> 300 CMG/T

FIGURE 3 .7 .2  : ABSOLUTE ERRORS ( o m g / t  ) OF PANEL VALUES 

FOR DATA S E T  4 -  INDIVIDUAL SAMPLES
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and chosen data  con figura tions, a re  approximately twice the s ize  of 

the actual e rro r variances o f  the  e n tire  area fo r both Planned 

estim ates and Called e stim ates. The primary reason for th is  is 

because the top 200 metre sub-area I is  very low e rro r variances. The 

e rro r  variances in th i s  sub-area are  le ss  than BOX of the  th e o re tic a l 

e rro r  variances. This sub-area has small e rro rs  because the samples 

in th is  section  are highly continuous and have low v a r ia b ili ty .  The 

low v a r ia b i l i ty  o f sample values corresponds with the low mean value 

(p roportional e ffec t of lognormal d is tr ib u t io n s)  and the low 

v a r ia b i l i ty  r e su l ts  in  more accurate estim ation.

Histograms of the e rro rs  are  presented in f ig u re  3 .7 .3 . Both the 

Planned e rro rs  and Called e rro rs  are  Normally d is tr ib u ted  but the 

variance of Planned e rro rs  i s  seven tim es la rg e r  than the variance of 

Called e rro rs .

In Figure 3 .7 .4 . the estim ated panel values are  p lo tted  against the 

a c tu a l panel values. The Called panel values correspond c losely to 

the  ac tual panel values but the  e rro rs  increase in magnitude as the 

a c tu a l panel values increase. Further evidence of the proportional 

e f fe c t  is  thus p resen t. The s t a t i s t i c s  of the  f i t te d  regression
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FIGURE 3.7.6 : COLOUR CODED PLOT OF PANEL VALUES FOR 
DATA SET 4 USING REGULARISED SAMPLES
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Log Variance

The variances for planned and Called panel values are  approximately 

equal to  the actual panel variance. The reason for* the non-presence 

o f  the smoothing e ffec t o f  kriging i s  the same as th a t explained in  

section  3 .5 .1 . ana section 3 .7 .1 .

829 cmg/t

Table 3 .7 .4 . S ta t is t ic s  o f  R esults o f  Data Set 4  (Regularised 
Samples)

The panel e rro rs  fo r planned Values and Called values are shown in 

Figure 3 .7 .7 . The p lo ts  again shew a d is t in c t  c lu ste rin g  of 

d if f e re n t sized e rro rs . The upper section  has predominantly small 

e rro rs  which correspond to the lower mean grade and iower n rta .b tl.ity  

sectio n . The Bottom section has la rg e r  e rrore  which 

correspond to  the higher mean grade and higher variance of sampling 

r e s u l ts  in th is  section.

Table 3 .7 .5 . summarises the s t a t i s t i c s  o f the  e rro rs  for the 

d if fe ren t, estim ates w ithin the sub-areas of the  da ta  se t.



ABSOLUTE ERRORS OF PANELS 

CALLED VS. ACTUAL

ABSOLUTE ERRORS OF PANELS 
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50 -  100 CMG/T

100 -  200 CMG/T

FIGURE 3 .7 ,7  : ABSOLUTE ERRORS ( o m g / t  ) OF PANEL VALUE!

FOR DATA SET 4 -  REGULARISED SAMPLES
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Figure 3.7.10. shows the e rro rs  of the two estim ates p lo tted  against

the  ac tua l va lues. These graphs again i l l u s t r a te  th a t the erro rs

inc rease  as the a c tu a l panel values increase,

3 .7 .3  Summary o f  R esults o f Data Set 4

3.7,3.1T he q u a lity  o f the estim ates of planned values and Called

values, i s  in s ig n ifica n tly  d if fe re n t fo r the Individual Method 

and the Regularised method.

3 .7 .3 .28o th  methods resu lted  in e rro r variances which were

s ig n ifica n tly  lower than the th e o re tic a l error variances.

The slopes of regression lin e s  for both methods are marginally 

lower than the th e o re tic a l slopes.

3.7.3.3The e rro rs  o f both methods increased as the ac tua l panel values 

increased. This i l l u s t r a te s  the  proportional e ffec t of 

Lognormal d is tr ib u t io n s  where the variance is  a function of the

3.7.3 ,4T he large  d ifferences between the ac tua l e rror variances and

th e o re tic a l, variances are as a r e s u l t  of the sim ulated data  se t 

having d is t in c t  high and low grade sub-areas. The re su l ts  

i l l u s t r a te  the importance of subdividing an area into 

s ta t i s t i c a l l y  homogeneous areas before applying g e o s ta t is tic a l 

analy sis .



EfiHOna VS. ACTUAL PANEL VALUES

ERRORS VS. ACTUAL PANEL VALUES

FIGURE 3,7.10 SCATTER PLOTS OF ERRORS VS. ACTUAL 
VALUES (SET A , REGULARISED SAMPLES)



CALLED ESTIMATES



The r e s u l ts  fo r the  Regularised Method are  given in Table 3 .8 .2

73 cmg/t 
49 cmg/t

73 cmg/t 
35 cmg/t

30 cmg/t 
29 cmg/t

43 cmg/t 
30 cmg/t

49 cmg/t 32 cmg/t 
48 cmg/t

Table 3.8.2 . Summary o f Panel Errors (Regularised Method)

The r e su l ts  fo r both methods c lea rly  i l l u s t r a te  th a t the e rro r 

variances of the  middle panels are s ig n ific a n t ly  lower than those of 

end panels



The e rro r  variances of the Regularised Method are  a lso  higher than 

those of the  Ind iv idual Method in 14 of the 16 cases.

The e rro r  variances of the  Regularised Method are  11,2% higher on 

average than those of the Indiv idual Method.

This analy sis  confirms the  e a r l ie r  re su l ts  th a t in d ic a te  th a t the 

e rro r variances of the  Regularised Method are  generally  higher than 

those of the  Ind iv idua l Method fo r a l l  4 da ta  se ta .
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l in e s  fo r the Ind iv idual Method are generally  b e tte r  than those for 

the  Regularised Method.

Although the  Individual Method shows marginally b e tte r  r e su l ts  than 

the  Regularised Method, computer processing requirements a lso  need to  

be considered.

The number of samples used in  k rig ing , the  computer processing time 

and the  programming e ff o r t  a re  a l l  s ig n ific a n t ly  reduced wh'/n 

regu la rised  data  is  used.

In the  au thors opinion, tl  j  marginal improvements obtained from the 

Ind iv idua l Method do not j u s t i f y  the  use of th is  method in preference 

to  the Regularised Method -  when the add itiona l cost o f computer 

programming and computer processing i s  taken in to  consideration.

However, the  g rid  s ize  in to  which sampling data w ill  be regu larised  

needs to  be c a re fu lly  determined. An acceptable g rid  size w ill 

depend not only on the  s p a tia l c h a ra c te r is t ic s  o f the  orebody but 

a lso  on the app lica tio n . An app lica tion  fo r monthly panel va luation  

w ill  probably need, a sm aller g rid  s iz e  than the applica tion  fo r ore



F.upected Theoretical Results

The re su l ts  fo r data s e ts  1 and 3 were approximately equal to 

the  expected th e o re tic a l r e s u l ts .  The e rro r variances of 

Called estim ates were however su b s ta n tia lly  lower than the 

th e o re tic a l e rro r  variances fo r both methods. The e rror 

variances of Planned estim ates are  w ithin 10X of the 

th e o re tic a l e rro r  variances. "

The regression  lin e  slopes fo r s e ts  1 and 3 for Called 

estim ates are  almost id e n tic a l to  the th e o re tic a l slopes of the 

regression  lin e s  but both methods had lower slopes than the 

th e o re tic a l slopes fo r Planned estim ates.

The e rro r variances fo r data s e t  2 and 4 were s ig n ific an tly  

d if fe re n t to  the th e o re tic a l e rro r  variances fo r both methods. 

The reason fo r these marked d ifferences i s  because the 

sim ulated data  s e ts  had d is t in c t  high grade and low grade 

sub-areas. The proportional e ffe c t fo r Lognormal d is tr ib u t io n s  

re su lted  in d is t in c t  c lu s te rin g  of high e rro rs  and low e rro rs  

corresponding to  the high and low grade sub-areas.

The importance of ensuring th a t a reas are  s ta t i s t ic a l ly  

homogeneous when using g e o s ta t ie t ic a l techniques for valuation 

i s  thus h igh ligh ted . This aspect i s  discussed in more d e ta i l



4 .3  Confidence Intervals

As discussed in the  previous sec tio n , the e rro r variances fo r 

da ta  se t 2 and 4 showed marked d ifferences compared to  the 

th e o re tic a l e rro r  va riances. The e rro r variances calcu lated  

fo r krlged estim ates arg based on the eemi-variogram model, the 

sampling configura tion  and the block to  be estimated and not on 

the  sample r e s u l ts .  However, the  s p a tia l c h a ra c te r is t ic s  o f 

sampling re su l ts  a re  incorporated by th e ir  uiie in the 

c a lc u la tio n  of the  experimental semi-variogram.

The v a r ia b i l i ty  o f  sampling re su l ts  i s  thus b u i l t  in to  the 

semi-variogram model. In order to  obtain meaningful and 

rep resen ta tive  semi-variogram models i t  is  imperative th a t ,  the 

sampling data  used in  the  c a lcu la tion  of the  semi-variogram and 

the  remaining area whefe the model w ill be used, are from a 

s t a t i s t i c a l l y  homogeneous area.

This condition is  one of the  major assumptions used in 

g e o s ta t is tic s  and i s  s tre ssed  in a l l  te x t books on the sub jec t. 

However, in p rac tic e , the  monitoring of sampling re s u l ts ,  to  

ensure th a t th is  condition i s  s a t is f ie d  and th a t semi-variogram 

models are  rep rese n ta tiv e , i s  a time consuming task .

The importance of ensuring s t a t i s t i c a l  homogeneity i s  c lsa r ly



Both da ta  se ts  had d is t in c t  high and low grade sub-areas w ith high 

and low v a r ia b i l i ty  respective ly  (the Lognormal proportional e ffec t 

where variance i s  d ire c tly  proportional to  mean grade). Although the 

d is t in c t  sub-areas ex is ted , the  semi-variogram models obtained for 

both s e ts ,  were w ell behaved and could be modelled with par x.neters 

which were very close  to  the parameters used in the  sim ulation of the

Applying the models to  the e n tire  data se ts  resu lted  in d is t in c t 

sub-areas of low e rro rs  and high e rro rs  corresponding d ire c tly  to  the 

low and high v a r ia b i l i ty  of sampling re s u l ts .  The th e o re tic a l e rror 

variances are thus su b s ta n tia lly  d if fe re n t from the e rro r variances 

fo r the  e n tire  a re a , the low grade sub-area and the high grade

Consequently, i f  the  th e o re tic a l e rro r variances were used to 

construct confidence in te rv a ls  of estim ates, they would d if fe r  

su b s ta n tia lly  from the ac tua l d is tr ib u t io n  of e rro rs . This problem 

can be overcome by ensuring th a t areas being analysed are homogeneous 

and the  sampling re su l ts  exh ib it s ta tio n a ri ty .

A fu rth e r  complicating fac to r  in the c a lcu la tion  of confidence 

in te rv a ls  is  the ac tua l d is tr ib u t io n  of e rro rs . T rad itio n a lly , the 

d is t r ib u t io n  of e rro rs  have been assumed to  be e i th e r  Normally 

d is tr ib u te d  of Lognormally d is tr ib u te d , in the case o f gold. The 

histograms of e rro rs  given in chapter 3 appeared to  be Normally 

d is tr ib u te d  for Called estim ates but the d is tr ib u t io n s  were very 

e r ra t  u for the Planned estim ates, P robab ility  p lo ts  of the  e rrors 

a re  given in Appendix C.



Conditional Bias

A measure of the  conditional b ias in trie estim ates can be 

obtained from the slopes o f  the  f i t t e d  regression lin e s .

The slopes (Table 4 .1 .1 .)  c le a rly  i l l u s t r a te  th a t the Planned 

estim ates are  cond itiona lly  b iased . The slopes ranged from 

0,E68 to  0,873 ind ica ting  th a t 1'ow value estim ates are under

estim ated on average and high value estim ates are over

estimated.

The Called estim ates had slopes which were generally  very close

The slopes obtained for the Planned estim ates are su rp ris ing ly  

low when one considsree th a t the  blocks to  be estim ated were 

only a d istance of 10 metres from the  nearest sampling 

inform ation. Simple kriging could be used to  overcome th is  

conditional bias i f  the  mean value could be estimated with 

confidence.

Rcconpiandationa

This p ro jec t repo rt only d e alt with the comparison of a 10 

metre reg u la r isa t io n  with using indiv idual samples fo r k rig ing .



In a dd ition , an exce llen t sampling coverage on a fiv e  metre grid  was 

assumed.

A dditional work is  required to  determine the e ffec tiveness  of 

d if f e re n t s ized  reg u la riea tic n s fo r d if fe re n t sampling d e n s itie s . 

Also, the  a p p lic a b ili ty  o f d if fe re n t sized reg u la riea tic n s for the 

app lica tions of monthly valuation and 'ore reserve block valuation 

need a d d itio n a l research.







Therefore,



APPEtOK B -  THEORETICAL CW.CULATICW OF REGRESSION S.OPE

For an estim ator t e cond itiona lly  unbiased t

E tzv/zv) = Zv

Zv = tru e  grade of block 

Zv » estim ate of block 

I f  a* and ov are  the respective  variances o f Zv and Zv, then i f  a* 

la rg e r  than ov, Zv exaggerates the frequency of both high and low

The shape o f  the regression  curve E [Zv/Zv] is  seldom known, but to 

ensure th a t the estim ator i s  not too .far from being conditionally  

unbiased, the  slope o f  the  regression lin e  should be close to 1. 

This requ ire s  th a t:

9 re la tio n sh ip  i s  s a t is f ie d , but fo r ordinary

The regression  slope P j given by: 

»r (26)

P » Cov (Zv, Zvk)/[Cov(Zv, 2b) + ul 

Also m = (m mo where:



APPENDIX C t NORMAL PROBABILITY PLOTS



NORMAL -  PROBABILITY PLOT 
ERRORS OF PLANNED ESTIMATES

800

6 0 0 -
DATA SET -1

4 0 0  -
DATA SET :3 

DATA SET ;4
200  -

- 6 0 0

CUMULATIVE FREQUENCY S



NORMAL -  PROBABILITY PLOT 
ERRORS OF CALLED ESTIMATES

2 0 0 -

- 4 0 0
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