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Abstract 

This work aimed to investigate dynamics involving mass transport in droplet 

flowing in microchannels system using numerical modelling and simulation. 

Droplet-based microfluidics or droplet microfluidics is a branch of 

microfluidics that deals with generation, manipulation and control of 

droplets in microchannels. Droplets flowing in microfluidic channels are 

effective self-contained micro-reactors for use in biological and chemical 

applications.  The ability to generate multitudes of droplets with narrow size 

distribution and to control reagent volumes within individual droplets, 

allows for parallelisation of chemical processes in microfluidic channels. 

Droplet microfluidics is, thus, an exceptional tool for manufacturing and 

analysis in biological, chemical and nanotechnology applications. 
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Mixing processes in droplet microfluidics often involve three-way coupled 

physics of two-phase flow and mass transport (convection and diffusion) of 

chemical species, governed by a set of partial differential equations which 

require simultaneous solution. For two-phase flow, the equations for the 

movement and evolution of the interface are coupled to the Navier-Stokes of 

flow. In the case of transport of chemical species, the scalar mass transport 

equation is coupled to two-phase flow. The effects experienced in these 

systems are both multiscale and multiphase. Finite Element and Level Set 

simulations have been investigated and validated for modelling mass 

transport in droplet microfluidics systems. A set of benchmark cases has been 

developed for the purpose. Using Finite Element and Level Set simulations, a 

2D two-phase moving-frame-of-reference modelling approach has been 

introduced and has been demonstrated to be an appropriate technique for 

investigation of mixing within droplets travelling in straight microchannels. 

This approach had not been previously demonstrated for the problem of 

mixing in droplet microfluidics, and requires less computational resources 

compared to the fixed frame-of-reference approach.  Key conclusions of this 

work are: 

 

• A limitation of the method exists for flow conditions where the droplet 

mobility approaches unity due to the moving wall boundary condition 

which results in an untenable solution under those conditions. 
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• As the size of the plug increases (𝐿𝑑 >> 𝑤𝑑), the efficiency of the 

mixing is reduced. 

• The initial orientation of the droplet influences the mixing and the 

transverse orientation provides better mixing performance than the 

axial orientation.  

• The recirculation inside the droplet depends on the superficial velocity 

and the viscosity ratio. 
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“The beginning is the most important part of the work.” -- Plato 

 

 

Chapter 1 

1. Introduction 

 

1.1 Advances in miniaturisation and emergence of microfluidics 

Since the advent of the silicon transistor in the late 1940s and the subsequent 

establishment of semiconductor processes, scientists and engineers have been 

progressively harnessing the power of miniaturisation to improve our way of 

life. For example, computers have evolved from the days of the room-sized 

machine called “The ENIAC”, into more advanced gadgets that can be held 

in our hands. Microfabrication technologies have revolutionised the modern 

electronics and computer industries, such that modern computer is not only 

orders of magnitude smaller, but it is more powerful, faster, cheaper and 

consumes far less energy than its predecessors. Advances in fabrication 

technologies in microelectronics and micro-electromechanical systems 

(MEMS) have also contributed to the emergence of the field of microfluidics 

(Whitesides, 2006).  

 

Microfluidics is a multidisciplinary field that pertains to methods, processes, 

and tools for handling and controlling fluids on a very small scale, typically 

in microchannels of the order of 10μm to 1mm. Microfluidics is generally 
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accepted as a relatively new discipline and has been rapidly growing since 

the emergence of microfluidic devices focussed on applications for analytical 

chemistry in the early 1990s, known as micro total analysis systems (µTAS) 

(Manz, et al., 1990). These early foundations of microfluidics were influenced 

by the well-established analytical chemistry methods, such as high-pressure 

liquid chromatography (HPLC), gas-phase chromatography (GC) and 

capillary electrophoresis (Whitesides, 2006). In subsequent years, a number of 

manufacturing applications in, for example, areas such as synthetic biology, 

chemical manufacturing and production of pharmaceutical compounds were 

demonstrated (Dittrich & Manz, 2006; Godin, et al., 2008; Gulati, et al., 2009; 

Sackmann, et al, 2014; Vyawahare et al, 2010).  

 

1.2 Multiphase phenomena in droplet microfluidics 

Droplet-based microfluidics or droplet microfluidics is a branch of 

microfluidics that deals with generation, manipulation and control of 

droplets in microchannels (Teh et al., 2008). Droplets flowing in microfluidic 

channel are effective self-contained micro-reactors for use in biological and 

chemical applications (Song et al., 2006). The compelling functionality of 

droplet microfluidics is the ability to control reagent volumes with precision, 

generation of droplets in a reproducible manner, and parallelisation of 

processes within individual droplets (Teh et al., 2008). Droplet microfluidics, 

therefore, provides an exceptional tool for manufacturing and analysis in 

biological, chemical and nanotechnology applications (Mashaghi, et al, 2016). 
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In a separate project from the current research, the author and co-workers 

demonstrated the application of droplet microfluidics in the preparation of 

proprietary self-immobilised enzyme microspheres (Mbanjwa, et al., 2018). 

 

Mixing processes in droplet microfluidics often involve three-way coupled 

physics of two-phase flow and mass transport (convection and diffusion) of 

chemical species, governed by a set of partial differential equations which 

require simultaneous solution. For two-phase flow, the equations for the 

movement and evolution of the interface are coupled to the Navier-Stokes 

(flow), and for transport of chemical species, the scalar mass transport 

equation is coupled to both of the latter.  The effects experienced in these 

systems are both multiscale and multiphase. The length scales at which the 

flow, the fluid interface and the molecules in the chemical species exist are all 

variable, by factors which are of several orders of magnitude. The term 

‘multiphase’ in this work refers to two-phase flow and mass transport, as a 

collective. The behaviour of the multiphase phenomena is both transient 

(unsteady) and non-linear due to evolving fluid interfaces, even though they 

exist in microfluidic conditions of low Reynolds numbers. Under these 

conditions, analytical solutions are often not implementable, leaving 

experimental and numerical techniques as the only means of approach in 

finding a solution or generating a reliable means of understanding.  

 

Numerical modelling and simulation using computational fluid dynamics 

(CFD) has over the years been demonstrated as an effective and a reliable tool 
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for study and analysis of wide range of fluid flow problems, including single-

phase and multiphase microfluidic flows. Increased computational 

capabilities in recent years, has also led to decreased time cost of performing 

numerical simulations and has made it feasible to tackle problems of 

increased complexity.  

 

COMSOL Multiphysics™, Version 3.5a (Comsol AB, Sweden), a commercial 

software program was selected as the numerical tool for undertaking CFD 

modelling and simulations in this work. The compelling attribute of 

COMSOL Multiphysics™ (COMSOL) are its functionalities and capabilities 

which transcend those of a basic CFD program. COMSOL is a versatile 

numerical package with an advantage of being able to model a range of 

problems which have coupled physics, typical in many microfluidic 

applications. For example, numerical studies of multi-physics phenomena in 

microfluidics such as mixing in microdroplets, magnetophoretic DNA 

isolation, dielectrophoretic manipulation of biological cells, and 

acoustofluidic transport of microparticles, have been conducted using 

COMSOL (Das, et al., 2014; Hale & Darabi, 2018; Jiang, et al., 2012; Lei, et al., 

2014).  

 

An additional determinant in the selection of COMSOL was the availability of 

the software licence which had been procured and purchased prior the onset 

of the current study. The cost considerations were also taken into account in 

reaching the decision for its utilisation. The work was undertaken at the 
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Council for Scientific and Industrial Research (CSIR) where the author was 

employed. 

 

1.3 Problem statement 

Reported studies on mixing within droplets in microreactors have been 

largely experimental. The analysis methods are confined to imaging 

techniques which are limited in scope and detail. Whilst numeral studies 

focusing on the subject also exist, there are significant gaps in theory and 

understanding of mixing phenomena within microfluidic droplets. 

 

1.4 Overall aim and specific objectives 

The overall aim of the study is to investigate dynamics in a droplet 

microfluidic system involving mass transport by numerical modelling and 

simulation. The specific research objectives were: 

 

• To validate the chosen numerical tool, COMSOL, using a selected set 

of benchmark numerical cases.  

• To determine hydrodynamic and mass transport factors influencing 

mixing in droplets travelling in straight microchannels using a two-

phase moving-frame-of-reference approach. 
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• To identify the applicability and limitations of the two-phase moving-

frame-of-reference approach in the case of a droplet travelling in a 

straight microfluidic channel. 

 

1.5 Scope 

The scope of this study is limited to pressure-driven liquid-liquid two-phase 

flow, consisting of Newtonian fluids. The flows are confined in rectangular 

microchannels and exhibit laminar behaviour, typical in microfluidic 

conditions. All flows are considered under isothermal conditions with no 

gradients in surface or interfacial tension. 

 

1.6 Overview of thesis 

This thesis is organised and structured in different chapters as follows: 

• Chapter 1 provides a background and context for the current study.  

The research problem, scope and objectives of this study are also 

articulated. 

• Chapter 2 is a literature review chapter on multiphase phenomena, 

droplet mixing in microfluidics, and numerical modelling and 

simulation of mixing using CFD. 

• Chapter 3 outlines the details of the theoretical framework for 

numerical modelling and simulation of multiphase phenomena in 
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microfluidics. Specifically, the discussion focusses on the 

implementation FEM and LSM in two-phase flows with mixing effects. 

• Chapter 4 presents benchmark computations which demonstrate the 

suitability and the limitations of the chosen numerical tools for the 

current study.  

• Chapter 5 deals with mixing and dispersion in microfluidic plugs. 

Simulations are performed using a moving-frame-of-reference using 

single phase flow.  

• Chapter 6, as a concluding chapter, provides a general discussion and 

conclusions of the study, as well as recommendations for future work.  
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“All is but soap bubbles.” -- Pierre-Gilles de Gennes 

 

 

Chapter 2 

2. Literature Review 

2.1 Preliminary concepts 

2.1.1 Interfacial tension  

The origins of interfacial tension are both molecular and physical 

(Israelachvili, 2011; de Gennes, et al., 2004). Interfaces between immiscible 

fluids deform in order to minimise their surface energies and this distortion is 

opposed by surface tension (de Gennes, et al., 2004). Surface tension is present 

in a gas-liquid system as a result of the molecules at the interface pulling 

towards their own kind in the bulk fluid with cohesion energy (𝐸𝑐). A 

molecule of length scale or size (𝑎) that sits at the interface will experience 

half of the pulling energy (𝐸𝑐 2⁄ ). If a surface area (𝑎2 ) of the said molecule is 

exposed, the surface tension (𝜎) can be then expressed as 𝜎~𝐸𝑐 2𝑎
2⁄  (de 

Gennes, et al., 2004). The presence of interfacial tension in a liquid-liquid 

system is analogous to surface tension. The interfacial tension is characterised 

by the existence of a liquid-liquid interface, while surface tension exists in the 

case of a gas-liquid interface (i.e. liquid surface). 
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Figure 2.1 Illustration of principal radii of curvature caused by interfacial 

tension on an element of a fluid-fluid interface. 

 

The pressure jump across a deformed fluid interface (Figure 2.1) can be 

expressed by the Young-Laplace equation, given by (de Gennes, et al., 2004) 

∆𝑝 = 𝜎 (
1

𝑟1
+
1

𝑟2
)         (2.1) 

where  𝑟1 and 𝑟2 are principal radii of the interface curvature, (
1

𝑟1
+
1

𝑟2
). In the 

case of an interface of a spherical droplet, with a radius 𝑟 = 𝑟1 = 𝑟2, Eqn. (2.1) 

becomes 

∆𝑝 =
2𝜎

𝑟
           (2.2). 
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2.1.2 Dimensionless numbers and scaling law 

Various force relations which exist in droplet microfluidic systems can be 

expressed in terms of the dimensionless numbers. The well-known 

dimensionless number in fluid dynamics is the Reynolds number (𝑅𝑒) which 

is the ratio of the inertial forces to the viscous forces.  In a system with a 

length scale, ℓ  and an average velocity 𝑈, 

𝑅𝑒 =
𝜌𝑈ℓ

𝜇
           (2.3) 

where 𝜌 and 𝜇  represent the density and viscosity of the fluid, respectively. 

In microfluidic flow in rectangular microchannels, the applicable length scale 

is in the order of the width and the depth of the channel, expressed as 

hydraulic diameter 𝑑ℎ, such that  𝑅𝑒 = 𝜌𝑈𝑑ℎ 𝜇⁄ . Typical  𝑅𝑒 values in 

microfluidics can be from 𝒪(10) down to 𝒪(0.1). Stokes flow (i.e. 𝑅𝑒 ≪ 1) is 

not uncommon in droplet microfluidics where viscous fluids such as oils are 

handled. Inertial effects in such cases are negligible, leaving viscous effects to 

compete with interfacial or capillary forces. These effects often dominate over 

other effects. The capillary number (𝐶𝑎) demonstrates the significance of the 

interfacial tension in relation to the viscous forces. 

𝐶𝑎 =
𝜇𝑈

𝜎
            (2.4) 

When 𝑅𝑒 > 1, the effect on inertia should not be ignored (White, 2006; 

Christopher & Anna, 2007). In two-phase flows, the Weber number (𝑊𝑒) the 

ratio that gives the significance of inertia over interfacial tension 
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𝑊𝑒 =
𝜌𝑈2ℓ

𝜎
           (2.5) 

The Ohnesorge number (𝑂ℎ)  is a ratio of the viscous forces to the interfacial 

forces and is analogous to 𝑅𝑒 for interfacial flows (Kumacheva & Garstecki, 

2011) 

𝑂ℎ =
𝜇

√𝜌𝜎𝑑ℎ
√
𝐶𝑎

𝑅𝑒
           (2.6) 

The significance of gravity in a two-phase microfluidic flow can be 

demonstrated by the Bond number (𝐵𝑜) 

𝐵𝑜 =
𝑔𝜌ℓ

𝜎
            (2.7) 

 

𝐵𝑜 is often not considered in two-phase microfluidics due to negligible effects 

of gravity in relation to the interfacial tension, where 𝐵𝑜~𝒪(10−5). In systems 

in which fluid mixing occurs, a ratio of convective transport to the diffusive 

transport as defined by the Peclet (𝑃𝑒) number is to be considered (Kirby, 

2010).  

𝑃𝑒 =
𝑈ℓ𝑑

𝐷
           (2.8) 

where ℓ𝑑 is the diffusion length and 𝐷 is the molecular diffusivty or diffusion 

coefficient of the chemical species. Diffusion in a microfluidic channel is 

typically considered across its width 𝑤, and the Peclet number is determined 

from 𝑃𝑒 =
𝑈𝑤

𝐷
. Schmidt number 𝑆𝑐 which is the, ratio of viscosity to 

diffusivity relates 𝑅𝑒 to 𝑃𝑒 = 𝑅𝑒. 𝑆𝑐 

𝑆𝑐 = 𝜇/𝜌𝐷            (2.9) 
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𝑆𝑐 is independent of flow and can, therefore, only be determined from the 

properties of the liquid/solution. Systems with low 𝑃𝑒 and 𝑆𝑐 values are 

preferable to due to high diffusion, which can result in efficient mixing 

despite laminar flow. It is possible to achieve this if the species is highly 

diffusive, or in the case of 𝑃𝑒, if the diffusion length scale is reduced through, 

for example, chaotic advection (Kirby, 2010; Stroock, et al., 2002).  A summary 

of the important dimensionless numbers with corresponding scaling law for 

two-phase microfluidics, together with typical parametric values is provided 

in Table 2.1. The concept of scaling laws provides insights regarding the 

influence of diminishing length scales on physical properties of systems 

(Bruus, 2008; Wautelet, 2001). Scaling law can be applied in analysis of a 

microsystem, whereby the variation of physical quantities is expressed with 

the length scale ℓ of the system, while keeping other parameters such as time, 

pressure and temperature remain constant (Bruus, 2008). The volume forces 

(gravity and inertia) and surface forces (viscosity and interfacial tension) 

which interplay in two-phase flows in microchannels can be expressed as 

ratios using the basic scaling law (Bruus, 2008) 

𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑓𝑜𝑟𝑐𝑒𝑠

𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑜𝑟𝑐𝑒𝑠
∝
ℓ2

ℓ3
= ℓ−1

ℓ→0
→  ∞        (2.10) 

Equation (2.16) implies that the significance of surface forces in relation 

volume forces will increase as the length scale decreases. 
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Table 2.1 Expression of forces that exist in microfluidic two-phase flows with 

dimensionless numbers and scaling laws (Squires & Quake, 2005; Bruus, 

2008) 

Dimensionless 

number 
Significance Scaling law Typical value* 

𝐵𝑜 
𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠
.  ℓ2 10-5 

𝐶𝑎 
𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠
  ℓ 10-2 

𝑃𝑒 
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛
  ℓ2 10-107 

𝑅𝑒 
𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑒𝑓𝑓𝑒𝑐𝑡𝑠
  ℓ2 10-2 

𝑂ℎ 
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑒𝑓𝑓𝑒𝑐𝑡𝑠
  ℓ−1 1 

𝑊𝑒 
𝑖𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠

𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑒𝑓𝑓𝑒𝑐𝑡𝑠
  ℓ3 10-3 

*For typical two-phase microfluidic flow with the characteristics, 𝑑ℎ ≅ 10
−4𝑚, 

𝜌𝑐 ≅ 10
3  kg/m3, 𝜇𝑐 ≅ 10

−2 Pa s, 𝜎 ≅ 10−2 N/m,  𝑔 ≅ 10−2 m/s2 and 

𝑈 ≅  10−2 m/s , where the fluid properties are for the continuous phase. 

 

2.2 Transport of microfluidic droplets 

Microfluidics allows for thousands of droplets to be generated within 

microchannels at various frequencies ranging from low to very high 

frequencies. The frequencies and the size are dependent on the application 

but also limited by prevailing hydrodynamics. These hydrodynamic 

limitations often require careful consideration of the parameters such 

microchannel dimensions and fluid properties.  
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2.2.1 Dispersion of droplets in microchannels 

‘Plugs’ are defined as large droplets which have an elongated shape form (i.e. 

aspect ratio greater than unity) as illustrated in Figure 2.2. 

 

 

Figure 2.2 Droplet and plug flows in microchannel (Walker, 2016) 

 

Shear effects on a fluid-fluid interface of a microfluidic droplet directly 

influence its interior flow dynamics. Due to various degree of confinement by 

the walls and resulting shear, droplets and plugs travelling in microchannels 

exhibit different dynamics (Bruneau, et al., 2008). The source of the shear is 

the surrounding carrier fluid and the confining microchannel walls. 

Confinement is can result to both 2D and 3D flow effects within the droplet. 

In the case of rectangular microchannels, the 3D flow effects are most 

prominent when the aspect ratio (𝑤 ℎ⁄ )~1. When (𝑤 ℎ⁄ ) ≫ 1, the x and y 

velocities exhibit little or no influence from the z velocities 
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(Tanthapanichakoon, et al., 2006a). This case is typical of a slit microchannel 

and similar to flow between parallel plates.  

 

 

Figure 2.3 Lubrication film and corner gutters in a plug transported in a 

rectangular microchannel (Source: Author). 

 

A lubrication film (Figure 2.3) can exist between the carrier fluid and the wall, 

as a result of the completion between viscous drag and capillary pressure 

(Baroud, et al., 2010). The classical works by Taylor (1961) and Bretherton 

(1961) established the existence of the relationship between the capillary 

number and the lubrication film. A scaling model for a boundary film in gas-

liquid flow in circular capillaries was first reported by Bretherton following 

on Taylor’s experimental work. The model expressed the boundary film 

thickness 𝛿𝑓 as directly proportinal to 𝐶𝑎2 3⁄ . Aussillous & Quéré (2000) 

extended the scaling model and validated it emperically. Bretherton scaling 
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and its extensions are useful in validating numerical models for droplet and 

bubble flows in microchannels (Afkhami, et al., 2011, Hoang, et al., 2013).  

 

Rectangular microchannels have corners which act as gutter in the as shown 

in Figure 2.3, where the there is flow of the carrier fluid.  The profile of the 

wetting film square microchannel differs from that of the circular capillaries. 

As such, the gutters in square microchannel exhibit fluid leakage which 

should be taken into account when a 2D model is implemented, due to the 

unique hydrodynamics of the square case (Taha & Cui, 2006a).  The interface 

can also deform into the corners such that the droplet /plug is no longer axis-

symmetric (Wang & Dimitrakopoulos, 2012) 

 

2.3 Mixing in microfluidic droplets 

Due to the laminar nature of microfluidic flows, mixing of chemical species in 

single phase fluids are often limited by diffusion and Taylor dispersion. 

Droplets in microchannels offer an attractive alternative for improved 

mixing.  

 

2.3.1 Mixing dynamics and mechanisms  

Mixing in microfluidic droplets is dominated by convective effects which 

emanate shearing imparted as a result of droplet transport. Factors which 

influence flow dynamics within the droplet, therefore convection include:  
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(i) fluid viscosity,  

(ii) droplet speed,  

(iii) droplet size relative microchannel size,  

(iv) channel geometry and  

(v) flowrates. 

 

Microfluidic systems, mostly, rely on optically-based methods for 

quantification of mixing (Aubin, et al., 2010). An optimal method for 

quantification of mixing in discrete flow in microfluidics remains a real 

challenge. Various works have focussed on the concept of mixing by chaotic 

advection in droplets, using experimental and numerical studies. For 

example, Song et al. (2003) used time-averaged fluorescence imaging to 

quantify mixing in microfluidic droplets. The extent of mixing was quantified 

by relative normalized intensity of fluorescence as a function of distance 

travelled by the plugs in a specific time. Sarrazin et al. (2007) used 

experimental investigations study the effect of geometry in serpentine 

microchannel. However, the investigations were limited to qualitative visual 

observations of a colour changing acid-base reaction. Tice et al. (2003) 

characterised mixing profiles in microfluidic plugs, containing aqueous 

reagents, through optical visualisation in a stereomicroscope fitted with a 

digital camera. Aqueous solutions of thiocyanatoiron complexes (inorganic 

dyes), were better suited for visualisation than food-grade colourants 

(organic dyes). Fluorescence lifetime imaging provides a means for 

quantifying mixing in droplets through combination of intensity and 
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fluorescence lifetime (i Solvas, et al., 2010). This technique provides better 

quantification than using only the intensity. A Schieleren technique has 

potential for application in the quantification of droplet-confined mixing in 

microfluidics (Sun & Hsiao, 2013). A review by Aubin et al., (2010) looks at 

experimental methods used in the characterisation of mixing in general 

microfluidics. Some of the experimental techniques used for visualisation of 

mixing dynamics are shown in Figure 2.4. 

 

 

Figure 2.4 Techniques for mixing visualisation and characterisation in 

microfluidic droplets: (a) time-averaged fluorescence (Bringer, et al., 2004), (b) 

Reaction colour change (Sarrazin, et al., 2007), (c) fluorescence lifetime 
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imaging (i Solvas, et al., 2010), (d) micro-particle image velocimetry (Malsch, 

et al., 2008). 

 

The flow field dynamics within droplets flowing in rectangular 

microchannels have been investigated using experimental techniques such as 

confocal micro particle image velocimetry (µPIV) for 3D flow (Kinoshita, et 

al., 2006) and micro particle shadow velocimetry (Khodaparast, et al., 2014), as 

well as by numerical models (Sarrazin, et al., 2008). The majority of work 

reviewed focusses on straight channels and a handful of published work 

considered winding microchannel (Malsch, et al., 2008; Che, et al., 2010). 

Malsch et al. (2008) used µPIV technque to study the fluid dynamics within a 

droplet travelling a serpentine microchannel. Che, et al., (2010) developed 2D 

analytical model for describing flow of plugs in microchannel bends. The 

results indicated that for shorter plugs moving with low channel curvature 

the vortex centres tend to be located next to the walls. 

 

2.4 Modelling and simulation of droplet mixing 

The numerical models concerned with droplet mixing in microchannels 

usually have two aspects of interest. The first aspect deals with the flow and 

the transport of the droplets in the microchannel. The second aspect relates to 

the mass transport aspects and mixing of the species within and across the 

droplets. The mixing is dependent on the nature of the prevailing flow 

conditions. 
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Some reviews focussed on the two-phase flow in microchannels (Bordbar, et 

al., 2018; Liu & Nguyen, 2010). Studies and reviews concerned with 

modelling and simulation heat transfer and two-phase flow in microchannels 

also provide valuable insight on the flow aspect (Abdollahi, et al., 2017; 

Bandara, et al., 2015; Talimi, et al., 2012). Wörner (2012) provided a 

comprehensive review of numerical modelling and simulation of multiphase 

flows in microchannels and applications. 

 

2.4.1 Domain modelling approach for flow field 

There are two main categories in the approaches in the modelling the flow 

field of droplets and plugs in microchannel. These are fixed-frame-of-

reference and the moving-frame-of-reference. 

 

2.4.1.1 Fixed-frame-of-reference 

The schematic in Figure 2.5 shows the computational domain for a two-phase 

fixed-frame-of-reference. This domain approach is also used in simulations of 

droplet generation in systems such as the T-junction, flow focussing and 

mixed-phase inlets. Essentially the domain is the observation window for the 

droplet is fixed and the flow moving out of the domain (Eulerian approach).  
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Figure 2.5  Computational domain for modelling droplet or plug transport in 

two-phase fixed-frame-of-reference. 

 

Computationally, the two-phase fixed-frame-of-reference is the costliest. In 

addition to the fine mesh required to capture the evolving interface, larger 

observation window maybe required where time scales are short, for example 

in fast moving droplets.  

 

2.4.1.2 Moving-frame-of-reference 

The moving-frame-of-reference is an alternative approach for modelling 

moving droplets in a straight microchannel. There are two approaches in the 

moving-frame-of-reference; the single-phase and the two-phase. In the 

moving-frame-of-reference, the flow field is modelled in the frame of 

reference of the moving the droplet (Lagrangian approach).  The single-phase 

moving-frame-of-reference is the simplest and least costly, of the three 

approaches, computationally. As illustrated in Figure 2.6 (a), the droplet or a 

plug is modelled as a single-phase whose flow field is driven by moving 

walls boundary condition.  



Chapter 2  Literature Review 

 

 

22 

 

 

Figure 2.6 Computational domains used for modelling of droplet/plug 

transport in (a) single-phase moving-frame-of-reference and (b) two-phase 

moving-frame-of-reference.  

 

The model focusses on a single flow field in either inside or outside the 

droplet or plug (Handique & Burns, 2001; Tanthapanichakoon, et al., 2006a, 

2006b and 2007). Consequently, fewer equations are solved than in two-phase 

model leading to faster results. The approach, however, requires a priori 

assumptions regarding shape of the interfaces and shear rates (Kashid, et al., 

2005). These parameters which influence the crucial aspects of the solution 

(e.g. recirculation) are based on existing experimental or numerical data. 
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Where there are gaps in literature, such foundational assumptions can be 

difficult to make, leading to questions regarding their plausibility. The 

method is also limited to cases where there is no film around the plug. 

 

The two-phase moving-frame-of-reference (Figure 2.6 (b)) is a compromise 

between single phase moving-frame-of-reference and the fixed-frame-of-

reference. The two-phase moving-frame-of-reference works on computational 

domain smaller than the two-phase fixed-frame-of-reference. It is also more 

versatile in application compared to the single-phase moving-frame-of-

reference, especially where capturing of interface, wall shear and flow 

recirculation are important (Taha & Cui, 2006a, 2006b). The domain 

considered captures the interfaces a single plug or multiple plugs and the 

surrounding flow fields, including the second phase. Several studies of 

involving heat and mass transfer in bubble and plugs in open channel and 

microchannels exist (Taha & Cui, 2006a, 2006a; Talimi et al, 2012; Deshpande 

& Zimmerman, 2006). Some studies have used the two-phase fixed-frame 

with periodic boundary conditions (Boudreaux, 2015; Sarrazin, et al., 2008). 

 

2.4.2 Two-dimensional versus three-dimensional modelling 

Two-phase flows can be modelled in two-dimension (2D) as opposed to 

three-dimension (3D). With appropriate assumptions modelling in 2D 

simplifies the problem thereby reducing the size of the model and the 

associated computational costs. A 2D model of flow in a straight channel 
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resembles that of a flow between two parallel plates. Some investigations 

have found results of liquid-liquid two-phase flow in square microchannel in 

2D to be comparable to 3D (Cherlo, et al., 2010). Appendix A provides a 

comparison of numerical results for velocity profiles computed for a single-

phase flow in rectangular channel with aspect ratio of unity. This profile is 

compared to a case of flow between parallel plates which is analogous to 2D. 

 

2.4.3 Coupling of variables  

Simulations of droplet formation are often undertaken without the inclusion 

of the mass transport physics due to the numerical expense associated with 

such coupling. Droplet formation is highly non-linear and involves large 

changes of the interface topology. In case where two or more aqueous 

streams are in contact before droplet formation, similar to the study by Tice et 

al. (2003), such a model would provide insight to initial orientation. It is 

however, suffice to prescribe a model with a discrete droplet with species 

initialised in particular orientation as, for example, in Tanthapanichakoon et 

al. (2006a). Changes in interface topology when the drop deforms to flow and 

geometric influences often require inclusion in the model, especially in 

microchannels with bends or constrictions. The flow fields within moving 

droplets occur due to viscous drag and have an influence on the mixing 

inside droplets. 
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Simulation of mixing dynamics involves solution of the convection-diffusion 

equation, coupled to that of the flow equation. Mixing in droplets that are 

travelling in straight microchannel has been studied using CFD by Sarrazin et 

al. (2006). In these studies, a combination of finite volume method and 

volume-of-fluid were utilised. In other work where the finite element method 

was utilised, there were lacking details lacked essential details about the 

modelling aspects of the work (Jiang, et al., 2012). The focus was placed on 

qualitative comparison with experiments rather than on quantitative results. 

There is generally sparse literature where simulation of microfluidic 

problems involving coupling between two-phase flow and species transport 

is demonstrated. 

 

2.4.4 Quantification of mixing 

In order to determine the extent of mixing during numerical simulations 

various approaches have been adopted. The foundations of are premised on 

the seminal work by Danckwerts (1952) which quantified mixing as Intensity 

of Segregation (𝐼𝑠), expressed as  

 

𝐼𝑠 =
𝜎2

𝜎0
2 =

〈(𝐶−〈𝐶〉2)〉

〈𝐶〉(1−〈𝐶〉)
         (2.11) 

 

In the above equation, 𝜎2 =
1

|𝑉|
∫ (𝐶 − 𝐶)

2
𝑑𝑉

𝑉
, where 𝑉 is the control volume, 

𝐶 is the mean concentration value in the concentration field and 𝜎0
2 is a 



Chapter 2  Literature Review 

 

 

26 

reference value (Bothe, et al., 2008). Various modifications have since been 

applied in the quantification of mixing computational fluid dynamics. The 

Mixing Index (𝐼𝑀) is a common mixing indicator given by (Bothe, 2010; Jiang, 

et al., 2012)  

 

𝐼𝑀 = 1 − √𝐼𝑠 =
𝜎

𝜎𝑚𝑎𝑥
 = 1 − √

1

𝑁
∑ (

𝐶𝑖−𝐶∞

𝐶∞
)
2

𝑁
𝑖=1       (2.12) 

 

where, 𝑁 is the total number of sampling points,  𝐶𝑖 is the normalised 

concentration and 𝐶∞ is the expected normalised concentration. The index 

ranges from 0 for no mixing to 1 for complete mixing (Chen, et al., 2016). 

 

For a case where final mixing is expected to be half of the initial concentration 

i.e.  𝐶∞ = 0.5 , the mixing index can be given as (Jiang, et al., 2012): 

 

𝐼𝑀 = 1 − 2√
1

𝑁
∑ (𝐶𝑖 − 0.5)2
𝑁
𝑖=1           (2.13) 

 

The simpler approach is integrating in the control volume within the 

computational domain where mixing is simulated (Tung, et al., 2009): 

𝐼𝑀 = (1 −
∫ |𝐶𝑖−𝐶∞|𝑑𝑉v

∫ |𝐶0−𝐶∞|𝑑𝑉v

)          (2.14) 
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where 𝐶0 is the initial highest concentration and 𝐶𝑖 is the initial concentration 

in the control volume. This approach is simple to compute and grid 

independent (Muradoglu & Stone, 2005; Stone & Stone, 2005). The technique 

however does not provide information about the mixing patterns. 

 

2.5 Numerical methods for CFD  

2.5.1 Continuum discretisation methods  

2.5.1.1 Finite difference method 

In finite-difference-based schemes, the domain is discretised with a mesh and 

then a truncated Taylor series expansion is used to approximate each 

derivative in the governing PDEs. Although finite difference method (FDM) 

is simple to implement, it cannot easily handle complex geometries, such as 

with curvilinear boundaries (Wilkes, 2006). It is, therefore, generally not 

suitable for many flow problems such those involving two-phase dynamics.  

 

2.5.1.2 Finite volume method  

Also called the control volume method, finite volume method (FVM), is 

based on the formal control volume integration (Versteeg & Malalasekera, 

1996). FVM-based codes have been successfully utilised in the modelling of 

numerous microfluidics problems, such as studies by Ong et al. (2007), 

Sang et al. (2009), Schneider et al. (2011) and Mason (2013). This observation 
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is in contrast to a suggestion by Erickson (2005) that the FVM was not 

suitable for modelling of typical microfluidic flows which are characterised 

by low Reynolds numbers and dominant viscous effects.  FVM is 

implemented in several commercial CFD programs, such as Ansys Fluent, 

Ansys CFX, CFD-ACE+, Flo++, Flow-3D and Star-CCM, as well as Open-

source codes such as Open-FOAM. Studies which have demonstrated the 

application of Open-FOAM in modelling and simulation of two-phase 

microfluidics also exist (Hoang, et al., 2013). 

 

2.5.1.3 Finite element method (FEM)  

Finite element method (FEM) is a well-established discretisation method 

which is widely used in both structural mechanics and fluid mechanics 

(Zienkiewicz, et al., 2005). Theoretical and mathematical foundations of FEM 

are associated with several classical works such as the variational methods 

for calculus by Lord Rayleigh in 1870 and Walther Ritz in 1909, and the 

method of weighted-residual by Boris Galerkin in 1915 (Zienkiewicz, et al., 

2005). Foundations for modern FEM techniques are attributed to separate 

works by J. H. Argyris and R. W. Clough and co-workers in the mid-1950s. 

See Zienkiewicz et al., (2005) for a detailed historical account. The main 

disadvantage of FEM is that it has much higher requirement for 

computational resources than FD and FV methods (Wilkes, 2006). The FEM is 

well-known for being unable to handle discontinuities well. The fact that 

there are fewer FEM-based CFD commercial software programs, compared to 
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those underpinned on FVM, is perhaps an indication of the extent of 

difficulties associated with implementation of the FEM in fluid mechanics. 

COMSOL Multiphysics™ is one of the few FEM-based commercial CFD 

programs. An open-source FEM program called FEATFLOW has also been 

used in modelling multiphase microfluidics (Kashid, et al., 2007). 

 

2.5.1.4 Other methods 

Lattice Boltzmann method (LBM) is based on mesoscale modelling and its use 

has been increasing in studying single-phase, two-phase and multiphase 

microfluidics (Fu, et al., 2018; van der Graaf, et al., 2006; Zhang, 2011). 

 

In the realm of Lagrangian modelling, particle-based schemes which include 

dissipative particle hydrodynamics (DPH), smoothed particle hydrodynamics 

(SPH) and discrete element method (DEM) are also increasingly gaining an 

interest for investigating microfluidic systems (Filipovic, et al., 2009; Steiner et 

al., 2009; Shahzad, et al., 2017) 

 

Other numerical schemes in existence consider matter below the continuum 

limit include and utilise principles of quantum and statistical methods (e.g. 

molecular dynamics and Monte Carlo simulations) to quantify fluid and 

interface behaviour. These methods are beyond the scope of the current 

review. 

 



Chapter 2  Literature Review 

 

 

30 

2.5.2 Implicit methods for evolving fluid interfaces 

Continuum methods can be grouped into two distinct classes; (i) the 

Lagrangian methods which track the interface explicitly and (ii) the Eulerian 

methods which track the interface implicitly. Within the Lagrangian class, 

there are two approaches, one of utilising moving meshes and the front 

tracking of the interface. In Eulerian methods fixed meshes are utilised. 

Another level of classification is those that those use a zero-interface 

approach and those that have an interface of finite thickness. Figure 2.7 

shows a systematic representation of the classes of interface tracking models 

(Wörner, 2012). 
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Figure 2.7 Different types of interface methods (Wörner, 2012). 
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2.5.2.1 Phase-field method 

In phase field (PF) models, the interface evolution is described by the Cahn-

Hilliard equation. There four possible ways to handle the modelling of the 

interfacial tension (Hua, et al., 2014). The first method is by using the CSF 

technique and the other three methods are based on thermodynamic 

formulations. The property jump in fluid properties across the interface is 

handled through linear functions (Hua, et al., 2014).  

 

2.5.2.2 Volume of fluid  

The volume of fluid (VOF) method, similarly to LS and PF, is a popular 

method for modelling evolution of the interface in two phase flows. Having 

been introduced in the early 1980s, it is one of the oldest continuum methods 

for modelling evolution of interface in two-phase flows (Hirt & Nichols, 1981; 

Youngs, 1982). Due to continued developments and attempts to improve the 

method, there are several variants of the VOF. The general approach in VOF, 

called the piecewise linear interface calculation (PLICS), follows on the work 

by Youngs (1982) and its extensions (Kothe & Rider, 1995). There is also a 

bigger proportion of commercial CFD software programs that implement 

VOF method compared to those that implement other competing schemes. 
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2.5.2.3 Level set method 

The traditional level set method (LSM) is a sharp interface (zero-thickness), 

Eulerian method for modelling the evolution of an interface between two 

phases (Osher & Sethian, 1988; Sussman, et al., 1994). One of the main 

advantages of LSM is its ability to handle topological changes and complex 

interfacial geometries, such as those seen during formation, deformation and 

splitting of droplets. In LSM, the interface is implicitly represented by the 

level set (LS) function 𝜙 and its evolution is governed by the LS transport 

equation (Sussman, et al., 1994; Hua, et al., 2014). A variant of the LSM, 

referred to as conservative level set method, was proposed by Olsson and 

Kreiss (2005). The conservative LSM follows a similar approach to the so-

called colour function volume-of-fluid (Wörner, 2012). As with the general 

LSM, the evolution is of the interface is described by a level set equation. The 

level set function which represents the evolution of the interface changes 

rapidly from 0 to 1 between the phases as a function of a smoothed Heaviside 

function. The interface has a nominal value of 0.5 (Olsson & Kreiss, 2005).  

COMSOL offers both the PF and conservative LSM for modelling two-phase 

flow. The LSM was chosen in study due to having lower computational 

demands than PF. The theoretical details of the conservative LSM which is 

implemented in COSMOL are provided in Chapter 3. 
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2.5.3 Continuum surface force (CSF) 

Numerical tools for modelling two-phase microfluidic flows need to be able 

to account for the effect of interfacial tension, which exists at the fluid-fluid 

interface.  The continuum surface force (CSF) method models the surface or 

interfacial tension as a continuum surface force (Brackbill, et al., 1992). With 

this method, the interfacial tension appears in the Navier-Stokes equation as 

body force term, rather than as boundary condition. Alternatives to the CSF 

for modelling interfacial tension are the continuum surface stress (CSS) and 

the front tracking (FT) methods (Lafaurie, et al., 1994; Tryggvason, et al., 

2001). The CSF technique is used mainly in volume of fluid (VOF) and level 

set (LS), although it will find used in LBM and PF method (Wörner, 2012). 

 

Parasitic or spurious currents are unphysical velocities which can appear at 

the interface when modelling surface tension at the using CSF and CSS 

methods (Lafaurie, et al., 1994). The problem of parasitic currents is 

experienced by most of the continuum methods such LSM, VOF, PF and FT, 

as well as the mesoscale LBM (Wörner, 2012). Numerical instabilities are to be 

expected when interfacial tension is a dominant factor is the flow (low Ca 

values). Factors affecting spurious currents are the capillary number, grid 

resolution or mesh size, time step and interface thickness (Zahedi, et al., 2012).  
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Figure 2.8 Spurious currents around an interface (black line) of a stationary 

droplet at Ca=0.1 (Zahedi, Kronbichler, & Kreiss, 2012). 

 

2.5.4 Validation 

There are currently no standardised CFD benchmarking cases for 

microfluidics.  Cases that have been demonstrated in microfluidic studies are 

used on an ad hoc basis. Oberkampf and Trucano (2002) refer to them as 

‘weak sense benchmarks’ although they recognise the absence of standard 

benchmark cases. Standardised benchmark cases are useful in verification 

and validation of numerical codes and are, generally, set as standards by 

engineering bodies within the field of CFD. The indication is that the latter 

scenario seems more prevalent the field of microfluidics. 
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2.6 Closing remarks 

Existing experimental methods for studying and characterising multiphase 

phenomena in droplet microfluidics are largely based on optical methods, 

which can be limited due to required specialised and expensive equipment or 

qualitative nature of some and unsuitability for rugged industrial 

environments (Aubin, et al., 2010). For example, in characterising microfluidic 

mixing, specialised techniques, such as LIFM, are required. Optical and 

colour-based techniques can only provide qualitative information about the 

mixing. Thus, numerical simulations using computational fluid dynamics 

(CFD) are attractive and convenient alternatives for studying the fluid and 

interface dynamics in droplet microfluidics. CFD has, in fact, become 

synonymous with computer-aided engineering (CAE) functions such as 

numerical prototyping in microsystems and microfluidics (Erickson, 2005). 

The so-called ‘in silico’ experiments allow for more flexibility than laboratory 

experiments and can provide further insight and detail, notwithstanding 

certain limitations and modelling errors which have to be taken into account, 

when modelling problems of interest (Zimmerman, 2006). 
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“God does not care about our mathematical difficulties; He integrates empirically.” -- Albert Einstein 

 

 

Chapter 3 

3. Numerical Modelling Using Finite Element and 

Level Set Methods 

 

3.1  Introduction 

This chapter details the theoretical frameworks of the finite element method 

(FEM) and level set method (LSM). COMSOL Multiphysics™ employs in its 

numerical code, FEM as the basic discretisation technique as well as the 

conservative LSM. The latter applies in the numerical modelling of two-phase 

flows. 

 

3.1.1 Equations governing two-phase flow 

Fluid flow in microfluidic systems occurs within the continuum limit and, 

therefore, the laws of conservation of energy, mass and momentum are 

applicable (Kirby, 2010). For isothermal, single-phase Newtonian 

incompressible flows, the conservation equations simplify to the classical 

continuity and Navier-Stokes (NS) partial differential equations, given as 

(White, 2006) 

∇𝐮 = 0             (3.1) 
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𝜌 (
𝜕𝐮

𝜕𝑡
+ 𝐮 ∙ ∇𝐮) = −∇𝑝 + ∇ ∙ 𝜇[∇𝐮 + (∇𝐮)𝑇] + 𝜌𝐠    (3.2) 

 

where  𝜌 and 𝜇 are viscosity and density of the fluid, respectively; 𝑝 = 𝑝(𝐱, t) 

is pressure, 𝐠 is gravity, 𝐮 = 𝐮(𝐱, 𝑡) is the velocity field, 𝐱 = (𝑥, 𝑦, 𝑧) represents 

the Cartesian coordinate system and 𝑡 is a time variable. The superscript 𝑇 

denotes a matrix transpose function. In microfluidic flows involving highly 

viscous fluids, such as oils, where 𝑅𝑒 < 1 and inertial effects are negligible, 

the flow is described using Stokes equation 

 

∇𝑝 = 𝜇∇2𝐮            (3.3) 

 

Consider flow involving two immiscible and incompressible Newtonian 

fluids (fluid 1 and fluid 2) in an arbitrary domain (Ω) which is separated by a 

fluid interface Γ, into two subdomains for each fluid (Ω = Ω𝑗, 𝑗 = 1, 2), as 

illustrated Figure 3.1.  
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Figure 3.1 Two-phase Newtonian incompressible flow in an arbitrary domain 

(Ω = Ω𝑗, 𝑗 = 1, 2) which is divided into two by the fluid interface Γ (After 

Cruanyes, 2014). 

 

The equations of fluid motion for such a flow can be modified to be valid for 

the respective fluid subdomains as follows (Wörner, 2012): 

∇𝐮𝑗 = 0            (3.4) 

𝜌𝑗 (
𝜕𝐮𝑗

𝜕𝑡
+ 𝐮𝑗 ∙ ∇𝐮𝑗) = ∇ ∙ 𝕊𝑗 + 𝜌𝑗𝐠       (3.5) 

where 𝕊𝑗 = −𝑝𝑗𝕀 + 2𝜇𝑗𝔾𝑗 is a stress tensor, 𝔾𝑗 =
1

2
[∇𝐮𝑗 + (∇𝐮𝑗)

𝑇
] is a 

deformation tensor and 𝕀 is an identity tensor. The fluid properties (𝜌𝑗, 𝜇𝑗) are 

treated as piecewise constant (Wörner, 2012). The property jump at the 

interface is described by the expressions 

⟦𝜌(𝐮 − 𝐮Γ)⟧Γ ∙ �̂�Γ = 0          (3.6) 

⟦𝜌𝐮 ⨂ (𝐮 − 𝐮Γ) − 𝕊⟧Γ ∙ �̂�Γ = 𝜎𝜅�̂�Γ + ∇Γ𝜎       (3.7), 

where 𝐮Γ is the velocity of the interface, 𝜎 is the coefficient of the interfacial 

tension, 𝜅 = −∇Γ ∙ �̂�Γ is the signed interfacial curvature, and ∇Γ= (𝕀 − �̂�Γ ∙

�̂�Γ) ∙ ∇ is a surface gradient operator. The symbol �̂�Γ represents a unit vector 
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normal to the interface (Wörner, 2012). When the there is no phase change 

and no tangential velocity at the interface, the equations become 

⟦𝐮⟧Γ = 0           (3.8) 

⟦−𝕊⟧Γ ∙ �̂�Γ = 𝜎𝜅�̂�Γ + ∇Γ𝜎        (3.9) 

The local NS equation in each field and interface jump condition can be 

combined into the following set of equations, valid in the entire domain: 

𝜌 (
𝜕𝐮

𝜕𝑡
+ 𝐮 ∙ ∇𝐮) = −∇𝑝 + ∇ ∙ 𝜇[∇𝐮 + (∇𝐮)𝑇] + 𝜌𝐠+𝑭𝜎    (3.10) 

𝐮 = 0            (3.11) 

The density  𝜌 = 𝜌(𝐱, 𝑡) and viscosity  𝜇 = 𝜇(𝐱, 𝑡) are given as piecewise 

constants in each phase but discontinuous at the interface (Wörner, 2012). The 

interfacial tension and curvature at the interface between the two fluids are 

boundary conditions but can be introduced in the NS equations as a body 

force term 𝑭𝜎 = (𝜎𝜅�̂�Γ + ∇Γ𝜎)𝛿Γ, where 𝛿Γ is a Dirac delta function.  

 

3.1.2 Mass transport equation 

A generic transport equation derived from consideration of an arbitrary 

control volume 𝑉, bounded by a control surface 𝑆, is given by (Kuzmin, 2010) 

𝜕(𝜌𝑐)

𝜕𝑡
+ ∇∙(𝐮𝜌𝑐) − ∇∙(𝔻𝜌∇𝑐̅) = 𝑠     (3.12) 

where 𝑐 is an amount per unit mass (mass-specific concentration) and 𝔻 is a 

diffusivity tensor. The physical interpretation of the terms in Equation (3.12) 
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is given in Table 3.1. The transport equation is coupled to the flow (Navier-

Stokes) equations through the velocity field. 

 

Table 3.1 Physical interpretation of terms in the generic transport equation 

(Kuzmin, 2010) 

Term Description Physical interpretation 

𝜕(𝜌𝑐)

𝜕𝑡
 

Transient / Rate of 

change term 

Net gain or loss per unit time of mass 

per unit volume 

∇∙(𝐮𝜌𝑐) Convective term Transport of mass by advection due 

to velocity field u 

−∇∙(𝔻𝜌∇𝑐) Diffusive term Spatial dispersion or distribution of 

𝑐, driven by gradients ∇𝑐 

𝑠 Source term Combines effects that create or 

destroy 𝜌𝑐 

 

When dealing with incompressible Newtonian flow, the density is constant 

and the velocity field is divergence free. When the 𝑐 represents the moles per 

unit mass of chemical species 𝑖, the mass variable is written in terms of molar 

concentration 𝜌𝑐 = 𝐶, the generic transport Equation (3.13) takes the form 

(Kuzmin, 2010) 

𝜕𝐶𝑖

𝜕𝑡
+ 𝐮∙∇𝐶𝑖 − ∇∙(𝔻𝑖∇𝐶𝑖) = 𝑠      (3.13) 
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where 𝐶𝑖 is the concentration of the transported chemical species 𝑖. For 

constant mass and spatially independent (isotropic) diffusivity, the equation 

becomes 

𝜕𝐶𝑖

𝜕𝑡
+ 𝐮∙∇𝐶𝑖 − 𝐷𝑖∇

2𝐶𝑖 = 𝑠        (3.14) 

where 𝐷𝑖 is the mass diffusivity or diffusion coefficient of the transported 

chemical species 𝑖. When there are no effects contributing to the addition or 

consumption of the chemical species in the system such chemical reaction or 

phase change, the source term 𝑠 is eliminated. The mass transport of chemical 

species is described by the passive scalar diffusion-convection equation 

(Kirby, 2010) 

𝜕𝐶𝑖

𝜕𝑡
+ 𝐮∙∇𝐶𝑖 − 𝐷𝑖∇

2𝐶𝑖 = 0        (3.15) 

In a non-dimensionalised form, Equation (3.15) becomes 

𝜕𝐶𝑖
∗

𝜕𝑡∗
+ 𝐮∗∙∇∗𝐶𝑖

∗ −
1

𝑃𝑒
∇∗2𝐶𝑖

∗ = 0       (3.16) 
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3.2 Finite element method 

The finite element method (FEM) has a rich, in-depth mathematics behind it. 

Standard texts, such as by Zienkiewicz, et al. (2005), introduce the 

fundamentals of FEM while detailing the underlying mathematics with due 

rigour. An introduction with relevance to fluid mechanics is given by 

Zienkiewicz and Taylor (2000). Thus, the current discussion does not attempt 

to provide a comprehensive mathematical introduction to FEM, but to rather 

to detail its salient features. The current discussion is based, mainly, on an 

introductory text by Kuzmin (2010) and focusses on the Galerkin FEM. Exact 

solutions for PDEs describing physics in many industrial and engineering 

problems are nearly impossible to obtain. A system of algebraic equations can 

be solved with relative ease and speed using computers. FEM is a numerical 

technique which can be used to obtain approximate solutions.  

 

3.2.1 Initial and boundary conditions 

Consider an arbitrary domain Ω ⊂ ℝ𝑒 , 𝑒 = 1,2,3 which is bounded by a 

boundary surface 𝜕Ω. Suppose the prevailing physics is governed by 

convection-diffusion PDE which describes transport of an arbitrary scalar 

variable 𝓊  

𝜕𝓊

𝜕𝑡
+ ∇∙(𝐮𝓊) − ∇∙(𝒟∇𝓊) = 𝑠      (3.17) 

where 𝒟 is a diffusivity coefficient and 𝑠 is a source term. In order for the 

problem to be well posed, initial and boundary conditions are imposed. The 



Chapter 3       Numerical Modelling Using Finite Element and Level Set Methods 

 

 

44 

initial condition at time zero is prescribed as 𝓊(𝐱, 0) = 𝓊0. A Dirichlet 

boundary condition is imposed if 𝓊 values can be prescribed on boundary 

section 𝜕Ω𝐷 ⊂ 𝜕Ω, such that 𝓊(𝐱, 𝑡) = 𝓊𝐷(𝐱, 𝑡) for 𝐱 ∈ 𝜕Ω. The Neumann 

boundary condition 𝐟 ⋅ 𝐧 = 𝑔(𝐱, 𝑡)  for 𝐱 ∈ 𝜕Ω may be imposed on a 

complementary boundary 𝜕Ω𝑁 = 𝜕Ω/𝜕Ω𝐷, where is the 𝐟 is the convective or 

diffusive flux (Kuzmin, 2010). 

 

3.2.2 Weighted residual formulation 

Conventional Galerkin FEM approximations are based on the method of 

weighted residuals, a general approach for deriving a weak or integral form 

of a PDE (Kuzmin, 2010). Essentially, the conservation PDE is converted into 

an integral equation. Since there is no general solution to the PDE, an 

approximate solution �̂� ≈ 𝓊 is then sought. The residual of the equation is  

ℜ(�̂�) =
𝜕𝓊

𝜕𝑡
+ ∇∙(𝐮�̂�) − ∇∙(𝒟∇�̂�) − 𝑠      (3.18) 

where ℜ(�̂�) is the measure of accuracy of the approximate solution. When 

ℜ(𝓊) = 0, the original PDE is obtained. Use of weighting functions, followed 

by derivation, the weak form of Equation (3.18) is expressed as (Kuzmin, 

2010): 

∫  (𝓌
𝜕𝓊

𝜕𝑡
− ∇𝓌 ∙ (𝐮𝓊 − 𝒟∇𝓊) −𝓌𝑠)d𝐱

Ω

 

+∫ 𝓌(𝐮𝓊 − 𝒟∇𝓊) ∙ 𝐧 d𝑠
𝜕Ω𝑁

= 0         (3.19) 
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where 𝓌 ∈𝒲 is a weighting or test function, to which ℜ(𝓊) is orthogonal 

and 𝒲 is a space of weighting functions vanishing on 𝜕Ω𝐷. The weak solution 

𝓊 resides in space function 𝒱 such that 𝓊 ∈ 𝒱, satisfying Dirichlet boundary 

conditions. The corresponding integral equation satisfying the Neumann 

boundary conditions is  

 

∫ 𝓌𝐟 ∙ 𝐧 d𝑠
𝜕Ω𝑁

= ∫ 𝓌g d𝑠
𝜕Ω𝑁

       (3.20) 

 

3.2.3 Spatial discretisation 

The computational domain Ω is discretised by triangulation whereby its area 

is divided into multiple triangular subdivisions or elements Ω𝑘. The 

subdivisions are put together such that Ω ≈ 𝑈𝑘Ω𝑘. The number of unknowns 

to be solved across all the nodes in a given computation of a model are 

referred to as degrees of freedom (DOF). In the case of a two-dimensional 

domain (Ω ⊂ ℝ2) as shown in Figure 3.2 , triangular or quadrilateral elements 

are used. Unstructured meshes are easy to generate and are generally flexible 

for a wide range of geometries. The disadvantage of unstructured meshes is 

that they often require sophisticated algorithms to handle irregular 

connectivity patterns, which translates to high computational cost (Kuzmin, 

2010).  
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Figure 3.2: (a) Discretisation of 2D arbitrary domain by triangulation, (b) 

Node 𝑖 and neighbouring triangular elements, with a linear shape function φ 

(Adapted from Wilkes, 2006). 

 

3.2.4 Galerkin method 

The approximate solution to 𝓊 in discrete form is given by  

𝓊 ≈ 𝓊ℎ = ∑ 𝓊𝑖(𝑡)φ𝑖(𝐱)
𝑛
𝑖=1        (3.21) 

where 𝓊𝑖 are variables to be determined and φ𝑖 represents basis functions in 

the finite dimensional space 𝒱ℎ and determined the nodes 𝐱𝒊 which are 

spatially located either at the vertices of the mesh (vertex-based method). The 

restriction on nodal functions is that φ𝑖(𝐱𝒊) = 1 and φ𝑖(𝐱𝒋) = 0 and for all 

cases 𝑖 ≠ 𝑗. A test function ψ𝑖 is located in the finite dimensional space 𝒲ℎ. 

The key feature of the conventional Galerkin method is that trial functions 

and test functions are taken from the same space 𝒱ℎ = 𝒲ℎ, such that φ𝑖 = ψ𝑖. 

Therefore, the number of equations equals the number of unknowns 
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(Kuzmin, 2010). The discretisation will lead to a system of algebraic equations 

of the form 

𝛂𝛃 = 𝐛            (3.22) 

Where 𝛂 is a sparse matrix, 𝛃 is a vector of unknowns and 𝐛 is a solution 

matrix computed from previously computed data.   

 

3.2.5 Numerical solvers 

In numerical analysis, physics problems can, generally, be solved in either 

transient (time-dependent) state or steady state. The latter case requires 

stationary solvers and time-dependant solvers work for transient problems. 

The COMSOL package provides for implementation of stationary, time-

dependent and eigenvalue solvers (Comsol AB, COSMSOL Multiphysics 3.5a 

User's Guide, 2008a). A parametric solver is also offered for parameterised 

stationary and eigenvalue problems. COMSOL has several direct linear 

solvers for linear systems, as well as iterative solvers for more complex and 

memory-intensive problems. 

 

The direct solvers include PARDISO (Parallel direct solver), SPOOLES 

(Sparse object-oriented linear equations solver), UMFPACK (Unsymmetric 

multifrontal package) and Cholesky solver (Comsol AB, COSMSOL 

Multiphysics 3.5a User's Guide, 2008a). Only PARDISO and UMFPACK were 

considered for the current work due to their efficiency in solving non-

symmetric systems. PARDISO is also suitable for symmetric problems and 
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utilises less computer memory than UMFPAK (Comsol AB, COSMSOL 

Multiphysics 3.5a User's Guide, 2008a). Direct solvers are ideal for models 

with low number of mesh elements, typically in one or two space dimensions. 

Direct solvers can, however, be applied to 3D models with DOF of up to 106 

depending on available computational resources and memory. The Gaussian 

elimination technique implemented in direct solvers is reliable and stable, 

making it also suitable for ill-conditioned problems (Comsol AB, COSMSOL 

Multiphysics 3.5a User's Guide, 2008a). However, the elimination process can 

have extensive memory requirements, particularly for 3D problems or those 

where the DOF exceeds 105.  

 

Iterative solvers are more memory efficient than direct solvers are better 

suited in cases where the latter do adequately perform. Non-symmetric 

problems generally require iterative solvers which also handle such systems 

better than the direct solvers (Comsol AB, COSMSOL Multiphysics 3.5a 

User's Guide, 2008a).  Iterative solvers that are implemented in COMSOL are 

GMRES (Generalized minimal residual method), FGMRES (Flexible 

generalized minimal residual method), BiCGStab (Biconjugate gradient 

stabilized method) and Geometric multigrid. GMRES is  non-symmetrical 

problems while FGMRES can handle more general preconditioners but uses 

more memory than GMRES. BiCGStab uses a fixed amount of memory 

regardless of number iterations. Geometric multigrid is suitable for elliptic 

and parabolic problems. 
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Iterative solvers typically require pre-conditioners although solutions can be 

attempted without pre-conditioning. Selection of preconditioners influences 

the number of iterations and the convergence of the solution (Comsol AB, 

COSMSOL Multiphysics 3.5a User's Guide, 2008a). The COMSOL 

preconditioners include Algebraic Multigrid, Geometric Multigrid, 

Incomplete Cholesky (TAUCS) and Incomplete LU (lower-upper). The latter 

is suitable for non-symmetric problems and together with the multigrid 

preconditioners were considered to be useful for the current study. The 

multigrid preconditioners are useful for elliptic and parabolic problems and 

also suitable for problems with loosely-coupled physics. 

 

3.2.6 Numerical stabilisation using artificial diffusion 

FEM as discretisation method performs well when applied to elliptic and 

parabolic problems at low Peclet numbers (Kuzmin, 2010). However, for 

cases where 𝑃𝑒 → ∞, the solution becomes unstable (oscillatory) and the 

outcome erroneous (Zienkiewicz & Taylor, 2000).  It is useful to monitor the 

Peclet number within the elements of computational mesh to determine the 

stability of the solution. The element Peclet number is given by  

𝑃𝑒𝒽 =
‖𝐮‖𝒽

2𝐷
           (3.23) 

where 𝒽 is the mesh element size in metres. Generally, when 𝑃𝑒𝒽 ≤ 2 the 

solution will be resolved without a need for stabilisation (Kuzmin, 2010). 

Large 𝑃𝑒𝒽values are indicative of coarse meshes, large velocities or small 
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diffusion. Mesh refinement can be implemented to stabilise solution. 

However, this can be achieved at increased computational cost. The norm is 

to implement artificial diffusion. The three classes of artificial diffusion 

implemented in COMSOL are, isotropic, crosswind and streamline diffusion.  

Isotropic diffusion applicable to homogenous flow-fields and is not 

applicable to two phase flow. The streamline methods are of three types, 

namely; anisotropic, streamline upwind Petrov-Galerkin (SUPG) and 

Galerkin least-squares (GLS). In certain problems characterised by dominance 

of convection, the SUPG and GLS methods can themselves cause in 

instabilities which cannot be eliminated by mesh refinement (John & 

Knobloch, 2008). The selection of correct artificial diffusion and tuning often 

requires meticulous detail as dictated by the problem at hand. 

 

3.3 Conservative level set method 

The level set method (LSM) implemented in the current work is a 

conservative variant for modelling two-phase flow based on the work by 

Olsson and Kreiss (2005).  

 

3.3.1 Modelling of the evolution of fluid interface 

The interface between fluids evolves due to fluid mechanics, and is governed 

by the level set transport equation, given by (Sussman, et al.,, 1994) 

𝜕𝜙

𝜕𝑡
+ u ∙ ∇𝜙 = 0         (3.24) 
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where the interface is represented by the level set function 𝜙 = 𝜙(𝐱, 𝑡), and is 

initialised as a certain distance from the interface which satisfies a condition 

of the distance function, |∇𝜙| = 1.  The level set equation incompressible flow 

can be written in the following conservative form: 

𝜕𝜙

𝜕𝑡
+ ∇ ∙ (u𝜙) = 0         (3.25) 

 

where 𝜙 has an assigned value of 0.5 at the interface and changes rapidly 

from 0 to 1 between the phases as a function of a smoothed Heaviside step 

function (Olsson & Kreiss, 2005).  

 

𝜙 = ℋ𝑠𝑚(𝜙𝑠𝑑) = {

0,                                           𝜙𝑠𝑑 < −휀      
1

2
+
𝜙𝑠𝑑

2𝜀
+

1

2𝜋
sin(𝜋𝜙𝑠𝑑

𝜀
),      −휀 ≤ 𝜙𝑠𝑑 ≤ 휀

1,                                          𝜙𝑠𝑑 > 휀           

    (3.26) 

where 𝜙𝑠𝑑 is a signed distance function: 

𝜙𝑠𝑑(𝑥) = min
𝑥Γ∈Γ

(|𝑥 − 𝑥Γ|)         (3.27) 

 

The 휀 parameter represents interface thickness where 𝜙 smoothly transitions 

from 0 to 1, and is typically specified to be approximately equal to half the 

size of mesh (Zahedi, et al., 2012). Figure 3.3 shows the implementation of the 

level set between two fluid phases and how ℋ𝑠𝑚(𝜙𝑠𝑑) transition smoothly 

across the interface. 
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3.3.2 Interfacial tension 

The interfacial tension is modelled using the continuum surface force (CSF) 

method (Brackbill et al., 1992). The interfacial tension appears in the Navier-

Stokes equation as body force, 𝑭𝜎, as expressed by Equation (3.10), rather 

than as a boundary condition. The interface normal vector and interface 

curvature are given as (Wörner, 2012) 

�̂�Γ =
∇𝜙

|∇𝜙|
           (3.28) 

κ = −∇ ∙ �̂�Γ = −∇ ∙ (
∇𝜙

|∇𝜙|
)        (3.29) 

 

Therefore, 𝑭𝜎 is expressed using a diffuse interface approach as  

𝑭𝜎 = 𝜎𝜅𝛿𝑠𝑚�̂�Γ          (3.30) 

 

where 𝛿𝑠𝑚 is a smoothed Dirac delta function, which in the current work is 

implemented in COMSOL Multiphysics™ as  

𝛿𝑠𝑚(𝜙) = 6|∇𝜙||𝜙(𝜙 − 1)|       (3.31) 
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Figure 3.3  Level set for a 2D droplet varying smoothly between 0 and 1. (a) 

In the height contour data, the interface is represented by the black line 

contour equal to 0.5; (b) The red line shows how the interface varies, as 

described in the x-direction. 

 

The density and viscosity constants are varied smoothly across the interface 

using  

𝜌 = 𝜌2 + (𝜌1 − 𝜌2)𝜙         (3.32) 

𝜇 = 𝜇2 + (𝜇1 − 𝜇2)𝜙         (3.33) 

 



Chapter 3       Numerical Modelling Using Finite Element and Level Set Methods 

 

 

54 

Numerical tools to be used in two-phase microfluidic flows need to be able to 

account for the effect of interfacial tension. The interfacial tension is a 

dominant effect, due to small length scales and low velocity flows, as can be 

seen from low capillary numbers.  

 

3.3.3 Interface re-initialisation 

A re-initialisation equation is then solved as a second step until steady state 

(Zahedi, et al., 2012) 

𝜕𝜙

𝜕𝜏
+ ∇ ∙ [𝜙(1 − 𝜙)�̂�Γ] = ∇ ∙ [휀(∇𝜙 ∙ �̂�Γ)�̂�Γ]     (3.34) 

 

where 휀 is a parameter included to avoid discontinuities at the interface by 

controlling the interface thickness and the amount of diffusion in the normal 

direction (Zahedi, et al., 2012). 
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"Essentially, all models are wrong, but some are useful."--George E. P. Box & Norman R. Draper 

 

 

Chapter 4 

4. Benchmark Computations and Validation  

4.1 Introduction 

A numerical model is an approximate representation of exact physics, and as 

such, the veracity and the usefulness of such a model needs to be 

interrogated. When modelling two-phase flow with LSM, there are important 

factors such as conservation of mass, existence of spurious currents at the 

interface, effect of the interface thickness, and mesh size which must be 

considered. These factors have a bearing on the accuracy of the results. Stable 

use of FEM in solving convection-diffusion problems is constrained to mesh 

Peclet numbers below the value of 2, else it becomes necessary to implement 

stabilisation techniques, which could also influence the accuracy of the 

solution. This chapter addresses aspects relating to the reliability of 

simulation results from COMSOL Multiphysics™ as tested by validation. 

Validation is essential to indicate whether the correct equations are solved 

with acceptable accuracy (Roache, 1997). Benchmarking computations were 

performed on a set of problems, which were also tested against well-known 

analytical and experimentally-validated theoretical models. 
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4.2 Two-dimensional stationary droplet 

The first case for validation is the stationary neutrally-buoyant droplet, which 

has the Young-Laplace equation as an analytical solution (van der Graaf, et 

al., 2006). The droplet was simulated in a two-dimensional (2D) domain. A 

range of interfacial tensions from high to low was evaluated in a range of 

micron-size droplets. Figure 4.1 shows the numerical set-up of the 2D 

stationary droplet case with subdomain and boundary conditions. 

 

Figure 4.1 2D computational domain of the stationary droplet consisting of 

two fluid sub-domains Ω1 and Ω2.  
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The droplet was centred at (0,0) and the domain was set up such that 𝑥1 = 𝑦1 

and   𝑟 𝑥1⁄ = 0.625. The viscosity and density ratios were both kept at unity 

(𝜌 = 1000 kg m3⁄ , 𝜇 = 0.005 Pa ∙ s). Symmetry boundary conditions were 

specified for the four peripheral edges of the domain (BC 1 – BC 4) and initial 

fluid interface specified for the droplet edge (BC 5). 

The factors affecting accuracy, spurious currents and mass conservation were 

quantified. The parameters which were used to quantify were the relative 

error of pressure in relation to the exact analytical solution, the magnitude of 

the parasitic currents, and area conservation of the droplet by the level set. 

The exact solution for the pressure difference across the interface as described 

by the Young-Laplace law in a two-dimensional space is expressed as 

∆𝑝𝑒𝑥𝑎𝑐𝑡 =
𝜎

𝑟
          (4.1) 

The relative error (𝐸𝑟) from the numerical solution is determined from  

𝐸𝑟 =
|∆𝑝𝑒𝑥𝑎𝑐𝑡−(𝑝𝑖𝑛−𝑝𝑒𝑥𝑡)|

∆𝑝𝑒𝑥𝑎𝑐𝑡
× 100       (4.2) 

Since the exact solution for the velocity is zero, any velocities in the flow field 

are considered to be spurious currents (Zahedi, et al., 2012). The magnitude 

(𝑈𝑝) of the of the spurious currents as the maximum norm of the velocity field 

𝑈𝑝 = ‖𝐮‖∞          (4.3) 

The performance of the method in conserving mass is determined by 

checking the reduction (or increase) in the droplet area 



Chapter 4   Benchmark Computations and Validation 

 

 

58 

𝐴𝑙𝑜𝑠𝑠 =
𝐴𝑒𝑥𝑎𝑐𝑡−𝐴𝜙

𝐴𝜙
× 100        (4.4) 

where  𝐴𝑒𝑥𝑎𝑐𝑡 = 𝜋𝑟
2 is the area of the initially specified for the droplet. The 

area of the droplet as defined by the level set is determined by integrating the 

area covered by 𝜙 > 0.5 over the whole domain using the expression 

𝐴𝜙 = ∫ 𝑑Ω
𝜙>0.5

          (4.5) 

 

4.2.1 Spatial grid resolution  

The mesh independence was evaluated on a droplet of radius 𝑟 = 50 μm by 

computing solutions from grids of different sizes. Two criteria were used 

evaluate the importance of the grid the exact solution for pressure and the 

spurious currents (Zahedi, et al., 2012). Six grid sizes (Figure 4.2) were set up 

using the automatic mesh sizing function. The number of mesh elements was 

increased using built-in commands for generating grids and refinement, as 

shown in Table 4.1. The grids sizes of A to D were automatically generated. 

Mesh E was generated by refining D. F was generated from mesh E 

refinement. 
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Table 4.1 Parameters for the six different meshes evaluated. 

Grid  Sizing 

command 

No. of 

nodes 

No. of 

elements 

Max. 

size [m] 

Min. 

size [m]  

Min. 

quality 

Element 

area ratio 

DOF 

A Coarse 190 338 1.90·10-5 7.69·10-6 0.8597 0.1851 2341 

B Normal 395 728 1.27·10-5 6.38·10-6 0.8537 0.2585 4946 

C Finer 1136 2158 7.37·10-6 3.31·10-6 0.8608 0.2201 14423 

D Extrafine  3813 7424 4.06·10-6 1.802·10-6 0.8860 0.1833 48960 

E Refine (D) 15049 29696 2.03·10-6 9.16·10-7 0.8860 0.1833 194428 

F Refine (E) 59793 118784 1.01·10-6 4.51·10-7 0.8860 0.1833 774900 

 

 

Figure 4.2 Six types meshes of various sizes. 
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Figure 4.3 shows the surface pressure on the domain as computed using the 

different grids. Figure 4.5  shows corresponding linear pressure profiles 

across the droplet for the different mesh sizes. These results show that with 

progressively finer meshes, the pressure jump across the interface becomes 

more pronounced (less diffuse). 

 

 

Figure 4.3 Surface plots of pressure (in Pa) fields corresponding to the 

different meshes.  
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Figure 4.4 Graphs showing relation between the number of mesh elements 

and the numerical pressure at the centre of the droplet. The horizontal line 

shows the exact analytical solution. 

 

The pressure value from grids C and D were both within 2% of the analytical 

solution and the difference between them was below 1.5%. The profile of the 

pressure across the interface still spread out significantly, as shown in Figure 

4.5(a). Even though the grid F was considerably more refined than grid E, 

having approximately 4 times as many grid points, the cross-sectional 

profiles of the pressure and performance of the two grids were similar (see 

Figure 4.5 and Table 4.2). 
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Figure 4.5 Overlays of pressure profiles across the middle of the droplet, 

showing variations across the interface between the different grids (a) A-C 

and (b) D-F 

 

The plots of the cross-sectional profiles of the pressure and the fluid interface 

in Figure 4.6 show that there is a correlation between the smearing of the 

interface with that of pressure across the interface. 
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Figure 4.6  Cross-sections of pressure and the fluid interface along a 

horizontal line through the middle of the droplet computed using grid (a) A 

and (b) E, compared to the exact solution for pressure.  

 

The surface and arrow plots of the velocity field in Figure 4.7 demonstrate an 

increased magnitude of spurious currents in a coarse mesh (A) which 

diminish by an order of magnitude in a refined mesh (E). The sizes of the 
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arrows in the plot are proportional to maximum velocities in each case and 

do not represent relative magnitude between the two cases. 

 

 

Figure 4.7  Reduction in parasitic currents by mesh refinement between (a) 

mesh A and (b) mesh E.  The computed fluid interface is indicated with the 

black circle. The units for velocity are m/s. 

 

The results in Table 4.2 indicate that the magnitude to the spurious currents 

will reduce with refinement of the spatial mesh. This observation is consistent 

with previous studies (Renardy & Renardy, 2002; Zahedi, et al., 2012). 
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Table 4.2 Performance of the different spatial meshes as determined through 

the parameters 𝐸𝑟, 𝑈𝑝 and 𝐴𝑙𝑜𝑠𝑠 

Mesh 𝑬𝒓 𝑼𝒑 [m/s] 𝑨𝒍𝒐𝒔𝒔 

A 11% 8.01×10-4 13.6% 

B 5.0% 5.64×10-4 9.3% 

C 1.7% 2.48×10-4 <0.01% 

D 0.6% 8.82×10-5 1.14% 

E 0.2% 5.50×10-5 <0.01% 

F 0.1% 8.03×10-5 <0.01% 

 

The grid size in E was then used in the modelling of droplets in different sizes 

and further analysis. The capability of measuring the pressure difference at 

different interfacial tensions at each of the droplet size was determined.  

 

4.2.2 Interface thickness 

The parameter controlling the interface thickness in the level set equation 

(3.3) was varied proportionally to size of the maximum mesh spacing (𝒽𝑚𝑎𝑥)  

to investigate the effect of a thin (휀 < 𝒽𝑚𝑎𝑥) or thick (휀 > 𝒽𝑚𝑎𝑥) interface. The 

interface that is set too thin (~휀 ≤ 0.25𝒽𝑚𝑎𝑥  ) or too thick (~휀 ≤ 4𝒽𝑚𝑎𝑥  ) 

shows an adverse influence in at least two of the parameters in Table 4.3. The 

thick interfaces exhibits more mass loss (almost 10%) while the thin interface 
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(~휀 ≤ 0.25𝒽𝑚𝑎𝑥  ) shows a spike in the magnitude of the spurious currents to 

𝒪(10−2). 

 

Table 4.3 𝐸𝑟, 𝑈𝑝and 𝐴𝑙𝑜𝑠𝑠 for 100 µm droplet for different interface 

thicknesses a determined at ∆𝑡 = 10−5 and 𝒽𝑚𝑎𝑥 = 2.03 × 10
−6. 

𝜺 [m] 𝑬𝒓 𝑼𝒑 [m/s] 𝑨𝒍𝒐𝒔𝒔 

4𝒽𝑚𝑎𝑥 7.2% 3.03×10-4 9.3% 

2𝒽𝑚𝑎𝑥 1.3% 1.71×10-4 2.8% 

𝒽𝑚𝑎𝑥 0.5% 1.37×10-4 1.5% 

𝒽𝑚𝑎𝑥/2 0.2% 5.50×10-5 <0.01% 

𝒽𝑚𝑎𝑥/4 7.5% 9.22×10-3 0.70% 

 

The relative errors on the computed pressure differential show an increase as 

the interface is thickened or thinned to ~7.5% for 4𝒽𝑚𝑎𝑥 and 0.25𝒽𝑚𝑎𝑥. The 

latter value can be misleading, as the cross-sectional profile of the pressure in 

Figure 4.8(a) shows an erratic behaviour at the interface with inaccuracies 

that spike to nearly an order of magnitude from the exact value. The pressure 

profile of the erratic behaviour corresponds to the profile of the interface in 

Figure 4.8(c), which also shows the inaccuracies in the neighbourhood of the 

interface. The pressure profile in the case of interface with twice the thickness 

(휀 = 0.5𝒽𝑚𝑎𝑥) has good fit with the profile of the exact solution. This 

prescription for 휀 is recommended for controlling the thickness of the 

interface in COMSOL. As demonstrated by the results in Table 4.3, interface 

thickness of 휀 = 0.5𝒽𝑚𝑎𝑥 provides good performance in conjunction with a 
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sufficiently refined spatial mesh (𝒽𝑚𝑎𝑥 = 2.03×10−6). Figure 4.8(b) and Figure 

4.8(c) demonstrate the previously highlighted resemblance between the cross-

sectional profiles of the pressure and interface. A large value of 휀 results in a 

diffuse interface and the corresponding pressure profile is also diffuse. 
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Figure 4.8 (a) Cross-sectional profiles of (a)-(b) pressure and (c) interface, 

along a horizontal line through (0,0) the middle of the droplet for different 

value of 휀 as a factor of 𝒽𝑚𝑎𝑥. The cross-sectional profile of the exact solutions 

and initial interface are plotted. 
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4.2.3 Time step 

The stability of the solution in the presence of parasitic currents was 

evaluated via the Courant-Friedrichs-Levy (CFL) number, or Courant 

number, calculated based on the 𝑈𝑝 value and a selected time step 

𝐶𝐹𝐿𝑝 = 𝑈𝑝
∆𝑡

𝒽𝑚𝑎𝑥
         (4.6) 

Table 4.4 shows the results of 𝐸𝑟, 𝑈𝑝, 𝐴𝑙𝑜𝑠𝑠 and  𝐶𝐹𝐿𝑝 as a result of time step 

∆𝑡. Reduction of the time step ∆𝑡 resulted in a positive benefit until a certain 

limit, beyond which the accuracy of the results and presence of the parasitic 

currents are determined by the spatial grid resolution. The results also 

demonstrate that very large time steps can result in increased magnitude to 

the parasitic currents, even though there is no significant error or mass loss. 

The significance of the results is that reasonably large time steps (~5 × 10−4𝑠) 

can be taken when the spatial mesh is of sufficient resolution provided the 

interface remains unperturbed by spurious currents of large magnitudes.  

Table 4.4 The effect of time step on 𝐸𝑟, 𝑈𝑝, 𝐴𝑙𝑜𝑠𝑠.  

∆𝒕 [s] 𝑬𝒓 𝑼𝒑 [m/s] 𝑨𝒍𝒐𝒔𝒔 𝑪𝑭𝑳𝒑 [−] 

1×10-6 0.2% 5.33×10-5 <0.01% 2.67×10-5 

5×10-6 0.2% 2.38×10-4 <0.01% 5.95×10-4 

1×10-5 0.2% 5.31×10-5 <0.01% 2.66×10-4 

1×10-4 0.4% 1.66×10-3 1.2% 8.30×10-2 

5×10-4 0.1% 1.33×10-3 <0.01% 3.33×10-1 

 



Chapter 4   Benchmark Computations and Validation 

 

 

70 

4.2.4 Ohnesorge number 

Since the exact solution for velocity in the flow domain is zero, the 𝐶𝑎 value 

can be determined as a function of 𝑈𝑝 and, thus, cannot easily be determined 

a priori. Another relevant dimensionless number which can be used is the 

Ohnesorge number (𝑂ℎ)  

𝑂ℎ =
𝜇

(2𝑟𝜌𝜎)1 2⁄
= √

𝐶𝑎

𝑅𝑒
         (4.7) 

Essentially, 𝑂ℎ2 is the ratio of 𝐶𝑎 to 𝑅𝑒, an inverse of the Laplace number (𝐿𝑎) 

𝑂ℎ2 =
𝐶𝑎

𝑅𝑒
=

1

𝐿𝑎
=

𝜇2

2𝑟𝜌𝜎
         (4.8) 

𝑅𝑒 and 𝐶𝑎 numbers can be determined as functions of the magnitude of the 

parasitic currents from 

𝐶𝑎𝑝 =
𝜇𝑈𝑝

𝜎
          (4.9) 

𝑅𝑒𝑝 =
2𝑟𝜌𝑈𝑝

𝜇
          (4.10) 

In this case due the small length scale and low 𝑅𝑒 the Weber number (𝑊𝑒) is 

not relevant.  The results in Table 4.5 show the influence of 𝜎 and 𝑂ℎ2 on the 

determined parameters 𝑂ℎ2 on 𝐸𝑟, 𝑈𝑝, 𝐴𝑙𝑜𝑠𝑠. Notably, the 𝐶𝑎 values change 

very little with the changing 𝜎 or 𝑂ℎ2  values. When the interfacial tension 

becomes too dominant, as indicated by the small 𝑂ℎ2 values, the difficulties 

to the numerical scheme become evident. 
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Table 4.5  The influence of the interfacial tension and 𝑂ℎ2 on 𝐸𝑟, 𝑈𝑝, 𝐴𝑙𝑜𝑠𝑠. 

𝝈 [N/m] 𝑶𝒉𝟐 𝑼𝒑 [m/s] 𝑪𝒂 𝑬𝒓 𝑨𝒍𝒐𝒔𝒔 

0.0001 25 6.20×10-5 3.10×10-3 0.15 <0.01% 

0.001 2.5 6.58×10-5 3.29×10-4 0.13 <0.01% 

0.005 0.5 2.36×10-4 2.36×10-4 0.02 <0.01% 

0.01 0.25 4.67×10-4 2.34×10-4 0.19 <0.01% 

0.05 0.05 1.20×10-3 1.20×10-4 1.27 -2.6% 

0.1 0.025 2.34×10-3 1.17×10-4 1.94 -3.9% 

 

The increasing error observed at 𝑂ℎ2 ≤ 0.05, although insignificant (below 

4%) is as the result of emerging spurious currents when the interfacial tension 

begins to dominate over viscous forces. (Renardy & Renardy, 2002). At 𝑂ℎ2 

values of 0.05 and 0.025 the droplet area increases to larger area than the 

initially specified as indicated by the negative 𝐴𝑙𝑜𝑠𝑠 values. This observation is 

the reverse of the type of mass loss expected from the scheme.  Ordinarily, 

the second phase experiences the reduction in area (mass loss) rather than an 

increase. The magnitude of parasitic currents is also high for these latter two 

conditions to 𝒪(10−3). The overall results, however, indicate that interfacial 

tension values across three orders of magnitude with were handled with 

reasonable accuracy and minimal spurious currents. With the exception of 

𝑂ℎ2 of 0.05 and 0.025, the area of the droplet enclosed by the computed 

interface remained consistent with the initially specified droplet. 

 



Chapter 4   Benchmark Computations and Validation 

 

 

72 

4.3 Dispersion of a chemical species in a microchannel 

Mixing of chemical species is an important aspect of the current work, and as 

such, it is necessary to consider a benchmark computation of mass transport 

(convection-diffusion). The first case under consideration is that of transport 

of chemical species by only molecular diffusion where there is no flow. The 

second case is the axial (Taylor) dispersion of chemical species due to both 

convective and diffusive effects. The dispersion is also known as Taylor-Aris 

dispersion. 

 

4.3.1 Diffusion  

Consider a tracer of chemical species transversely orientated between two 

parallel plates of length 𝐿, as illustrated in Figure 4.9. When the tracer extends 

the across the distance ℎ between the plates and across the width, the 

diffusive transport is considered only in the axial direction, and is described 

by a one-dimensional differential equation (Fick’s Second Law)  

𝜕𝐶

𝜕𝑡
= 𝐷

𝜕𝐶2

𝜕𝑥2
           (4.11) 

The dimensionless concentration profile of diffusing species is a normally 

distributed Gaussian curve, described by  

𝐶(𝑥,𝑡)

𝐶0
= 1

√4𝜋𝐷𝑡
𝑒𝑥𝑝(− 𝑥

2

4𝐷𝑡
)        (4.12) 

In the above analytical expression, 𝐶0 is the initial concentration of the tracer, 

D is a diffusion coefficient and x is the axial distance from the centre of the 
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curve. The width 𝑤𝐷 of the tracer species broadens due to the diffusion 

proportionally to √𝐷𝑡.  

 

Figure 4.9  One-dimensional diffusion of a tracer species between parallel 

plates 

 

The considered 2D domain consists of a microchannel of length 𝐿 = 1000μm 

and height ℎ = 100μm. Although the case is that of a flow between parallel 

plates, for simplicity, the flow conduit herein is referred to as a microchannel. 

The middle of the axial dimension is positioned at 𝑥 = 0. The governing 

equation, for diffusion only model is 

𝜕𝐶

𝜕𝑡
= 𝐷 (

𝜕𝐶2

𝜕𝑥2
+
𝜕𝐶2

𝜕𝑦2
)         (4.13) 

The initial tracer was set at  

𝐶(𝑥, 𝑦, 𝑡) = 𝐶(−5 × 10−6 ≤ 𝑥 ≤ 5 × 10−6, 0 ≤ 𝑦 ≤ ℎ, 0) = 𝐶0 = 1 mol/m
3  

and the concentration elsewhere in the domain set to zero. Zero-normal-flux 

conditions (
𝜕𝐶

𝜕𝐧
= 0) were specified in all four boundaries of the domain.  
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The properties of the numerical meshes tested are shown in Table 4.6.  The 

mesh was generated using an automatic meshing function for triangular 

elements. The mesh sizing function was set at 8×10-6 4×10-6, 2×10-6 and 1×10-6  

(metres) for the different tests. 

 

Table 4.6 Properties of the different meshes used in the diffusion numerical 

model. 

Sizing 

[m] 

Max. [m] Min. [m]  No. of 

nodes 

No. of 

elements 

Element 

area ratio 

Min. 

quality 

DOF 

8×10-6 9.15×10-6 3.91×10-6 2212 4140 0.1831 0.8714 8563 

4×10-6 4.76×10-6 2.70×10-6 8086 15618 0.3608 0.8536 31789 

2×10-6 2.41×10-6 1.09×10-6 32450 63796 0.1832 0.8557 128695 

1×10-6 1.14×10-6 6.16×10-7 125276 248350 0.3040 0.8502 498901 

 

The absence of a convection term in Equation (4.13) makes finding a 

numerical solution to the problem relatively easy in a stable manner. Linear 

solver PARDISO was used to obtain the solution. Figure 4.11 shows the 

numerical results generated using meshes of different sizes which have been 

plotted together with the analytical results from Equation (4.14). In all cases, 

the solution obtained with the mesh size of 𝒽 = 4 × 10−6m was comparable 

to the analytical solution. Further reduction in the mesh size to 

𝒽 =  2 ×  10−6 m yielded no change in the numerical solution.  The results in 

Figure 4.12 were obtained with a fine mesh 𝒽 = 1 × 10−6 m. Beyond 0.02s the 

colour visualisation is faded due to the low concentration relative to the 

highest value in the scale. Due to this challenge, subsequent surface and 
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contour plots in this chapter are presented with scales relative to respective 

maximum values in each time step. 

 

Figure 4.10: Colour plot of changes in concentration where the diffusion 

coefficient is 10−7 m2/s. 



Chapter 4   Benchmark Computations and Validation 

 

 

76 

 

Figure 4.11  Analytical and numerical solutions of the dimensionless 

concentration profile across the x-axis of the channel for diffusion coefficients: 

(c) 10−11 m2/s (b) 10−9 m2/s and (c) 10−7 m2/s determined at times of 500s, 

0.1s and 1s, respectively.  
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Figure 4.12  Dimensionless concentration profile across the x-axis of the 

channel at increasing times for diffusion coefficients: (a) 1 × 10−11 m2/s (b) 

1 × 10−9 m2/s and (c) 1 × 10−7 m2/s.  
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There is a correlation between the diffusion timescales and the diffusion 

coefficients as shown the numerical results. 

 

4.3.2 Taylor-Aris dispersion 

The theory of the Taylor-Aris dispersion emanates from the classic work by 

Taylor (1953) and as extended by Aris (1955), which describes the dispersion 

of a solute in capillary laminar flow. In the presence of flow, the dispersion 

dynamics will differ from the case of pure diffusion in that the solute tracer 

experiences dispersive effect (Taylor dispersion) due the parabolic velocity 

profile of the flow. The condition of the flow is steady and fully developed 

(Hagen-Poiseuille flow). Figure 4.13  depicts the dispersion in a microchannel 

under the influence of the parabolic flow.  

 

In the limit of 𝐿 ≫ ℎ, or 𝑃𝑒 ≪ 𝐿 ℎ⁄  the mean concentration of the species 

across changes according to  

𝜕�̅�

𝜕𝑡
+ 𝑈

𝜕�̅�

𝜕𝑥
= 𝐾

𝜕�̅�2

𝜕𝑥2
           (4.14) 

where 𝐶̅ is the mean concentration, averaged across ℎ , 𝑈 is the average 

velocity and 𝐾 is a Taylor dispersion coefficient or effective diffusion 

coefficient.  For a case of flow between parallel plates, the effective diffusion 

coefficient is determined from  

𝐾 = 𝐷 (1 +
𝑃𝑒2

210
)          (4.15) 
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Figure 4.13 Taylor dispersion as a result of the parabolic flow. Adapted from 

Wilkes (2006). 

 

The criterion for validity of the Taylor-Aris theory is that the residence time 

𝑡𝑟 = 𝐿 𝑈⁄  should be greater than the diffusive period of time 𝑡𝑑 = ℎ
2 𝐷⁄  

(Taylor, 1953). The analytical solution for the Taylor dispersion is given by 

 

𝐶(𝑥, 𝑡) = 𝐶0

√4𝜋𝐾𝑡
𝑒𝑥𝑝(−

𝑥2

4𝐾𝑡
)        (4.16) 

 

The width of the tracer increases according 𝑤𝑇 = 4√ln 2√𝐾𝑡 (Kirby, 2010). 

 

The governing equations for the problem are Navier-Stokes and convection-

diffusion equations 
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∇𝐮 = 0              (4.17) 

𝜕𝐮

𝜕𝑡
+ 𝐮 ∙ ∇𝐮 = −∇𝑝 + ∇ ∙ 𝜇[∇𝐮 + (∇𝐮)𝑇]        (4.18) 

𝜕𝐶

𝜕𝑡
+ 𝐮∙∇𝐶 − 𝐷∇2𝐶 = 0         (4.19) 

 

where 𝐮 = (ux, uy) and ∇=
∂

∂x
+

𝜕

𝜕𝑦
 . 

 

The model considered in this case resembles the diffusion case in Section 4.4.2 

above and the numerical mesh utilised is 𝒽 = 2 × 10−6. The inlet and outlet 

boundary conditions for the NS equation were specified as the velocity 0.0333 

m/s and zero pressure, respectively. A no-slip boundary condition was set at 

the top and bottom walls. The fluid properties are taken as similar to that of 

water (𝜇 = 1 Pa ∙ s, 𝜌 = 1000 kg/m3). The initial conditions for the transient 

flow solution were obtained from a prior obtained steady solution.  The 

solution of the Navier Stokes equation was used in the solution of the 

convection-diffusion transport equation. A zero concentration was set at the 

channel inlet for the convection-diffusion equation and a convective flux 

condition was set at the outlet. Zero-normal-flux conditions were specified at 

the channel walls. The initial condition for the diffusion-connection was 

specified as previously stated in the diffusion only case (sub-section 4.4.3). 

The time step was set to 0.001s for all computations. Massless numerical 

particles, transported purely by convection according to 𝐱’ = 𝐮(t, 𝐱), are 

introduced into the solution as a benchmark indicator of convective transport. 

The particles, as observable in Figure 4.14 through to Figure 4.17 represented 
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by black dots, are initially positioned at the starting line 𝑥 = 0 across the 

width of the channel at intervals of 5 × 10−5 m. 

 

There two cases in which the axial dispersion can be considered to fit the 

Taylor-Aris dispersion theory (Taylor limit). The first case is when 𝑡𝑟 ≫ 𝑡𝑑 

and the second one is at long times when diffusion is small i.e. 𝑡𝑟 < 𝑡𝑑. In the 

current case, since the tracer is initially located in the middle of microchannel, 

the convection time (𝑡𝑟) is considered as 𝐿 2𝑈⁄ , and therefore equal to 0.015s.  

On the other hand, the diffusion times for the diffusion coefficients 10-7 m2/s, 

10-9 m2/s, 10-10 m2/s, 5x10-12 m2/s and 10-12 m2/s are 0.1s, 10s, 100s, 2000s and 

10000s, respectively. Therefore, the latter condition is applicable and long 

flow times are required. However, in practical applications, viable times for 

microfluidic mixing should be sub-millisecond (Bringer, Gerdts, Song, Tice, & 

Ismagilov, 2004). In order for the first scenario to apply at the specified 

diffusion coefficients, smaller velocities which are typically also ineffective in 

real world microfluidics could be specified.  

 

Figure 4.14 through to Figure 4.17 show simulated axial dispersion at selected 

times up to 0.1s for diffusion coefficients of 10-7 m2/s, 10-9 m2/s, 10-10 m2/s and 

5x10-12 m2/s. Due to perpetuation of numerical instabilities at low diffusion 

coefficients and long times, the solution for 𝐷 = 5 × 10−12 m2/s (Figure 4.17) 

could not be obtained beyond 0.05s using PARDISO. The multigrid solver as 

an alternative was able to achieve the solution of up to 0.1s. Table 4.7 shows 
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the minimum and the maximum values at various solution times up to 0.05s 

obtained using the two solvers. Although there are slight variations in the 

results obtained, the results fair well.  For the case of low diffusion coefficient 

𝐷 = 10−12 m2/s, the solution was obtained using the multigrid solver.  

 

Table 4.7 Comparison of minimum and maximum concentration (mol/m3) 

values at various solution times obtained using PARDISO and multigrid 

solvers. 

 PARDISO Multigrid 

Time [s] Min 

 

Max Min Max 

0 7.94·10-9 1.007 -0.0161 1.015 

0.001 -0.245 1.239 -0.228 1.203 

0.005 -0.310 1.276 -0.339 1.314 

0.01 -0.344 1.264 -0.322 1.289 

0.05 -0.420 0.979 -0.051 1.354 
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Figure 4.14 Dispersion of a solute tracer at high diffusion coefficient of 

10−7 m2/s. Concentration units are in mol/m3. 
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Figure 4.15 Dispersion of a solute tracer with a diffusion coefficient of 

10−9 m2/s. Concentration units are in mol/m3. 
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Figure 4.16 Dispersion of a solute tracer with a diffusion coefficient of 

10−10 m2/s. Concentration units are in mol/m3. 
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Figure 4.17 Dispersion of a solute tracer with at low diffusion coefficient of 

5 × 10−12 m2/s. Concentration units are in mol/m3. 
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The implication of low diffusion coefficients is that 𝑃𝑒 values dealt with in 

typical microfluidic channels of width equal to 100 µm are at least 𝒪(500). 

When dealing with a numerical solution of a convection-diffusion equation, 

there is a general requirement to satisfy the cell Peclet number 𝑃𝑒𝒽 inequality 

(Kuzmin, 2010) 

𝑃𝑒𝒽 =
‖𝐮‖∞𝒽𝑚𝑎𝑥

2𝐷
≤ 2        (4.20) 

The onset of numerical instabilities at 𝐷 = 10−9 m2/s (Figure 4.15) is 

consistent with this limitation, considering that 𝑃𝑒𝒽 is already at 6.71 (where 

‖𝐮‖∞ = 0.00512 m/s and 𝒽𝑚𝑎𝑥 = 2.41 × 10
−6 m). The implication of the 

above condition is that for a problem of given flow and chemical species (or 

diffusion coefficient) conditions, numerical instabilities can, theoretically, be 

avoided through reduction in mesh size. However, the limitation in that 

approach, as demonstrated in Figure 4.18 and Table 4.8, is that the number of 

mesh elements (𝑁𝒽) required to meet the condition increases exponentially 

with decreasing diffusion coefficient (i.e. 𝑁𝒽 ∝ 2.11𝑃𝑒
2). To that end, the 

number of mesh elements necessary to maintain 𝑃𝑒𝒽 ≤ 2, for current case at 

the modest 𝐷 = 10−9 m2/s, would be ≃ 2 × 106, which is on the high demand 

side of available computer resources. 
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Figure 4.18 Exponential increase in required number of mesh elements to 

maintain 𝑃𝑒𝒽 = 2. 

 

Table 4.8 Number of mesh elements required to maintain  𝑃𝑒𝒽 = 2. 

𝑷𝒆 D 𝑷𝒆𝓱 𝓱𝑷𝒆=𝟐 𝑵𝓱 

500 2·10-9 4.60 4.35·10-7 5.29·105 

1000 1·10-9 9.2 2.17·10-7 2.12·106 

2500 4·10-10 23 8.70·10-8 1.32·107 

5000 2·10-10 46 4.35·10-8 5.29·107 

7500 1·10-10 69 2.90·10-8 1.19·108 

10000 1·10-10 92 2.17·10-8 2.12·108 

15000 7·10-11 138 1.45·10-8 4.76·108 

20000 5·10-11 184 1.09·10-8 8.46·108 

50000 2·10-11 460 4.35·10-9 5.29·10-9 

100000 1·10-11 920 2.17·10-9 2.12·1010 

500000 2·10-12 4600 4.35·10-10 5.29·1011 

1000000 1·10-12 9200 2.17·10-10 2.12·1012 
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Figure 4.19 Instabilities in the normalised concentration profile from the 

Taylor-Aris dispersion solution at 𝑃𝑒 = 500. 

 

The instabilities of convection-diffusion equation were observed at 𝑃𝑒 = 500 

(𝐷 = 2 × 10−9 m2/s), which required implementation of the artificial 

diffusion. The refined mesh of 𝒽𝑚𝑎𝑥 = 1 × 10
−6 m, was already high and 

sufficient 

 

Guidelines recommended by COMSOL did not provide acceptable results 

(Comsol AB, COMSOL Multiphysics 3.5a Modelling Guide, 2008b). For 

example, the instabilities or spurious oscillations in the solution using 

streamline Petrov-Galerkin compensated diffusion tuned to 0.5, such as 
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shown in Figure 4.20, exceeded the case without artificial diffusion. The 

anisotropic artificial diffusion, on the other hand reduced the instabilities 

better than the Petrov-Galerkin methods but resulted in higher error of the 

solution. Hence, an iterative tuning approach was followed in evaluating an 

acceptable method and tuning parameters (See Appendix  B).  

 

 

Figure 4.20 Instabilities in the concentration profile from the solution of the 

Taylor-Aris dispersion at 𝑃𝑒 = 500 with streamline Petrov-Galerkin 

compensated (PGC) tuned to 0.5 and anisotropic (AI) diffusion set at 0.25. 

 

The combination of diffusion methods using isotropic, SUPG and cross wind 

shock capturing provided the best results (Figure 4.21). Unfortunately, these 
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spurious oscillations cannot be completely eliminated and are generally not 

negligible (Knobloch & Tobiska, 2011).  

 

 

Figure 4.21 Instabilities in the normalised concentration profile from the 

solution of the Taylor-Aris dispersion at 𝑃𝑒 = 500 with combined isotropic 

(ID), streamline Petrov-Galerkin compensated (PGC) and crosswind shock 

capturing(CWSC) tuned to 0.05, 0.5 and 0.35, respectively. 

 

 

4.4 Conclusion 

In the CFD field, there a general understanding that there is no panoptic 

proof of the correctness of complex computational models. (Oberkampf & 



Chapter 4   Benchmark Computations and Validation 

 

 

92 

Trucano, 2002). In that context, this chapter evaluated and demonstrated the 

suitability of COMSOL Multiphysics™ for handling problems involving 

droplets, moving interfaces and transport of chemical species (convection-

diffusion). The benchmark cases used in the evaluation were adequately 

solved within specific numerical parameters.  These parameters provide 

guidelines and limitations for utilising COMSOL as a numerical tool in two-

phase microfluidics involving mixing. The benchmark computations fair with 

analytic models against which accuracy can be confidently determined. There 

is a need for exceedingly fine meshes in order to correctly capture 

deformations in the interface when utilising the level set method. Solutions of 

convection-diffusion that are without oscillations remain without a definitive 

and optimal artificial diffusion method. It remains an open question as to 

which method performs best (John & Knobloch, 2008).  
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“Man’s life is like a drop of dew on a leaf.” -- Socrates 

 

 

Chapter 5 

5. Modelling of Droplet Mixing Using Two-Phase 

Moving-Frame-of-Reference  

 

5.1 Introduction  

The aim of the current chapter is two-fold. Firstly, the work seeks to assess 

the two-phase moving-frame-of-reference modelling approach as means of 

studying mixing in droplets or plugs travelling in straight microchannels. 

Secondly, the parameters that influence the mixing within a droplet 

transported in a straight microchannel are evaluated. 

 

Previous numerical studies looking at mixing within a moving microfluidic 

droplet have either utilised the single-phase moving-frame-of-reference or 

two-phase fixed-frame-of-reference. The studies by Tung et al. (2009) and 

Jiang et al. (2012) are examples where two-phase fixed-frame-of-reference was 

utilised.  There is scope for demonstration of the two-phase moving-frame-of-

reference approach for studying mixing microfluidic droplets. 
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5.2 Development of numerical model 

5.2.1 Assumptions 

In developing the model, five key assumptions were imposed. Whilst the 

assumptions simplify the model, they were plausible and practical for the 

problem at hand. The assumptions were as follows: 

 

(1) The flow is Newtonian and isothermal. 

(2) There is only one droplet in the system. The resulting flow field is as a 

result of a carrier fluid transporting an individual droplet in the 

microfluidic channel. 

(3) The Marangoni effects are negligible and, therefore, gradients of 

interfacial tension do not exist. 

(4) Viscosity and density are constant in each phase and not a function of 

concentration of the chemical/solute species. 

(5) Mass transport is confined within the droplet phase and interfacial 

mass transfer does not occur. This case is typical where solutes have 

low diffusivity in the carrier phase. 

 

5.2.2 Model geometry 

The model geometry for the problem is set up in two-dimensions (2D), as 

illustrated in Figure 5.1. The droplet (plug) is positioned along the centre line 

of a microchannel of length 𝐿 and height, ℎ. The droplet is specified as a 
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composite geometric structure comprising a rectangle capped by two semi-

circles of equal diameter at the front and back ends. Initially, the plug is of 

certain prescribed length, 𝐿0 and width, 𝑤0. As such, the nose and the tail are 

of equal curvatures (𝑑𝑛 = 𝑑𝑡). The distance between the plug tail and the back 

end of the microchannel is 𝑋𝑡 and 𝑋𝑛 is the distance between the nose and the 

front end of the microchannel. 

 

 

Figure 5.1 Schematic representation of the 2D model geometry for the current 

problem. 

The channel height was fixed at ℎ = 100 μm and 𝐿0 varied between 1.5ℎ and 

5ℎ. The prescribed droplet width (𝑤0), as well as 𝑑𝑛 and 𝑑𝑡 were also constant 

at 0.8ℎ. The thickness of lubrication film is specified as 𝛿0 =  0.5(ℎ − 𝑤0). The 

microchannel length 𝐿 is based on 𝐿0 , 𝑋𝑛 and 𝑋𝑡, where  𝑋𝑡 =  ℎ, and 𝑋𝑛 =  ℎ.  
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5.2.3 Mesh 

A triangular mesh with the maximum size of 10−6 m was specified in the 

domain. The mesh at the walls was specified to have a maximum size of 

2 × 10−7 m. In Chapter 4, the specified mesh size had been demonstrated to 

give mesh-independent solutions for both the solutions of the two-phase flow 

(level set method) as well as mass transport (convection-diffusion). 

 

5.2.4 Computation of the flow field  

The flow field and the concentration field were computed sequentially, with 

the flow solution being computed first. The governing equations are the 

Navier-Stokes and the level set equations. Figure 5.2 shows the imposed 

initial and boundary conditions for the flow solution. 

 

Figure 5.2 Initial and boundary conditions for a droplet travelling in 

microchannel modelled using a two-phase moving-frame-of-reference. 
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The superficial velocity of the system is defined by the difference between the 

droplet velocity and the average inlet velocity, i.e. 𝑈𝑠 = 𝑈𝑑 − 𝑈𝑖𝑛. The speed 

of the dispersed phase relative to the superficial velocity is given by the 

droplet mobility, ℳ = 𝑈𝑑 𝑈𝑠⁄ . When ℳ = 1, the droplet and the carrier travel 

with the same speed, typically when there is no lubrication film and the plug 

is fully wetting to the walls of microchannel (Walker, 2016).  The current 

problem considers the case where ℳ > 1 and a lubrication film exists 

between the droplet and the channel wall. Necessarily, for the current 

problem ℳ > 1 condition must always prevail, due to the moving wall 

boundary conditions. The effect of gravity and Marangoni effects were 

neglected. The density of 1000 kg/m3 and the interfacial tension of 0.14 N/m 

were utilised in all cases, except where specified otherwise.  

 

The computations for both the two-phase flow and convection-diffusion 

equations were achieved using the parallel direct solver (PARDISO). The time 

steps for all cases were set to conform to 𝐶𝐹𝐿 condition of 0.25. 

 

5.2.5 Quasi-steady-state condition 

The values of 𝑈𝑠,  𝑈𝑑 and 𝑈𝑖𝑛 were determined iteratively from 𝐶𝑎 and an 

initial estimate of droplet mobility and the solution was computed until a 

quasi-steady-state condition was achieved. The true steady-state or 

equilibrium for the simulation prevails when displacement of the nose of the 

droplet in the axial direction is zero (Taha & Cui, 2006b). The condition set for 
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the quasi-steady-state is |𝑈𝑑𝑟𝑖𝑓𝑡| 𝑈𝑠𝑣⁄ ≤ 10−2 in a minimum of 100 timesteps, 

where 𝑈𝑑𝑟𝑖𝑓𝑡 is the speed at which the nose moves at a given 𝑈𝑤 and 𝑈𝑖𝑛. The 

prevailing 𝐶𝑎 values were then determined from the quasi-steady-state  𝑈𝑠. 

The flow diagram in Figure 5.4 shows the iterative process towards achieving 

the desired quasi-steady-state condition. Figure 5.3 illustrates the position of 

fluid-fluid interface at quasi-steady-state versus its position at initial 

condition.  

 

 

Figure 5.3 Illustration of the interface at the initial position (blue line) and 

when is at quasi-steady-state (red line). 
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Figure 5.4  Flow diagram for the iteration process towards quasi-steady-state 

of the flow solution. 
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5.2.6 Computation of the concentration field 

The concentration field was computed as a function of time by solving the 

convection- diffusion equation, coupled to the velocity field to flow solution. 

The velocity field for the computation of the concentration field was obtained 

from the quasi-steady-state solution of the two-phase flow. The computation 

of the concentration field 𝐶(𝑥, 𝑦, 𝑡) was confined to only the droplet phase 

(𝜙 > 0.5) by imposing subdomain and initial conditions which are 

appropriate for the model. The convection of the solute species into the 

carrier phase was minimised by making the x and y velocity components 3 

orders of magnitude smaller than in the droplet phase, i.e.  

 u𝑥 = u𝑥|𝜙>0.5 + (u𝑥|𝜙≤0.5) ∙ 10
−3 and u𝑦 = u𝑦|𝜙>0.5 + (u𝑦|𝜙≤0.5) ∙ 10

−3 , 

where u𝑦 and u𝑦 are x and y components of the velocity field. The second 

terms in the expressions minimise numerical errors which emanate from 

large concentration and velocity discontinuities the interface. Instead of the 

velocity components being set zero in the continuous phase, they are limited 

to three orders of magnitude smaller than the components in the droplet 

phase. The diffusion of solute species across the interface is constrained by 

imposing variable diffusion coefficient between the two phases as per 

𝐷|𝜙>0.5 = 𝐷0 and 𝐷|𝜙≤0.5 = 𝐷0 ∙ 10
−2. For the current study 𝐷0 = 10

−9 m2/s 

and constant. As with the case on velocity components, the second term 

accounts for the diffusion coefficient in the carrier phase which is very small 

but not equal to zero. 

 



Chapter 5                                                              Modelling Droplet Mixing Using Two-Phase MFR 

 

 

101 

The initial distribution of concentration of the solute species is either 

transversely or axially to the flow direction as illustrated in Figure 5.5.  

 

 

Figure 5.5  Illustration of the two alternative initial arrangements of the solute 

species: (a) Axial orientation and (b) Transverse orientation. 

 

Of the two, the transverse orientation is the most favourable initial 

distribution for an efficient mixing inside droplets and plugs (Sarrazin, et al., 

2006; Tanthapanichakoon, et al., 2006a). In order to achieve transverse 

orientation, some microfluidic operations involve merging two droplets 

consisting of the fluid elements to be mixed in a merged droplet. 

 

5.2.7 Dimensionless parameters 

The capillary number and the Reynolds numbers are quantified in terms of 

the superficial velocity and the properties of continuous phase as 

𝐶𝑎 =  𝜇𝑐𝑈𝑠 𝜎⁄  and 𝑅𝑒 = 𝜌𝑐𝑈𝑠ℎ 𝜇𝑐⁄ . The material properties of the continuous 

and the dispersed phases are compared through the viscosity ratio 

(𝜆 =  𝜇𝑑 𝜇𝑐⁄  ) and density ratio (𝜓 = 𝜌𝑑 𝜌𝑐⁄ ).  The thickness of the film (𝛿𝑓) is 

scaled by ℎ  such that 𝛿∗ =  2𝛿𝑓 ℎ⁄  is the non-dimensionalised film thickness.  
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The ratio of the diffusive timescale 𝑤𝑑
2 𝐷⁄  to the convective timescale (𝐿𝑑 𝑈𝑠𝑣⁄ ), 

expressed as a modified Peclet number (𝑃𝑒𝑚 = 𝑤𝑑
2𝑈𝑠𝑣 𝐷𝐿𝑑⁄ ), was suggested 

by Tanthapanichakoon, et al., (2006a) to be  important dimensionless for 

designing mixing in microfluidic plugs. The modified Peclet number is 

however limited, as it does not take into account the effect of the viscosity 

ratio between the carrier and the droplet phases. Appendix C provides a table 

of computed modified Peclet numbers as a function of the capillary number 

for droplets/plugs of different sizes. 

 

5.3 Parametric study 

The influence of mixing by a number of parameters was investigated through 

a parametric study (See Sections 5.4 and5.5). The effect of the density ratio 

was excluded from the study and therefore kept constant at unity for all cases 

unless specified otherwise. Results from previous numerical studies suggest 

that two-phase flows in microchannels at low 𝑅𝑒 and  𝜆 are independent of 

density ratio (Walker, 2016). The Reynolds number, being dependent 

variable, was influenced and varied with the controlling parameters. These 

selected parameters were typical of operating conditions in microfluidic 

systems.  
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5.3.1 Capillary number 

The capillary numbers varied between 0.002 and 0.21, in proportion to the 

superficial velocity which was adjusted by changing the wall velocity. Under 

conditions of constant interfacial tension, the capillary number changes with 

changes in viscosity and in superficial velocity. The lower limit of the 

capillary number is constrained by the droplet mobility condition ℳ > 1, 

where the two-phase MFR model becomes untenable. 

 

5.3.2 Droplet size 

Droplets (or plugs) of different sizes were modelled by postulating the initial 

size of the droplet (𝐿𝑑) to ℎ, 2ℎ and 5ℎ.  The viscosity ratio of 0.5 was used for 

the droplet size study (Sub-section 5.5.5). 

 

5.3.3 Viscosity ratio 

The effect of viscosity ratio was investigated at single initial droplet size of 

𝐿0 = 2ℎ. The input parameters for the study are given in Table 5.1, together 

with the range of quasi-steady-state capillary and Reynolds numbers. The 

viscosity range is comprehensive typical of microfluidic applications. The 

viscosity of the continuous phase remained constant for all the simulations. 
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Table 5.1 Parameters for the investigations of influence of viscosity ratio 

𝝀 𝝁𝒅 [Pa∙s] 𝝁𝒄 [Pa∙s] 𝝈 [N/m] 𝑳𝟎 𝑪𝒂 range 𝑹𝒆 range 

0.1 2·10-4 2·10-3 0.14 2h 0.002 to 0.21 5 to 75 

0.5 1·10-3 2·10-3 0.14 2h 0.002 to 0.21 5 to 75 

1 2·10-3 2·10-3 0.14 2h 0.002 to 0.21 5 to 75 

2 4·10-3 2·10-3 0.14 2h 0.002 to 0.21 5 to 75 

10 2·10-2 2·10-3 0.14 2h 0.002 to 0.21 5 to 75 

 

 

5.4 Numerical results for flow field and hydrodynamics 

5.4.1 Droplet mobility 

Figure 5.6 shows the dependency relationship between droplet mobility and 

capillary number at viscosity ratios of 0.1, 0.5 1, 2 and 10. The droplet 

mobility was computed from the iteratively-determined flow parameters at 

quasi-steady-state. For all the viscosity ratios the droplet mobility increases 

monotonically with increasing capillary number. It is expected that for larger 

capillary numbers, the mobility would tend towards an asymptotic value 

upon which the data would diverge from the current curve fit. The 

significance of these results is that the parameters flow 𝑈𝑑, 𝑈𝑠, and ℳ can be 

stated a priori for other simulation studies within the Ca range. 

 

The numerical data for the viscosity ratios in the range 0.017 < 𝐶𝑎 < 0.25 

converge to the fitted curve ℳ = 0.0675 ln 𝐶𝑎 + 1.339. The range of the 

mobility ratios are within the recirculating flow regimes described in 
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literature (Boudreaux, 2015). The droplet of lowest viscosity (𝜆 = 0.1) 

demonstrates a higher mobility compared to higher viscosity ratios at the 

same capillary number. In the considered range, 0.02 < 𝐶𝑎 < 0.13, the 

mobility values are between 1% and 3% higher compared to other viscosity 

ratios. 

 

Figure 5.6 Plot of droplet mobility (ℳ) versus capillary number (𝐶𝑎) for 

different viscosity ratios. 

 

5.4.2 Plug shape and size 

The shape of the plug is influenced by dominance of the viscous force over 

the capillary forces. As illustrated by the results in Figure 5.7, as the capillary 
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number increases, the interfacial tension is not enough to retain large 

curvatures of the interface, the nose sharpens and the tail flattens (𝐶𝑎 = 0.3). 

The tail end eventually curves inwardly as 𝐶𝑎 increases to 0.5. The behaviour 

can also be attributed to increasing effect of inertial forces as the 

corresponding 𝑅𝑒 values are in the range 6 ≤ 𝑅𝑒 ≤ 72 and 𝑊𝑒 reaches 25 

(Kreutzer, et al., 2005). 

 

 

Figure 5.7  Shape of the interface of the droplet at 𝐶𝑎 = 0.04, 0.06 and 0.2.  

 

The size of the droplet is quantified via its length and width. The widest 

width dimension is used as the quantifying metric, given the width of 

tapering droplets is not uniform. The thickness of the wetting film is based on 

the inverse of the same principle (i.e. minimum thickness). Figure 5.8 

illustrates the measurement of droplet width, droplet length and minimum 

film thickness (Walker, 2016). 
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Figure 5.8 Illustration for characterisation of the droplet length (𝐿𝑑), width 

(𝑤𝑑) and minimum film thickness (𝛿𝑓). 

 

The dependence of the non-dimensionalised droplet length on the capillary 

number is shown in plotted results in Figure 5.9.  The droplets become 

increasingly elongated as the capillary number increases. The droplets at 

viscosity ratios of 2 and 10 experience more deformation than for 𝜆 ≤ 1.  
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Figure 5.9 Dependence of the non-dimensionalised droplet length (𝐿𝑑/𝑤) on 

capillary number (𝐶𝑎) at varying viscosity ratios. 

 

Similarly, the width of the droplets decreases with increasing capillary 

number, as shown in Figure 5.10.  The contribution of the droplet viscosity in 

the overall domination of interfacial effects by viscous effects is demonstrated 

by the greater deformation of the droplets at 𝜆 > 1. 
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Figure 5.10 Dependence of the non-dimensionalised droplet width (𝑤𝑑/𝑤) on 

capillary number (𝐶𝑎) at varying viscosity ratios. 

 

The dependencies of droplet length and width on droplet mobility is similar 

to that of the capillary number as shown in Figure 5.11 and Figure 5.12.  The 

deformation (increasing length and narrowing width) of the droplet increases 

with the increasing droplet mobility. The high viscosity ratio exhibits greater 

deformation due to increased viscous effects. These viscous effects are not 

captured in the capillary number. 
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Figure 5.11 Dependence of the non-dimensionalised length (𝐿𝑑/𝑤) on droplet 

mobility (ℳ) at varying viscosity ratios. 

 

Figure 5.12 Dependence of the non-dimensionalised width (𝑤𝑑/𝑤) on droplet 

mobility (ℳ) at varying viscosity ratios.  
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5.4.3 Film thickness  

Figure 5.13 shows the plot of the scaled film thickness at various capillary 

numbers for a range of viscosity ratios. The minimum film thickness increases 

with the increasing capillary number. This is as the result of the viscous 

effects becoming more dominant the than the interfacial tension and therefore 

deformation of the interface. For 𝐶𝑎 < 0.1 the film thickness demonstrates 

minimal dependence on the viscosity ratio. There is, however, a 

demonstrable influence of the viscosity of the droplet phase which is higher 

than the carrier phase (i.e. 𝜆 > 1). The contribution of the viscosity of the 

droplet phase has traditionally been neglected in the analysis of the 

competition between the viscous and interfacial effects. The case in point is 

the determination of capillary number based only on the viscosity of the 

carrier phase. The current results suggest that in cases where the viscosity of 

the droplet phase is greater than unity, the capillary number may not be 

sufficient on its own to the visco-capillary behaviour of the droplet flow.  

 

The corresponding plot (Figure 5.14) of the scaled film thickness versus 

droplet plot mobility for different viscosity ratios demonstrates that similarly 

to the case of the capillary number, the scaled film thickness increases with 

the increasing droplet mobility. At higher viscosity ratios (𝜆 ≥ 2), the 

dominant viscous effects result in an increased deformation of the droplet 

(i.e. large film thickness), due to the combination of high droplet viscosity 

and droplet mobility. This observation is patent for the case of 𝜆 =  10. 
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Figure 5.13 Dependence of the scaled film thickness (𝛿∗) on capillary number 

(𝐶𝑎)at different viscosity ratios. 

 

Figure 5.14 Dependence of the scaled film thickness (𝛿∗) on droplet mobility 

(ℳ) at different viscosity ratios. 
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Boudreaux (2016) found that for capillary numbers above 0.3, the change in 

behaviour was present even for viscosity ratios of 0.5 and 1.  

 

5.4.4 Velocity field 

The velocity field, particularly with the droplet, directly drives the convective 

transport and mixing. The recirculation creates vortices in symmetry on the 

centre line along the x-axis. In diffusion dominated flow the vortices enhance 

mixing by reducing the diffusion path length of the solute (Handique & 

Burns, 2001; Tice et al., 2003). 

 

The recirculatory flow leads to stagnation zones where ‖𝐮‖ → 0. The 

stagnation zones manifest as regions of poor mixing during mass transport 

dominated by convection. The viscosity ratio between the two liquid phases 

also influences the nature and the extent of the recirculation. 

 

The recirculating flow in the droplet is induced by the flow field of the carrier 

fluid. The wall shear has a strong influence on the flow on both phases and 

influences the recirculating flow drives the convective mixing. The contrast in 

wall shear between 𝜆 = 0.5 and 𝜆 = 2 is an order of magnitude (Figure 5.15 to 

Figure 5.18 ). 
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Figure 5.15 Wall shear rate and x-velocity along the centreline (𝑦 = ℎ/2) at 

𝜆 =  2. 
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Figure 5.16 Wall shear rate and the x-velocity at centreline (𝑦 = ℎ/2) for 

𝜆 =  0.5. 
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Figure 5.17 Wall shear rate and the x-velocity at centreline (𝑦 = ℎ/2) for 

𝜆 =  0.5. 
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Figure 5.18 Wall shear rate and the x-velocity at centreline (𝑦 = ℎ/2) for 

𝜆 =  2. 
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5.5 Numerical results for the concentration field and mixing 

performance 

5.5.1 Mixing index 

Generally, it is desirable for mixing operations to achieve the desired mixing 

in the quickest time and shortest channel distance. More often than not, the 

targeted result of mixing is to obtain a homogenous mixture (i.e. complete 

mixing) of the fluid elements or chemical species. The extent of mixing, at 

various times was quantified through the mixing index (Tung, et al., 2009) 

𝐼𝑀 = (1 −
∫ |𝐶−𝐶∞|𝑑Ω
 
𝜙≥0.5

∫ |𝐶0−𝐶∞|𝑑Ω𝜙≥0.5 

)        (5.1) 

The values of 𝐼𝑀 range from 0 to 1, where maximum value indicates complete 

mixing of the solute species to an average concentration 𝐶∞ within the 

droplet. The average concentration is proportional to ratio of the area (𝐴0) 

covered by the initial maximum concentration to the total area of the droplet 

(𝐴𝜙), such that 

𝐶∞ = 𝐶0  
𝐴0

𝐴𝜙
          (5.2) 

In the current work 𝐴𝜙 and 𝐴0 are determined by integration over the 

respective areas covered and, therefore,  
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𝐶∞ = 𝐶0 (
∫ ∫ 𝑑Ω

 
𝐶0𝜙>0.5

∫  𝑑Ω
 
𝜙>0.5

)           (5.3) 

This approach eliminates the need to have 𝐶0 occupying precisely half of the 

droplet, and thus can be applied to cases where 𝐴0 ≠ 0.5𝐴𝜙. 

 

5.5.2 Limitation of the droplet mixing model 

The problem at hand requires consideration of the mass transport within the 

droplet and not in the carrier phase.  The manner in which this is achieved in 

current method is that both the diffusion coefficient and the velocity field in 

the carrier phase are neglected. This achieved by imposing initial and 

subdomain conditions (See Sub-section 5.2.6).  There are some limitations on 

the model which relate to three key issues, namely; 

(1) Loss of molar species (or mass loss) manifesting through unbalanced 

and unphysical decline in concentration. 

(2) Droplet mixing cases where diffusion dominates over convective 

transport. 

(3) Leakage of chemical species from the droplet phase into the carrier 

phase. 

The origin of the first issue emanates from the well-known inherent 

disadvantage of the level set method being poor area (volume) conservation 

in the level set method (Sussman, Smereka, & Osher, 1994). In the current 

work, the conservative level set method used for two-phase flow has good 

conservation as per the COMSOL implementation of the method by Olsson & 
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Kreiss (2005), as demonstrated in Chapter 4. However, coupling of the 

convection-diffusion physics to the level set function from the two-phase flow 

solution and imposing of subdomain and initial conditions on the phases 

separated by 𝜙 = 0.5 shows some conservation problems. 

 

The second issue emanates from the discontinuities in mass transfer flux 

across the fluid-fluid interface (𝜙 = 0.5), as the result of the imposed 

subdomain and initial conditions. When diffusion becomes dominant over 

convective mass transport, the imposed condition on the velocity field , i.e. 

u𝑥 = u𝑥|𝜙>0.5 + (u𝑥|𝜙≤0.5) ∙ 10
−3 and u𝑦 = u𝑦|𝜙>0.5 + (u𝑦|𝜙≤0.5) ∙ 10

−3, the 

concentration field develops numerical instabilities at the interface. The 

instabilities manifests as spikes (𝐶 >>  1) which can grow to be of 𝒪102 and 

above, leading to divergence of the numerical solution. Interestingly, in the 

case of pure diffusion, i.e. u𝑥|𝜙≤0.5 = u𝑥|𝜙>0.5 = 0 and u𝑦|𝜙≤0.5 =  u𝑦|𝜙>0.5 = 0, 

the problem of the instabilities does not arise. For such a case there is good 

mass conservation. 

 

The third issue arises as a result of the species at high concentration are at the 

interface for long periods.  The high concentration gradient between fluid in 

the droplet and that in the caries phase drives the diffusion of traces of 

chemical species across the interface. This mass leakage is a function of time 

rather than of the mixing regime. The mass leakage will be more prevalent in 
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diffusion-dominated case where the mixing times are generally longer than in 

convection-dominated case. 

 

 

Figure 5.19 Conservation of chemical species for the convection-dominated 

mixing case  𝐶𝑎 =  0.21, 𝜆 = 0.1. 

 

Figure 5.19 demonstrates that there is a good conservation of the chemical 

species in the domain. There is, however, some mass leakage from the droplet 

in the into the carrier phase, although fairly insignificant over the mixing 

period with 10 ms. 
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Figure 5.20 Conservation index for the diffusion-dominated mixing case  

𝐶𝑎 =  0.018, 𝜆 = 2. 

 

In contrast, the diffusion-dominated case (Figure 5.20) has unacceptably poor 

conservation of the chemical species which seem to disappear from both the 

droplet and the domain. In 50 ms which is the order of diffusive mixing time, 

there is over 50% mass loss which extends to approximately 90% in 200 ms. 

 

 



Chapter 5                                                              Modelling Droplet Mixing Using Two-Phase MFR 

 

 

123 

 

Figure 5.21 Comparison for conservation of chemical species in the droplet 

between two cases in 6.5 ms mixing time; the convection-dominated (𝜆 =

0.1, 𝐶𝑎 =  0.21) and the diffusion-dominated (𝜆 = 2, 𝐶𝑎 =  0.018). 

 

When the conservation indexes in the droplet of the two cases are contrasted 

with respect to mixing time of 6.5 ms (Figure 5.21), it can be observed that the 

losses for the diffusion-dominated case exceed 10%. This result demonstrates 

that the conservation index worsens with mixing time. Therefore, whilst the 

results for diffusion-dominated cases may be inaccurate due to these losses, 

in the cases dominated by convection the losses are negligible.  

 

When examining the case of only diffusion (i.e. mixing in a zero-velocity 

field), there is good conservation of the chemical species up to 5000 ms, as 
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shown in Figure 5.22.  The species are well conserved in both the droplet and 

the domain. 

 

 

Figure 5.22 Conservation index for the diffusion only case. 

 

The significance of this result is the demonstration that by itself, diffusion is 

not the cause of mass loss or leakage of the chemical species across the 

interface. The issue of mass loss emanates in the presence of the velocity field 

where diffusion dominates the mass transport physics. The results presented 

in the subsequent sections here are high confidence simulations where the 

convective mass transport dominates over diffusion and the two issues 

discussed in this sub-section (mass leakage and mass loss) are insignificant.  
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5.5.3 Effect of initial orientation of solute species 

The results of the effect of the initial orientation of the solute species are 

shown by plotting the mixing index as a function of mixing time in Figure 

5.23.  The results demonstrate that for both small droplet (𝐿0 =  ℎ)  and the 

longer plug (𝐿0 =  5ℎ ), at 𝐶𝑎 =  0.21 and 𝜆 =  0.1, the transverse distribution 

leads to better mixing.  The mixing index of approximately 0.9 is obtained in 

10 ms. Contrastingly, the mixing index for axial orientation reaches between 

0.8 and 0.9 for both droplet lengths in twice the mixing time of the transverse 

case.  

 

 

 

Figure 5.23 Effect of the initial mixing orientation on the mixing index for 

droplets of different sizes at 𝐶𝑎 = 0.21 and 𝜆 = 0.1. 
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Figure 5.24 shows the corresponding results of the relation between the 

mixing index and dimensionless mixing time. The results show similar trends 

to those in Figure 5.23, with the non-dimensional mixing distance of 60 

corresponding to 10 ms for the transverse case and 120 to 20 ms for counter 

case. 

 

 

Figure 5.24 Relation between mixing index and of non-dimensional mixing 

distance for different the initial mixing orientations at 𝐶𝑎 =  0.21 and 

𝜆 =  0.1. 

 

The observation that initial orientation of the solute has an influence of the 

efficiency of mixing is in agreement with previous experimental and 

numerical studies (Song et al., 2006; Tanthapanichakoon, et al., 2006a).  

 



Chapter 5                                                              Modelling Droplet Mixing Using Two-Phase MFR 

 

 

127 

5.5.4 Nose stagnation zone 

The nose region of the droplets exhibits poor mixing due to localised 

recirculatory flow within the droplet as illustrated in Figure 5.25. At the 

centre of the recirculation, there is a stagnation zone where convective mixing 

is limited. The two stagnation zones on either side of the nose of the 

droplet/plug form a single region which ends up with a lower concentration 

that the average concentration in the rest of the plug.  

 

 

Figure 5.25 Influence of stagnation zones on poor mixing at the nose of the 

droplet/plug. 
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The size of the nose recirculation area can be quantified through horizontal 

length in the middle of the droplet (𝑦 = ℎ/2), as a proxy measure. The 𝑥-

velocity component (u𝑥) in the nose recirculation region is in the negative 𝑥-

direction. The nose recirculation length (NRL) is given as the horizontal 

length where  u𝑥 < 0.   

 

Figure 5.26 shows how the size of the nose recirculation length changes with 

the increasing capillary number. The parametric conditions for the plotted 

case include a viscosity ratio of 0.5 and the droplet initialised as 𝐿0 = 2ℎ.  

 

Figure 5.26 Relation between the capillary number and the nose recirculation 

length at 𝜆 = 0.5 and 𝐿0 = 2ℎ. 
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There is a general decrease in the nose recirculation length as the capillary 

number increases. The highest difference in the considered range of capillary 

numbers is 23%.  

 

The effect of the viscosity ratio on the nose recirculation at 𝐶𝑎 =  0.21 and 

𝐿0 =  2ℎ is shown in Figure 5.27. Due to the increasing viscosity of the fluid 

in droplet phase, the nose recirculation length increases as the viscosity ratio 

increases. 

 

 

Figure 5.27 Relation between the viscosity ratio and the nose recirculation 

length at 𝐶𝑎 = 0.21 and 𝐿0 = 2ℎ. 
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5.5.5 Effect of droplet size 

Figure 5.28 shows plots of mixing indexes versus mixing time for three 

droplet lengths cases (𝐿0 = ℎ, 𝐿0 = 2ℎ and 𝐿0 = 5ℎ) obtained with mixing 

conditions of 𝐶𝑎 = 0.21 and 𝜆 = 0.1 and initially transverse orientation of the 

chemical species. 

 

 

Figure 5.28 Comparison of mixing indexes for droplets with initial lengths of 

ℎ, 2ℎ and 5ℎ  and transverse solute orientation at conditions of 𝐶𝑎 = 0.21 and 

𝜆 = 0.1. 

 

The smallest droplet (𝐿0 = ℎ) exhibits faster mixing in the first 2 ms seconds 

as demonstrated by the steep slope. 80% of the mixing is reached in 

approximately 3 ms. However, after 2 ms seconds, the mixing index begins to 
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plateau, reaching 0.9 in nearly 10 ms. On the other hand, in the case of the 

intermediate droplet (𝐿0 = 2ℎ) the mixing index of 0.9 is achieved in 4 ms and 

plateaus at approximately 0.95. The longest droplet (plug) case has a slower 

rate of mixing although the mixing index of 0.9 is also reached within 10 ms. 

The 0.95 mixing index is reached in 15 ms. 

 

The corresponding plots of the mixing indexes against non-dimensional 

mixing distance are shown in Figure 5.29. These plots resemble the plots of 

the mixing index against mixing time. This is due to the fact that the flow 

conditions are similar, i.e. same viscosity ratio and droplet velocity.  

 

 

Figure 5.29 Comparison of non-dimensional mixing distance for droplets 

with initial lengths of ℎ, 2ℎ and 5ℎ and transverse solute orientation at 

conditions of 𝐶𝑎 = 0.21 and 𝜆 = 0.1. 
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The lower mixing index reached in the case of the smallest droplet can be 

attributed to the large (20%) nose recirculation zone relative to the droplet 

size. In the other droplet cases of 2ℎ and 5ℎ, the recirculation zones account 

for 11% and 3%, respectively. 

 

In the case of axial orientation (Figure 5.30) under similar flow conditions 

(𝐶𝑎 = 0.21 and 𝜆 = 0.5), it takes approximately 20 ms to achieve a mixing 

index of 0.9 for both 𝐿0 = 2ℎ and 𝐿0 = 5ℎ. The corresponding non-

dimensional mixing distances for axial orientation are at least 120 in both 

cases, as shown in Figure 5.31. 

 

 

Figure 5.30 Comparison of non-dimensional mixing distance for droplets 

with initial lengths of ℎ, 2ℎ and 5ℎ  and axial solute orientation at conditions 

of 𝐶𝑎 = 0.21 and 𝜆 = 0.1. 
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Figure 5.31 Comparison of non-dimensional mixing distance for droplets 

with initial lengths of ℎ, 2ℎ and 5ℎ  and axial solute orientation at conditions 

of 𝐶𝑎 = 0.21 and 𝜆 = 0.1. 

 

5.5.6 Effect of viscosity ratio 

The concentration field plots for mixing at various times for 𝐶𝑎 =  0.21 and 

𝜆 =  0.5. are shown in Figure 5.32 and Figure 5.33 for 𝐶𝑎 =  0.21 and 𝜆 =  2.  

The latter case exhibits slower mixing due to the higher viscosity of the fluid 

in the droplet. 



Chapter 5                                                              Modelling Droplet Mixing Using Two-Phase MFR 

 

 

134 

 

Figure 5.32 Concentration field plots of mixing at different times for 

𝐶𝑎  =   0.21 and 𝜆 =  0.5. 

 

 

Figure 5.33 Concentration field plots of mixing at different times for 

𝐶𝑎  =   0.21 and 𝜆 =  2. 

 

The mixing index plots for various viscosity ratios at 𝐶𝑎 = 0.21 and 

𝐶𝑎  =  0.15 are given in Figure 5.34 and Figure 5.35, respectively. 
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Figure 5.34 Comparison of mixing performances for various viscosity ratios 

at 𝐶𝑎 = 0.21. 

 

 

Figure 5.35 Comparison of mixing performances for various viscosity ratios 

at 𝐶𝑎 = 0.15. 
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The performance of the case for 𝜆 = 0.5 has better mixing than that at 𝜆 = 0.1. 

These results are counter-intuitive and this result is attributed to the early 

plateauing of the mixing index in the case of 𝜆 = 0.1. 

 

The plot in Figure 5.36 shows the plot of both mixing time and dimensionless 

mixing distance as a function of viscosity ratio at 𝐶𝑎 = 0.21. Expectedly, the 

mixing time and the mixing distance both increase monotonically with the 

increasing viscosity ratio. 

 

 

Figure 5.36 Influence of the viscosity ratio on mixing time (𝑡𝑚) and 

dimensionless mixing distance (𝑡𝑚𝑈𝑑 𝐿0⁄ ) 
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𝐶𝑎 =  0.2 and 𝐶𝑎 =  0.15 provide the best mixing performance for the cases 

where 𝜆 < 1. The latter cases are convection-dominated and able to achieve 

mixing indices of above 0.85. There are three types of mixing behaviour: 

• Convection-dominated mixing where at least 𝐼𝑀 of 0.8 is achieved 

within 5 ms.  

• Convective mixing within 5 ms, after which diffusion becomes 

dominant and the rate of mixing then levels out. The 𝐼𝑀 values do not 

reach 0.8.  

• A diffusion-dominated mixing where the mixing rate is low and it 

takes at least 15 ms for the rate of mixing before it begins to plateau. 

The results of this type of mixing are linked to the model limitations 

discussed in sub-section 5.5.2. 

 

Within the studied flow conditions, achieving a mixing index of 1 is limited 

by poor mixing at the stagnation zone at nose of the droplet. Mixing where 

the carrier fluid has lower viscosity than the droplet (𝜆 = 0.5) demonstrably 

has better mixing than the counter case of viscosity ratio of 2. At 𝐶𝑎 = 0.2 , a 

mixing index of 0.8 is achieved in 5 ms at 𝜆 = 2 . The same mixing index is 

achieved at double the time in the case of 𝜆 = 0.5. Higher capillary numbers 

exhibit better mixing but also require long microchannels as the droplets 

travel at high speeds. 
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At capillary numbers of 0.1 and below, the mixing index curve reach the 

asymptotic value of around 0.8 or below. This is due to the influence of the 

stagnation zones. 

 

The viscosity ratio of the droplet phase and the carrier phase does influence 

the flow field and, therefore, the quality of mixing in the droplet. Under 

conditions of similar or comparable capillary numbers, better mixing is 

obtained when the viscosity of the carrier fluid is lower than the droplet 

phase. 

 

5.6 Conclusion 

The work in the current chapter has established and demonstrated the two-

phase MFR modelling approach for studying mixing in a droplet/plug 

moving in a straight microchannels. The applicability of the method is limited 

at low capillary numbers where the corresponding droplet mobility tends to 

unity. The convection-diffusion solution yields low confidence results when 

the mixing is diffusion dominated. In consideration of these limitations, some 

parametric guidelines (design rules) are postulated for use of the method: 

capillary number (𝐶𝑎 > 0.02), Reynolds number (𝑅𝑒 ≲ 100), droplet mobility 

(ℳ > 1, for ℳ ≈  0.0675 ln 𝐶𝑎 + 1.339) and viscosity ratio (𝜆 < 1). 

 

The simulation results demonstrate the sensitivity of the initial distribution of 

solute species, concurring with existing studies (Fu, et al., 2018; Sarrazin, et al., 
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2006). Solute species initially positioned in transverse orientation mix faster 

that the axial arrangement where the solute species are position 

symmetrically in long plugs. This advantage is not distinct in the case where 

the droplet has a length comparable to its width. Both the viscosities of the 

individual phases, as well as their viscosity ratios influence the extent (time 

and space) and the quality of mixing (mixing index).  
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“I think and think for months and years. Ninety-nine times, the conclusion is false. The hundredth 

time I am right.” -- Albert Einstein 

 

 

Chapter 6 

6. Conclusion 

6.1 General discussion 

Mixing phenomena in microfluidic droplets is crucial for various applications 

of droplet microfluidics. This work investigated the factors that influence 

mixing in microfluidic droplets and plugs using numerical simulations. 

COMSOL Multiphysics™ was utilised as the numerical tool, subsequent to 

being validated using a set of benchmark cases. There is currently no 

standardisation of CFD benchmark cases for microfluidics and the cases were 

implemented as ad hoc cases. Although these are referred to as ‘weak sense 

benchmarks’, they are recognised to fulfil a vital role in the absence of 

standard benchmark cases which are set by engineering bodies across the 

CFD field (Oberkampf & Trucano, 2002). One of the key advantages of 

utilising CFD is that it can offer benefits linked to lower costs and complexity 

of setting up when experimental approaches. However, in some cases for 

analysis, the computational costs with regards to both time and equipment 

requirements, can be limiting. In such instances, trade-offs can be made 

between ideal result or model and abstract results or simplified model. For 

example, the 2D model implemented was able to provide suitable results at 
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an affordable computational cost in terms of time and resources, in contrast to 

the case of a 3D model.  

 

The advantages of utilising two-phase moving-frame-of-reference modelling 

approach in problems such as those involving heat and mass transfer are 

covered in detail in literature (Taha & Cui, 2005; Talimi 2012). The approach’s 

lower computational cost than, for example, two-phase fixed-frame-of 

reference is asserted in the current work as one of such advantages. A basic 

benchmarking study to illustrate the latter point is presented in Appendix D.  

 

6.2 Summary of key contributions  

The contributions of the current work are summarised as follows: 

• A set of benchmark cases were implemented for the purpose of validating 

a commercially-available numerical tool, COMSOL Multiphysics™, for 

modelling a combination of two-phase flow and mass transport in 

droplet microfluidics systems.  

• A two-phase moving-frame-of-reference modelling approach 

underpinned on finite element and level set methods (offered in 

COMSOL Multiphysics™) has been presented and demonstrated to be 

appropriate for investigation of mixing within droplets travelling in 

straight microchannels. This approach had not been previously 

demonstrated for the problem of mixing in droplet microfluidics requires 
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less computational resources compared to the fixed frame-of-reference 

approach. 

• The work identified specific limitations of method, namely; for flow 

conditions where the droplet mobility approaches unity as well as 

conditions where diffusion mixing dominates convective conditions.  

Some basic guidelines (design rules) based on key parameters were 

postulated. 

• The major result of this work is the demonstration of reduced mixing at 

the nose region of the droplet/plug. Little attention has previously been 

given to the mixing in this region. Under conditions of high viscosity 

ratio (𝜆 > 1) and initially transverse configuration of the chemical species, 

mixing may be insufficient at the nose region. 

• The viscosity of the carrier phase, the viscosity of the droplet phase, and 

their ratio, have been demonstrated to play significant roles, in agreement 

with existing studies. This work also demonstrated that the viscosity of 

the droplet phase is equally important for mixing. 

• It has been shown that the problem of reactant wastage through nose 

recirculation may be minimised by using a high-viscosity fluid as carrier 

phase.  This solution is applicable if the viscosity ratio is less than unity. 
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6.3 Conclusions 

The key conclusions from this work can be summarised as follows: 

• Mixing in microchannels is governed by a number of factors which can be 

lumped into key parameters. 

• As the length of the plug increases (𝐿𝑑 >> 𝑤𝑑), the efficiency of the 

mixing is reduced. 

• The initial orientation of the droplet influences the mixing and the 

transverse orientation provides better mixing performance than the axial 

orientation.  

• The recirculation inside the droplet depends on the superficial velocity 

and the viscosity ratio. 

 

6.4 Recommendations for future work 

The recommendations emanating from this work are given as follows: 

• Further improvement on the model is necessary to enable capturing of 

diffusion-dominated mixing characterised by long mixing times. This 

improvement will enable to enable to expand the scope of application of 

the model. 

• Implementation of a periodic boundary condition, to assess the influence 

of the droplet spacing and frequency on the mixing inside the droplet. 

The current study looked at an isolated droplet to provide fundamental 

details, however, microfluidic applications generally utilise microfluidic 

droplet trains. 
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• Investigation on the influence of viscosity on the mixing. This study will 

provide an understanding of how mixing of fluid with concentration 

dependent viscosity will behave. 

• Numerical investigation of mixing in cases where either or both of the 

fluid phases are non-Newtonian fluids. Certain solutions or suspensions 

encountered in microfluidics, such as of macromolecules and certain 

proteins, exhibit non-Newtonian flow characteristics. Studies into such 

cases will expand the knowledge of droplet mixing necessary for relevant 

applications. 
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Appendix A: Velocity profiles in rectangular 

microfluidic channels 

 

Planar microfluidic devices fabricated using soft lithography techniques, 

generally exhibit microchannels with rectangular cross-sections. The pressure 

differential is the typical mechanism for flow actuation. The velocity profile 

of the flow is influenced by the aspect ratio, which is described by as the ratio 

of the channel width (w) to the channel height (h). Figure C.1 illustrates the 

relationship between the flow and the pressure differential in a microchannel 

with a rectangular cross-section. The velocity profile in the direction on the 

flow is given by (Bruus, 2008) 

𝑢𝑥(𝑦, 𝑧) =
4ℎ2∆𝑝

𝜋3𝜇𝐿
∑

1

𝑛3
∞
𝑛,𝑜𝑑𝑑 [1 −

cosh(𝑛𝜋𝑦
ℎ
)

cosh(𝑛𝜋𝑤
2ℎ
)
] sin(𝑛𝜋𝑧

ℎ
)    (A1) 

Equation is obtained from the solution of the Stokes equation has a parabolic 

profile, as illustrated in Figure A1.  The volumetric flow rate can be 

approximated from  

𝑄 ≈
ℎ3𝑤∆𝑝

12𝜇𝐿
[1 − 0.63

ℎ

𝑤
], for w > ℎ      (A2) 

For an aspect ratio of 1, Equation has an 87% accuracy, which improves as 

w ≫ ℎ (Bruus, 2008). 
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Figure A1 Pressure-driven flow in a rectangular microchannel. 

 

Figure A.1 shows the velocity profiles at different aspects ratios for the same 

volumetric flowrate. The CFD models for the velocity profiles in Figure A2. 
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Figure A.2 FEM-modelled velocity profiles in rectangular microchannels of  

varying aspect ratios.  
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Appendix B: Evaluation of artificial diffusion 

parameters 

This section shows plots of normalised concentration profiles obtained from 

various artificial diffusion parameters for the case of axial dispersion at 

Pe = 500. The artificial diffusion methods that were iteratively tested are 

Petrov-Galerkin (PG), Petrov-Galerkin compensated (PGC), isotropic (ID), 

anisotropic (AI) and crosswind shock capturing (CWSC). The respective 

tuning parameters are shown in brackets in each of the plots. 

 

 

 



Appendices                           

 

 

161 

 

 



Appendices                           

 

 

162 

 

 

 



Appendices                           

 

 

163 

Appendix C: Modifed Peclet numbers as function 

of the capillary number for different plug sizes 

 

 

 h 2h 5h 

Ca 𝑳𝒅/𝑼𝒔𝒗 𝑷𝒆𝒎 𝑳𝒅/𝑼𝒔𝒗 𝑷𝒆𝒎 𝑳𝒅/𝑼𝒔𝒗 𝑷𝒆𝒎 

0.013 1.08 0.09 2.17 0.05 5.42 0.02 

0.022 0.64 0.16 1.29 0.08 3.22 0.03 

0.046 0.31 0.32 0.63 0.16 1.57 0.06 

0.075 0.19 0.52 0.38 0.26 0.96 0.10 

0.10 0.14 0.70 0.29 0.35 0.72 0.14 

0.15 0.09 1.06 0.19 0.53 0.47 0.21 

0.21 0.07 1.50 0.13 0.75 0.33  0.30 
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Appendix D: A basic benchmarking of the 

computational cost between two-phase MFR and 

the two-phase FFR approaches 

The aim of the was to demonstrate the advantage of the two-phase moving-

frame-of-reference (MFR) over the conventional two-phase fixed-frame-of-

reference (FFR) modelling approach. Two forms of benchmarks were 

evaluated: (1) The first determined the CPU time taken in each of approaches 

to obtain a transient solution of the droplet transport across the microchannel. 

(2) The advantage of the two-phase MFR in modelling of a moving droplet 

due to its fixed computational domain is illustrated. 

 

The problem of mixing in a droplet travelling in a straight microchannel is the 

benchmark case for the study. The numerical tests were conducted using 

COMSOL MutliphysicsTM (Version 3.5a) which is based on the finite element 

numerical (FEM). The conservative level set methods numerical scheme was 

implemented for modelling the interface coupled to the two-phase flow. The 

various parameters used are given the various tables labelled from D1 to D3. 
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Table D1: Fluid properties 

Parameter Value 

Density, continuous phase (𝜌1) 1000 kg/m3 

viscosity, continuous phase (𝜇1) 0.002 Pa·s 

Density, droplet phase (𝜌2) 1000 kg/m3 

viscosity, droplet phase (𝜇1)) 0.002 Pa·s 

Interfacial tension (𝜎) 14 mN/m 

 

Table D2: Flow parameters 

Parameter Value 

Capillary number (Ca) 0.21 

Viscosity ratio (𝜆) 1 

Superficial velocity (𝑈𝑠𝑣) 1.44 m/s 

Microchannel width (ℎ) 100 µm 
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Table D3: Computer hardware & Operating System 

Parameter Details 

Computer type Desktop 

Processor Intel® CoreTM i7-7700 CPU @ 3.6GHz 

Number of CPUs 1 

Number of cores 4 (Quadcore) 

Number of threads 8 

Random access memory (RAM) 32 GB (4x 8G DDR4, 2400 MHz) 

Operating System (OS) Windows 10 

System type 64-bit operating system, x64-based processor 
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Benchmark Case 1: Comparison of performance between Two-phase MFR 

and Two-phase FFR in obtaining a transient solution of a moving droplet. 

 

In this benchmark case, the performances of both the performance-phase 

MFR and two-phase in obtaining a transient flow solution at a given time.  

For simplicity, the comparison was limited to CPU time as the performance 

indicator for the solutions obtained utilising the same or similar computer 

resources (hardware & operating system), with all else being equal.  There are 

more rigorous techniques that can be used, the simple case is considered to 

suffice. 

 

For both cases, the model geometry, the mesh properties and solver 

parameters are the kept the same. The differences between the two cases lies 

only in boundary conditions. 
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Table D4: Model geometry properties: 

Parameter Value 

Space dimension  2D 

Microchannel width (ℎ) 100 µm 

Microchannel length (𝐿) 400 µm 

Initial droplet/plug width (𝑤0) 0.8ℎ 

Initial droplet/plug width (𝐿0) 2ℎ 

Distance of droplet tail to channel back end (𝑋𝑡) ℎ 

 

 

Table D5: Mesh properties 

Parameter Value 

Mesh type Triangular 

Maximum element size (domain) 10−6 m 

Maximum element size (boundary) 5 ∙ 10−7 m 

No of mesh elements 175 918 

No of mesh points 88 869 

Degrees of freedom (Flow + level set equations) 1 149 835 

 

 



Appendices                           

 

 

169 

Table D6: Boundary Conditions 

Boundary Two-phase MFR Two-phase FFR 

Back edge boundary Laminar outflow 

[P =  0; 𝐿𝑒𝑥𝑖𝑡 = 10
−2 m ] 

Laminar inflow 

[𝑈 =  1.44 m/s,] 

Front edge boundary Laminar inflow 

[𝑈 =  0.134 m/s,] 

Laminar outflow 

[P =  0; 𝐿𝑒𝑥𝑖𝑡 = 10
−2 m ] 

Wall boundaries Moving wall 

[u𝑤 =  −  0.858 m/s] 

Wetted wall [𝜃 =  120o] 

Internal boundaries Initial fluid interface Initial fluid interface 

 

Table D7: Flow solution parameters 

Parameter Value 

Solution mode Transient 

Linear solver PARDISO 

Time-dependent solver Generalised alpha 

Maximum time step (∆𝑡𝑚𝑎𝑥) 5 ∙ 10−7s 

In the case of the two-phase FFR, the flow velocity was increased using a 

time-based Heaviside ramp function, going from zero to maximum in 

2 ∙ 10−5 s. 
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Table D8: Benchmark 1 results 

Parameter Two-phase MFR Two-phase FFR 

Solution (fluid flow) time 4.3 ∙ 10−4s 1.4 ∙ 10−4 

Clock (CPU) time (to solution) 4587 s 7842 s 

Total core hours 5.1 hours 8.7 hours 

Average time per time step at ∆𝑡𝑚𝑎𝑥  5.33 s per core 28.0 s per core 

 

The results demonstrate that in the current test the two-phase MFR 

performed better than the two-phase FFR. The convection of the interface 

across the domain with moving droplet, is heavier computationally, 

compared to the MFR case which at quasi steady state there is little interface 

movement.  The results, do not take into account iterative tests to determine 

the quasi steady state parameters; These were pre-determined. 

 

 

  



Appendices                           

 

 

171 

Benchmark Case 2: Illustration of the computational advantage of two-phase 

MFR by maintaining a fixed computational domain for mixing in a moving 

droplet. 

 

Consider a case where mixing takes place within a droplet travelling in a 

straight microchannel with a certain width. The time and the distance 

travelled by the droplet are amongst the most important factors which 

influence the extent of mixing. In the case where the mixing within the 

droplet is fast, the time and distance required to achieve complete mixing are 

short. However, when the rate of mixing is slow, the time and distance 

required achieve complete mixing are relatively long. From the point of view 

of FFR modelling the computational domain increases with the increased 

travel time and distance of the droplet. The advantage of the two-phase MFR 

is that under the steady state condition there is no requirement to change the 

size of the computational to cater for increased mixing and distance travelled 

by the droplet. 

 

Based on the two-phase MFR (quasi steady state) solution in the previous 

benchmark case, a droplet mixing solution was obtained utilising the same 

computational domain with 175 198 mesh elements. The speed of the droplet 

at quasi steady state was 1.77 m/s. The mixing index of 0.9 was achieved in a 

mixing time of 11.5 ms.  
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However, in the case of two-phase FFR, the, increased mixing time and 

travelling requires a proportional (based on droplet speed) increase in the 

microchannel length, hence a bigger domain. Table D9 shows the relation 

between the mixing time, microchannel and corresponding computational 

cost proxies (number of mesh elements and degrees of freedom (DOF) based 

on the LS two-phase equations). The case illustrated is based on the changing 

microchannel length but keep the channel width constant. 

 

Table D9: Relation between the mixing time, mixing length, number of mesh 

elements and degrees of freedom (DOF) for two-phase FFR. 

Mixing time 

[ms] 

Microchannel 

length [mm] 

No of mesh 

elements 

DOF 

0.23 0.4 175 918 1 149 835  

0.56 0.4 517 038 3 403 606 

0.85 1 607 658 4 316 000 

2.82 1.5 2 200 042 14 371 041 

5.65 5 4 396 908 28 720 670 

11.30 10 8 792 936 57 434 852 
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Figure D1: Illustration of the increase in number of computational mesh 

elements with increased mixing time (and computational domain) for a 

droplet travelling at 1.77 m/s.  
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"It always seems impossible until it’s done." -- Nelson R. Mandela 

 

 

 


