
Section 2C :

We can now state and prove formally the theorem concerning strong Szogo1 H I  |
asymptotics off r.

Theorem 341
■

Let du(ei0) =  w > 0 a.t. (meas), logw € L*[0,2ir]. Then given

R >  1,

^T

uniformly for |s| >  R as n -♦ oo. In particular,

(2.57) lim =  D(w,0) ! = e x p ( - —- /  logu/(0)d0).n—°o \ 4jt rf0 /

(This is a Strong Asymptotic off r.) We also include two mean Asymptotics

on r:

(2.58) lim ~  f '| p „ ( » )  -  » ’ D (w ,(« )-* )  ’ «,(«)<» =  0, (z .  « " ) ;  
n oo Jo 1

(2.59) 1 I3
2n J0 -  l| <» *  0, (* -  «*tf);

— 1 OO

(2.60) [l?(u;,0)D(w,*)] =  ]£ < P /(* )fj(b )i

(2.61) - i*(*) =  (D(u/,*)) , (* as in Theorem 2.10).

Proof:

We notice first that (2.57) has been already shown in Theorem 2.5. Now 

write <pn{z) =  i nzn +  ••• . Then this implies <o*(«) =  7n + •*•. where 

(0) -  7 n- So D(wtz)tP"(z) is analytic in |*| < 1. So we can write
CO

Z?(u>,*)ip*(*) -  1 =  1*1 < 1



R H H H

(2.62) dn0 =  JJ(w,0)v*n{0) -  1 =  D(u>,0)~,n - 1 - 0

as nm
oo by (2.57). Now given 0 < r < 1, we write

M -  
l  f aw'

oA n ( r J  “ 2 *  J  | £ > ( u , » r e < ' X ( r c , t f )  "  1

1 A  a
= 2* j0 \D(W're>$)\ kn("*#)|

3»
-  * * « [ ^ :  j f  + 1

(by orthonormality)
1 t'iw *

=  - j f  |D(u,,re*')|V:(**e<#) r ^ -

- 2 % , 0 ) p ; ( 0 ) - r l

(by the mean value theorem for analytic functions at least if r < 1). Thus 

by Theorem 2.14

J t o  A „(r)

= ~  j o |*>„(*)|2<W 0 -  2D(u>,0)1n +  1(2 = «'")

= i!(t -  D ( « ,0 h . )

(by . •* ity). Then

»

>=0 >=0

= A n(r) =  2(1 -  D(w,0)ln ) -»  0r-* i-
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by (2.02). So given r < i , by the Cauchy Schwarz inequality we have

I I 0° |
max\D(w,z)<p*(z) -  1 =  maic
W S 'I 1 w f r l / 3  I

K t l M ' X I 1' 1' )  

W ’ f e ) -

&s n —» oo. Thus we h.we

(2.63) max £ (w , x)x’V *  ((*) “ 1) -  1 - » 0  as n -* oo,
5 5 3

Setting R — u =  (X)~l and substituting into (2.63) yields (2.56). Next 

noting the definition of JD(w,e'*) as in Lemma 2.15,

i r iKi 12 00
a „ ( i )  =  ±  |o b (< » ,«")*> ;(< ") - 1| ds =  f .  K /  - 0

jszQ

as n —► oo. So (2.591 is proved. 

Next, write (2.59) as

(2.64) BU“ i /  | *V «((* )-1 ) -  (/?(w ,*)) 1 w(tf)dtf =  0.» -o o  I t  Jo I

Then use (2.36) lor t =  e’#, and x =  ( f ) -1 so that (2.64) becomes

Jim ~  J * | (* )V .W  -  =  0.

So (2.58) is proved. Now compare (2.13) with (2.58) and we deduce that

(D(w, ( f ) -1 ) ) -1 =  K ( ( f ) - 1) • ( * ( 0 ) ) " l/a a.e. {meas) $ € [0,2ir], (x =  ei9).

(2.65) (D(w ,u))~l — # f(u )(/f(0 ))~ l//J a.e. (meas) u =  e'*, t C [0,2irj.

50

That is,

*



Now for |z| < 1,
/  OO v 1 / 3  /  OO v 1 / 1

l*w! s (Ehwi’) (Ehmn
S =0 '  \ - o  '

1/3

w j - ^ f E K m n  • 
}~0 '

So the series defining K  converges in compact subsets of |z| < 1 uaiformly

as D is analytic and lim7,, is finite. So K  is analytic in |*| <  1. Also

(D (w ,0)) l = e x p Jo l o * w (# )^  *  (E l<Py(0)l* )
1/2

=  fC(0)K (0 )~ 1' 2

by Theorem 2.6. So both functions on both sides of (2.65) are analytic in 

|s| < 1}, have the same value at 0 and their boundary values satisfy

i  f ' r \(D(w,'•>))-' -  K ( . “ ) K ( a ) - ' l ^  dt =  0.
0

Thus all the coefficients of the Maclaurin Series of the difference of these two

functions =  0. Thus

(D {w ,u ))_1 =  /f (u )(if(0 ))  1/2 =  t f(u )e x p (-^  [  logu /^dfl)
Jo j

— K(u)D(w,0), |a| < 1.

Now (2.61) follows from the definition of tt(*) and (2.60). “

Remark
K f l
We note that (2.58) and (2.50) will have more general analogues in Theorem

Theorem .M g

Let dn be a finite positive measure on r satisfying a Szego condition there.
131

Then

Jim (d/i) =  t < oo;
n —*oo



(2.67) h i n + t W  • ( i n M )  1 =  i;n—*oo

(2.68) Urn ^ %(dn) =  1;

(2.69) Jis* # » + i(d#**°)=  0;

(2 7°) • (* » (* ))  1 =  J !®  iP»+l W k W )  1 =  *. 1*1 ^ V<

< 2 7 1 )  J ‘ ? a , * » + j ( * ) ( * » ( f ) ) " 1  =  , “ S t ^ i + l ( * ) « ( * ) )  1  =  J « 1 * 1  -  1

('2 72) JS £ ,# S(*)(# »+ i(* )) 1 ~  x - ° .  I* !> 1 .

where the convergence in (2.68), (2.69) and (2.10) is uniform in compact
P

subsets of the prescribed regions.

Proof:

(2.66) is just (2.28). For the rest see the much more general Theorem 3.8 ■

is:

(a) We uote that Theorem 3.8 will prove — (2.72) for much more

general measures satisfying an Erdds-Turan condition, but of course 

bec iuht of what we have seen we cannot hope to prove (2.64).

(b) A fame os theorem of Erdos-Turan states: Let E be compact with 

eap(E) >  0 and equilibrium measure nE. Suppose <i is a Borel measure 

with «uppn in E such that > 0 o.e. (/i^) then limn_>00('yn) 1/»  ^ 

(caparity of E)~l . For E  =  r , this educes to lim>l_ 00(Tfn)1/n =  1. So 

Theorem 3.8 is far more general than this.



■
(c) We end thic chapter with a remark concerning Strong Asymptotics on r 

for Szego weights. This is often referred to as Tauber’s problem, that is, 

given the existence of the radial boundary value D(w,e, f ), deduce the 

convergence properties of the sequence ^ „ ( « ‘#))rL 0 t8*® M P-75). As 

the purpose of this dissertation is primarily concerned with non Szego 

Asymptotics, we do not state or prove all the results in this area but 

refer the reader to the relevant references ((4] pp.221-245, [5], Chapter 

5 ar.d trbles 3,4,5 pp.200-203). Two results are however worth stating 

they have ratio analogues in Chapter 5. They will constitute the final

theorem in this chapter.

Theorem 24 9

(a) Let d/i =  fdB, /  continuous, |/(<) -  f(0)\ < Cs|t -  #|, t j  G [0,2jt]. 

Then Tauber’s problem is solvable. In fact (a) holds under the weaker 

conditions w(f,S) < (log(*)-1 ) \  7  > 1, C4 <  f(t )  < Ct .

(b) A famous weaker version of (a) due to Freud: Let logj*'(0) G Ll[0,2jt] 

and suppose in a neighbourhood h  -  6,  7  +  tfl of 7  the function u ($ )  is 

absolutely continuous. Furthermore, suppose that for 9 G [7 — 6, 7  + tf],

0 < m <  < M ,  hob's and let
■

L w\ 0 - 7  1

Then Tauber’s problem is solvable.

(c) In 1979 Paul Nevai established asymptotics for all the derivatives of the 

orthogonal polynomials under the hypothesis of (b) that *•*: Let K  be

a fixed positive integer. Then under the hypotheses of (b) we have for

(*)(*" *»*) 1 =  ( £ ( / ,* ) )  . 
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For weights that satisfy logu> € L1 [0,2*1, asymptotic properties of the se-
ooquence (^ »(< ))n„ 0 bave bee‘l studied in Chapter 2. However, it is well known

t  >  0. 1*1 -  1.

that there exist many classes of weights that fail to satisfy Szegd’s condition. 

Consider for example the weight w(x) ~  exp(-|* -  1|)

Then log to ^ L[0,2ir], 0 > I and logu* € L[0,2x], P < 1. Another exam

ple would be the Pollaczek polynomials described in ([27], pp.388-390) with 

weight function

u/(cos 9,a,b) =  2exp(a +  6 )(l -  J )

as 9 —» 0+ . Now writing x =  cos 9, we see that when z  =  ±1, 1ogw(cos0) 

becomes non integrable. We now study asymptotics of (v?,t)nLo f°r these 

more general weights.



rhe ratio Ai -oo *V m (*) (*>»,(*)) =  * and strong and

The main results in this chapter are the proofs of Theorem 3.8 for non Szego 

weights and some other stro. g and weak convergence results. The proofs of 

the above are taken from [10] although the author wishes to point out that 

the ideas are taken from the original proofs of Nevai at al in [14] and [18]. We 

also point out that the proof of Theorem 3.8 was proved first by Rakhmanov.

Lst du be a finite positive Borel measure on the unit circle with svpp(dfi) 

infinite. Let (JVn)n_| be a sequence of polynomials of degree n with zeros 

(u/_ ■), 1 < i < n in |zl < 1. We assume that the indices are taken so that if

=  0 is a zero of Wn of order m then u>„ , =  . . .  wn m =  0. Now f i x n e N ,

Let du jO ) = d»(9) • |Ŵn(a)| , (* =  e‘ *) and let <pn J d u n,z) =  (*) 

be the orthonormal polynomial of degree m with respect to dun 

determined by tl:e conditions

degree <pn m =  m, l n>m{dun) > 0.

Notation

Throughout, dun will denote the varied measure of d/» with respect to (W'n)n_ 1 

an<* =  m(z) be the orthonormal polynomial of degree

m with respect to <pn(du,z) =  <Pn[z) will be the orthonoimal polyno-
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mial of degree n with respect to d/i. If an and a are positive Borel mea

sures on [0,2ir] then a *  A “_ A  a read as a_ conveconverges weak star to o” iff

limrt_ 0o /o  * f daA^) =  Jo* fda{9) for all continuous functions / .  Cx, C2 .. .  

will denote constants independent of n ,( ,z ,w .

Definition 3.2

Let i f  be a fixed integer. We shall say that K) is admissible on

[0,2*] if:

H1 > 0 a.e. (meas);

ll<*M„|| =  /  dVn(*) < <»; 
Jo

(3.4)

z =  «•*, i f

(3.5)

/2tr -If
/ III* “ u,n,.r2rfM(«) < m < oo, 

' 0  *’ - i

i=l

Statement 3.3

We now state the main results to be proved 'n this chapter. We remark that 

Lemmas 3.3, 3.4 and so on, which are used to prove these theorems, will be 

proved below.

Theorem 3.6

Let (/i, (IV„), K)  be admissible on [0,2»J then,

rlw \t
n ^ 2 o  J 0  )  _ 1
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uniformly in m € N.

Theorem 3.8
■

Let (n,(Wn) ,K )  be admissible on [0,2*]. Then, the following are true:

(3.6)

(3.7)

n—* oo

In.n+k+liln.n+k) ' 1 =f»—*oo

* n , » + k + l W ,K , .+ k W )

(3.8) =  1̂“ ,¥>»,»+*+J M (^ n ,-»+*(»)) *  M  ^
___

,£ 2 * * - .  *k + ii 'v) ( K , » + k W )

(3.o) =  lim K ,n + k + \ { ' » ) « , * + k M V l =  i . M  ^  i ;i»—»oo

(3.10)

where the convergence in (3.8), (3.0), (3.10) is uniform in compact subsets

,of the prescribed regions.

Theorem 3.9

Iiet (*i, (W'w)t K )  be admissible on [0,2*]. Let z =  t xt then,

13.11)

(3 12) lir
I K . M I ’

d$ — 0.



V  .
t '

Th

Lot (n, (W j,  K )  be admissible on [0,2x], then if z = t ' 9 for every bounded 

measurable /  on [0, 2jt] and I € N we have,

lim f 2W fWVn.n+kWVn.n + k+ti*)**/*'^
n —*00 J q  I n /  / _\ l ^

(3.i3)

,a»
ILn /

n—*°° Jo
n,n+k

K W I

riw
=  /  /(*)«**; 

Jo

Rein,arkaj

(a) We note that Theorem 3.8 ie more general than Theorem 2.8 as it works

for non Szegd weights.

(b) When W  =  1, Theorems 3.0 — 3,10 reduce to those results proved in 

[13], [14], [15] and [18] although as already pointed out, the method of 

proof comes from the latter papers.

From now on the weaker =  1 will replace

the stronger l»mn_ 007n n f  fc+1 =  7 and the more general Erdos Turan 

condition n' > 0 o.e. (meas) and limw_ 00 n+%+i(0) =  0 will replace 

the less general log y! 6 L '[0, 2jr].

Section 3A : R atio  A sym ptotics on r

We begin with two technical lemmas:

Lemma 3.4

Let (/x, (lVB),/if) be admissible on [0, 2*]. Then for z =  t%$ as n -»  00 we

have

4 U * )  = (| W '.(* ) !K .+» W r ‘ ) 1<w * M l ) -  
X
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. ' ’

■
by Lemma 1.8,

1 r 2* . i ’ /“2r .
2̂ J o *’ \vn,m{*)\ d9= 2 * J0 ;  *=0,±1.......±n.

Thus for all trigonometric polynomials Tm of degree < m we

r j f  / S *

2jt2ir lo  T^ 9)\^n,m{z)\ dd 2ir JQ Tm{°)dn J

Now left
- i

(*) =  I f t *  “  “ '•*.<)’ 1 =  ~ 1* “ 2* • * *

An =  1, i  =  0 ,1 ,2 , . . . .  Then firstly for t  =  0 ,1 ,2 .. .  we have.

f  « L P )  -  r  -  /  V . W l * * . «  -  f  * «

0 ' •  K "+‘ w l  y° ; °
(by Lemma 1.8). Also for£ =  —1* - 2 , . . .  we see that we may apply (Lemma 

1.8) again to yield

(3.16) [ ' W\ A M \ - '4 0 . { t )  = r \ A M \-‘ M > )  < C ,
/o  70

for all £ (using Definition 3.2). Also

dnn(0) < oo

the sequences ( | An(z) \ 2d0^(S)) and (|An(z)| 2dn(0)) arebounded
\  ' V / n = l

in norm. We must show that,

<">.(«) H A . W r V . -<*)(«)-*>0 «  n - o c .

It is sufficient to show that the subsequences (d/in), a 6 fl C N  converge 

weak star to zero. Thus let 0  C K  be chosen and consider ldhm), n (=|JC K ,\ nf
Also let



Now, < C2 hb z -  e , M  < 1 and by (3.16) we nave that en(w) is
1 1

analytic in \w\ < 1. Furthermore we claim that en(ti/) is in Nevalinna’a class

I I

N (see Remarks after Lemma 2.15). To this end let

A .M  -  j f
and

Then writing

= / o

z _  z(X — t2>) _ 1 — ziD l  — Re(zw) +  ilm(zu))

A »  = I  9 , + ' 7 'Jo |t — u/|3|An(*)| o |*-ti;|3|An(*j|

M f i n W )  > (1 -  M) r  — ^ T -— r*, ; y0

and

Im(& (u>)) < |tw| f  -----
"  7 o  | « - W | * L | - W  1

Thus we have,
M A » H )  < H
M S > ) )  “  i - H ’

H j
Now taking the arc tangent on each side o' the above and repeating the same 

argument for (#n) yields

(3.17)

and

for some 0 < 6 < 1.

*  6 *  ^  A / x b *  v- 5 < - T < a r , 4 » < T < j



Next using the inequality log* < P ~ l (x — I)**, z >  I, 0 < P < 1 we obtain

(3.18) log+|a| < 6~l \a\s < (i?e(o))5^ c o s ( y ) ^

when
—Sir 6 k——  < arg a < — , flfcC  J 2

Thus »ising the definition of jin, the mean value theorem for analytic func

tions, (3.17) and (3.18) we get for O' 6 [0,2ir],

r  lo n + i / j .K 'd . i* ' 
Jo

V - .

Thus

= co, ( y ) )

= ( /o’ i>*.(*)r’<w.(«))4( ‘ «>.(^))
< ( C . ) ‘ ( « « * ( y ) )  ,

- i

0 < 6 < 1.

a r
(3.19) f " l o t +\$JrS')l<U>’ <  (C ,)'

Jo

and

(3.20) / " l o g + |AB(i ■"')!<»' < ( C , ) ‘  

us wc have using (3.19) and (3.20)

—  it *6
6 cos

jt -I - l  

( ? )  •

0 < 6 <  1

0 < S < 1

- lj f  .  x  i - t

[ y - & n ) { r * ' t , )\d 0 '  < 2 ( C , l ) * [ t f c o s ( y ) |  < oo.

Thus from (2.31) and (3.21) we deduce that e„(u>) € N and hcnce we may

write en(u->) *  On(w)[Cn(w)) , n € N where, B n, Cn are analytic in
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M  < 1, maX|1„|,r|Bn(ui)| < 1, limr_ 1_maX|,

Cn(w) ft 0, |tv| <  1 and

»H| < 1.

(3.22)

C . ( « )  =  rl t o « p l ~
»2ir

details of above see [3] pp. 16-17).

Now as Bn, Cn are analytic in |tv| < 1 and by uniform boundedness 

may apply the Vitali-Montel theorem for analytic functions to obtain fi' C
I 1 C K  such that lim n€n/ 2?n(w) =  B[w) and lim nen r Cn(t«) =  C(w) uni

formly on each compact subset of |w| <  1, C, B analytic in |w| < 1 and

|C(tw)|, |2?(ti/)| < 1, M  < 1. Now Cn(u>) ^  0 in |u/| < 1, so by Hurwitz’s
m m

theorem on tire zeros of analytic functions C(w) = 0 or C(w) ^ 0 in |w| < 1. 

Now using (3.22) we have

M \ C M  =  « p lira /  l o g V ,  -

> exp X  6  C03 (t)J j >0
(by 3.19 and 3.20). Now if C =  0, C(0) =  0, thus by Hurwitz in a close 

enough neighbourhood Cn(0) =  0 a contradiction to (3.23). Thus C 0 

anywhere. We show B{w) =  0, |u/| < 1. Suppose firet that w' is an arbitrary 

zero of Ŵn(v4n)* 1 inside jtw| < 1 of order m > 0. Assume first that w' 

Then using tht definition of d(3n and Lemma 1.8 we get that

r2w
I'M * dn(0), l < j <

I 1 (w — w ,) m . .

i = l
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it follows using the definition of eB(tt>) that en(u>) haa a zero of order m at 

tt/'. Next if u / =  0 is a aero of Wrn(i4n) " 1 inside |ti/| < 1 of order m > 0 using 

the definition of d0n{9) and Lemma 1.8 we get that

(3.25) /  W - V „ W r > „ ( * )  =  /  w - '| i l . w r % ( # ) ,  1 <  i  < m. 
Jo Jo

Now since

( z - w ) - 1 =  v ;
y» i

1//J 1 ^m+1 
,} ,"»+ 1 ( * “ «>) - I

it follows by the definition of e„(ur) that e„(u>) haa a zero of order m + 1 at

w'. Now consider the ssquence of functions,

(3.26) H„(u>) = B„(u>) j j ' ( i »  -  w.,,) -■ ( !  -  n e  n ' < n  < K

where f|' ** taken over all * auch that wH < u * zero if WB(j4n) -1 and of 

modulus < 1. Now as Cn(w) ^  0 in |w| < 1 and by ihe previous discus

sion on the zeros of en(u>) we see that Hn(w) is analytic in |u»| < 1. Now 

aa lim,.^! maxiw|..r|5n(u>)| < 1 and |ti>m , | < 1 we have by the maximum 

principle of analytic functions that |/?n(u>)| < 1, n € N 1, |ti>| < 1. Thus by

(3.26)

(3.27) |B„M| < n ' ] ( -  -  »-.()(>  -  »  €  n ', |w| < 1.
1 1

Now by definition 3.2 we see that the right hand side of (3.27) —* 0 as n —» oo.

Thus we must have that B(w) =  0 and C(w) ^ 0 in |u»| < 1. Thu* uniformly

in compact subsets of |u;| < 1 we have limn—oy en{w) =  0. Nown€0

r*» 1 w  |J as 1 Vi 1 <  l .
1 Z 11 ! z \

Thus
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and 

(3.28)
r 2*

U® /  =  °-
Jo

Thus by Weierstrass approximation theorem (3.28) implies that dhA -* 0, n € 

n ' c n c N  As n is arbitrary we have shown that
m h h  m d

(i8) ^ 0 , n e N .

then An s  1 and (3.29) implies the result. Suppose/ =  -1 ,  - 2 . .

Then since the xeroe of A_(*) are in {w : Itul < 1} and An is monic, thev J
coefficients of the trigonometric polynomial

are uniformly b< unded and hence,

Thus for every integer m we have

2w — £ »2w
f = X X *  /Jo iml Jo

Thu*

which implies

(0) - » 0  as n —» oo.

iimn - * o o J Q J q

Lemma 3.5

Let V be a finite posiMve Bore) measure that is singular with respect to 

“meas". Then there exists a sequence (/in)^ rl of continuous functions de

fined on the real line, 0 < hn(x) < 1 for every *, limn_oo ^n(x) =  * a e -



(mens) and J im ^ ^  h„(x)dV(x) =  0. Further 5/ V is confined to a fi

nite interval and T  > 0, then each kn can be made to be periodic with period
i p * '•..r-j— ilBttUir.

Pionfi

As V is a singular Borel measure with respect to 'meas* we can find a Borel

set E with meas E =  0 and V (E e) =  /jp, dV -  ̂ Sow choose a decreasing 

sequence (£„)SJLi of open sets with E  C h n, e: =  flJT-j £ „  »nd meas 

£ .  -»  0 a# n -* oo. Now define for each n 6 K

g j x )  =  in f{| x-y| : j* i  £ „}•

Then gn is continuous, gn(x) >  0, i  €  £ ,  end 0„(x) — 0, x £ i?B as

«fn it* defined as an inf, by specifying in advance that meas En < 2 say we 

can get 0n(x) < 1 for every x. Now set hn fc(x) = (l  -  gn{x ))k. Thoi: as 

gn[x) < 1 we have 1 -  yn(x) < 1 which implies lim * .^  J»n>*(x) =  0 for every 

x € En and hence for all x € E. Thus as gn(x) < 1 for every x we have that

0 < hm k <  1. Also V is finite so by dominated convergence there exists an 

integer K n such that

Set hn — hn K%. Then if x ^ En, gn — 0 which implies iim *.,^  hH(x) = 

Also if x € Hi M meas En —* 0,

/A  \meas ( f J En J < (meas E„) —* 0

which implies limn. <OC) hn(x) =  1 a.e. (meas). Also by (3.30)
Zap '

}ilJL  (1 0 0  J-OO
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Now let V be confined to the interval (0,M T),  some positive in. Let hn 

be as above and En C (O.AfT). As h„(x) =  i, x 4 (0, MT) we have

M °) =  = !• N o w  d e f in e
M

* .  o
Then as hn is continuous, is. Also as A„(0) =  hn[MT) — 1 we have 

r7n(0) =  rjn(T). Thus i/n can be extended to be continuous in ( - 00, 00). 

Also for x £ (0,T), VK =  1 and meas f f l j  * 0  — Thus lLrr.^^t7n(x) =  1 

a.e. (meas). Also as

this implies

also tin is periodic of period T. Thus the result is proved.

We can now give the P roo f o f  Theorem  S.6:

Let /  be a 2x periodic, non negative continuous function and let m be a non

negative integer. By Holder’s inequality we have that,
•2f

h i  W 4*

where
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Consider first Ja:

1 f 3w

=  lv>-  Jo

Consider next Js: By L^mma 3.4,

1 —► oo.

Thus we have aa n —* oo
r 3 r

r
<  “ ■I

N<-w by Lemma 3.5 chooee a sequ ice of continuous 2x periodic functions 

(*»)S°-i ,uch that 0 < hm{0) < 1, ^ ( 0) =  1 a.e. (meas),

liinm-.oo =  0. Also for a fixed « > 0, choose a sequence of

2x periodic functions ( j fc)°° such that

(3.32) 0 < ?*(*) < ( € ) “ *, lim gk{0) =  + <)_1 (meas).
oo

Lrt /  = /im0k in (3.31). Then we obtain 

r t />» i*
[s /0

< I lim inf
n-»oo 2x

^  r
Now let m —» oo, use dominated convergence, (3.32), and Lemma (3.5) in

(3.33) to get,

\h!0
s  n  s  / : i ^ h u / > h -
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Now let k —* co. Use again (3.32) and Jiemma 3.5 to get

< [liminf ~  f *  1 / * V  +  «)“ V < » ) .[ n—oc. 2a- y0 J \2W 0 /

Finally, let € -♦ 0. Then we get

( ,  =  , " )
n + t + m

uniformly in m u  / ,  does not depend on m. Also, u îng Lemma 1.8 again,

i .  / ’ r | i« f 
»*  /o  U » ,.+ »+ „ (* )

“  h / 0V . . +. m i , <<*.w - » . ( * -  «")•*/ o
(3.35)

Now by (3.34) and (3.35) we deduce that

(3.36) run J_ / ’ 7  -  A  ^  =  0, ( ,  =  *•*).
►-•oo 2k Jo V K , « + * 4 m(*)| /

Thus writing

j J ’

X

'

as n —» oo by (3.35) and (3.36). The result follows and is uniform as we have 

uniform convergence in (3.34) “

Lemma 3-7

<3 -37>



(3 38) | *„.„+1(0)| < C7 f
JO

2W\ l * V « W |  j  _ i\d9t ( ,  «  e« ) .
OHPn.w+1 wr

By Lemma 1.5 we have,

K ,  m + l W  “  K ,m \ * )  +

Now also the teros of * n m lie in |*| < 1 (by Lemma 1.8). So we ma; write

m+1
n  (— *()• w < »

which implies |$nim+|(C)| < 1. Also by (3.39) and (1.0),

i*i =  i

Thus by (3.40),

..*,+i(°)i <  » U i 5 g -* j, -  *i. i* i = i-
fa

w

Now divide both sides of (3.39) by #Sim+|(*) T4 0 to get

(3.42)
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which implies after "riding —I to each side that (3.37) follows. Next we 

prove (3.38). To this end we make use of an identity found m ([28] p.254) 

that utat.es that if F  is analytic in |x| < 1,



Then F(0) =  0, F  is analytic in jz| < 1 and ImF (0) =  0. Thus,

<  c ,  / > [ > «  -  i j  k

Now using (3.37) and (3.41) the result holds.

We now give Tho p roo f o f  Theorem  3.8:

(3.6) follows from Theorem 3.6 and (3.38). (3.7) follows by (3.6) and Lemma

1.5. Now (3.8) for #  follows by Lemma 1.5 and for by (3.6) and (3.7).

(3.0) follows for • by Lemma 1.5 and by (3.8) and (3.7), we now prove

(3.10). Let An n+Jk(i) =  *„,»+*(*)(♦£,.»+*C *))'1 analytic in \z\ < 1. We 

show U r a * ^  *«,„+*(») =  0 uniformly for \m\ < R < 1. Note as |An m(*)| <

<1, |*| £! 1> it is sufficient to show convergence for |*| < US

using Lemma 1.5,

I  I * ■
I =  1 +  *n,m(3-«) \\HtJ  |- | -  2|An-m- 11 + 2I#*.".(°)I*

Fix t > 0 and chooee m such that (2)~m < f . Now by (3.6) there exists N 

such that for n >  N and * =  0 ,. . . ,m , 2|#nm+ik_ l f0)l <(0)1 <  5-
using (3.43) we have that

(3.44) |Ani„ +|,_,-(*)| < 5|An,w+fc-<-i(*)| +  ^» » =  0 , . . . ,m , |z| <  j .

Now apply (3.44/ for » =  0 , . . . ,  m. Then,

!An,»+fc(*)| <  2 m ’ |AW n+fc_ m_ j(* )|  +  -  +  -  +4 o

+ i  < t, |jr| < - ,  n > N.

2 m+a
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As e > 0 is arbiiary limn_ 00 An>n+*(*) =  0 uniformly for |z| <  R <  1. 

Finally

=  ( S ^ i P ) ( * ^ W rT) ' ' ,  1*1 >  lwn,mlz7

we are dot a.

Scc.tloa.SB :

We now proceed to prove some important results concerning strong and 

weak convergence of orthonormal polynomials on r. To this end we recall 

that we obtained weak results for example in Theorem 2.6 which involved 

Szego weights. As the Sxcgo function is no longer defined, the results use its 

analogue in this setting n'(0) instead of |X7(ti;,s)| =  n'(0) o.e. (meas).

EiQof-gL-Tbsvrejn M

■ / ;  - ................ \

Firstly,

7‘  ~ I o  I W J * )  I d ,i®  f o  d>i* ^  ~ 2 * '

5 f

Also / 3 =  2 k . Thus 7j +  7S < 4ir. We must show that



p ( A ' ) ) ' TJO

»,»+fc (*) I

and (3.11) holds.

Let /  be a 2w periodic, non negative continuous function then we have as in 

the proof of Theorem 3.6,

( f v m T - m p r * ) -

Now choose an appropriate sequence of functions as in the proof of Theorem

3.6. We obtain lixninf„_<*,(J3) > 2n. So (3.11) holds. Now to prove (3.12) 

we proceed as fellows.

( f h a P r — w

■* V . -

Now / 4 —» 0 by (3.11). Also J6 < C% using (3.44) thus (3.12) holds with 

1 =  0. But recalling (3.8) we see it is sufficient to prove (3.12) for 1 = 0. So 

we have (3.12) ■



(3.13) follows immediately from (3.12) by wrii
_

C m

'

using the Schwarz inequality and the boundedness of / .  To get (3.14) we 

show that

( '  « )  . ' iS o /0 I---------- ------------------------ 1

We note that from (3.13) with /  =  1 we get

r35r

2 k
Jo 1 1
r iV’n.n+kWl

Jo 1 Wn(z) 1

H'(6)d8

Jim, J  | (<P »,»+*(*))(^ (*))“ l | <*M.(*)= 0.

So by the Schwarz inequality,

r2w,
fQ |(w>n,»+fc(*)^n,»+*+«(*)*l) ( ,|r*W )

- i / o  I - ^ p t I ^ J L / .  I—

Thus (3.45) holds. Therefoie (3.45) and (3.13) give (3.14). “

0.

To end ihis

polynomials in this setting. We need

we give aorne strong convergence results of orthonormal



Definition 3 J j

Let tt — re,a, r <  1 or r > 1 and z =  e*#. Define

On

cailed the function of the second kind of order n +  k with respect to dpin.

Remark

We .iote that these functions will be defined more extensively in Chapter 6.

'3.46)  [ " ( w  - m)-'<U= { “ '  !” j <  ( « = « " ) .
I  (to)-*. M  > 1,

Proof:

j  r

■'o 2x

=  2^7 /  _  *  (2XIW)-1 f [z)~'dz +

+ (2x»u;)-‘  /  (— . ) - » * . !W|>1
1 '  71.1=1 l o .  H < i .

(by the residue theorem).

We can now state and prove our last theorem of this chapter.

Theorem 3.13

Let if)  be admissible on [0,2xJ. Then the following limits hold

uniformly on each compact subset of the corresponding region*

(3.47) -  0. M  < 1;
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