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Abstract 

 

The design of Medium Voltage (MV) Overhead Lines (OHLs) in the electricity distribution industry 

is often radial in nature which makes back-feeding difficult and these networks are often long which 

increases their exposure to faults. This has resulted in poor network reliability. Customers are mainly 

affected by faults on the MV network, to which particular attention has to be paid. Permanent faults 

have negative impact on customers since they experience outages or interruptions. The impact on 

customers increases when these outages are long. The network reliability is reducing and the cost to 

customers is increasing. Customers are demanding higher levels of quality of supply from the 

distribution network. As the global energy study is working on achieving the seventh Sustainable 

Development Goal (SDG 7), it is important to have a reliable power supply to improve socioeconomic 

development to customers and this will be a stepping stone in achieving other SDGs. Digitalization is 

one of the factors affecting electricity networks towards a clean energy future and automatic service 

restoration is one of the most important strategies for Distribution Automation (DA). Therefore it is 

necessary to implement self-healing Smart Grid technologies. One such solution is Fault Location, 

Isolation and Service Restoration (FLISR). The main drive towards FLISR is to improve Eskom’s 

network performance, improve electricity sales, flexibility and accessibility and reduce impact on the 

economy of outages as well as to support trends towards a more sustainable energy supply. This 

research investigates various ways to implement FLISR and it focuses on case studies on real 

distribution networks and looks at the issues associated with closing a remotely controlled or 

automatically operated Normally Open (N/O) point for back-feeding. The complete algorithm and 

procedure of auto-restoration are discussed. The results on case studies discussed in this dissertation 

show that a remotely controlled N/O point can be installed without constraining the network to reduce 

restoration time following a fault. This is assured by not violating network’s electrical requirements 

such as voltage levels and feeder thermal loading. 
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1. Introduction 

1.1. Background 

A smart grid aims to perform automated action in restoring power back to customers after an 

unplanned outage has occurred. This feature of the system is also known as self-healing. Self-healing 

performs self-adjustments during the abnormal operation state and performs self-restoration to the 

customers by identifying and reacting to the interruption with minimal human intervention. The 

objective of self-healing is to restore supply to customers, making the system highly dependable, 

reliable and efficient. There are still many faults occurring in distribution systems due to various 

factors such as lightning and trees on the line. These faults will cause short-term to long-term power 

outages for customers and may lead to significant inconvenience and economic losses. There is 

therefore a need for fast detecting, isolating and repairing these faults to have and maintain reliable 

power system operation. Thus the concept of a self-healing power grid gains more recognition as a 

solution to mitigate inconvenience and economic losses caused by interruptions in the power grid. 

 

A Fault Location, Isolation and Service Restoration (FLISR) tool is an important technology to 

implement self-healing. This involves self-reconfiguration of MV feeders when a fault occurs on a 

certain section of a feeder. FLISR will help in reducing the impact of a fault on customers, thereby 

improving network performance. Numerous technologies, such as fault detection, communication, 

protective relaying and remote control are involved in feeder automation. Self-healing schemes 

operate without or with limited Network Control (manual remote control) and Work Team (manual 

local control) intervention. FLISR quickly restores supply to customers on unfaulted sections of the 

feeder that lie beyond the faulted section, long before Work Teams arrive on site to locate the fault. 

For FLISR to restore supply to unfaulted sections of the feeder there is a need for the feeder to have 

multiple sources of supply. It is important to note that FLISR does not avoid outages but reduces their 

impact on customers when they do occur. Automated fault location and fault isolation are relatively 

easy to achieve. However, automated supply restoration has many obstacles and a lot of research has 

been done in this area [1], however technical and non-technical issues associated with automatic 

restoration have not been covered. This dissertation will also focus on those issues. 

 

Whenever faults occur in distribution networks the affected part of the system has to be isolated. 

During this course of action, healthy parts of the system get de-energized. Service restoration is used 

to restore supply to those customers who lose supply. As the size of the network increases, the 

problem faced by Work Teams increases. Restoring supply in less time is the main challenge. More 

effective restoration plans are necessary for these large and complex networks. Initially the main 

objective of restoration was to restore supply to customers as soon as possible, but with increasing 

size and complexity of networks, objectives like minimization of power loss, minimization of extent 

of out-of-service area were also included in later research work with electrical and topological 

constraints. Now, the penetration of Distributed Generation (DG) is increasing in networks, because 

of its important benefits of use of renewable energy sources to generate electricity, enhancement of 

power quality and reliability, cost reduction and power loss minimization. Various new methods and 

software have been developed for testing and deploying system restoration strategies for distribution 

networks [2]. 

 

Service restoration can be treated as a temporary system reconfiguration problem, which is done by 

changing the status of switches present in the system. These switches are sectionalizing switches 
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(normally closed) and tie switches (normally open). The service restoration problem is an 

optimization problem because of the presence of a very large number of switches in the system. With 

conventional methods like load flow, it is impossible to perform all of the calculations related to each 

of the switching sequences. So the final objective of service restoration is to find optimal switching 

sequences for the network [2]. This dissertation presents an approach to performing autonomous 

power restoration on a mesh distribution network. In this approach, a solution is developed to close 

the N/O points remotely. It discusses safety measures that must be taken to prevent damage to human 

and equipment before closing a N/O point remotely. Chapter 1 is an introduction detailing the content 

of the report, research questions, proposed research and expected deliverables. Chapter 2 discusses the 

Distribution network reliability, the benefits of the FLISR towards electricity utilities and the FLISR 

module. It elaborates on the equipment needed for the functionality of the FLISR, the FLISR process 

and the FLISR architectures. The main focus of this report is discussed on Chapter 3, the automatic 

supply restoration which proposed the algorithm to be followed when remotely closing the N/O point. 

Thereafter, the issues associated with closing a remotely controlled N/O point are discussed on 

Chapter 4. Case studies are introduced and performed on chapter 5 and 6 respectively to introduce the 

automatic supply restoration on real MV Distribution networks. Chapter 7 then concludes the 

investigation and also gives considerations to future work. 

1.2. Research Questions 

The main research question associated with this research project is: 

When planning FLISR on MV networks, what are the issues (technical and non-technical) associated 

with closing N/O points remotely? 

The above main research question will be addressed through consideration of each of the following 

secondary research questions:  

1. What data or information is needed before closing a N/O point remotely? 

2. Assuming the above data or information is available, under what conditions would closing the 

N/O point not be allowed? 

3. What simulation studies should be done to decide on whether closing a N/O point remotely is 

allowed or not allowed? 

Issues related to closing N/O points will be discussed and automated N/O points will be modeled, 

simulated and implemented on two overhead MV feeders and one underground MV cable feeder.  

1.3. Scope and Limitations 

The outcomes of this research will be to install automated N/O points to implement FLISR on two 

poorly performing rural feeders and on a poorly performing urban cable ring in Eskom’s distribution 

network.  

Proposed Research:  

 Investigation into the data, equipment and network characteristics required to implement FLISR. 

 Investigating the issues associated with closing N/O points remotely. 

 Implementing FLISR on three real feeders in the Mpumalanga Operating Unit (MOU) so 

that the issues associated with closing N/O points remotely can be investigated. 

Expected Deliverables:  

 Implementation of FLISR on two poorly performing overhead MV feeders and on an urban cable 

ring network in Eskom. 
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2. Fault Location, Isolation and Service Restoration 

2.1. Introduction to FLISR  

FLISR aims to reduce the duration of outages, frequency of outages and operational expenditure while 

improving overall network performance. The electrical distribution network is affected periodically 

by faults on some of its elements (such as the lines and transformers). While the presence of 

automation within the distribution network, such as circuit breakers, automatic reclosers and remotely 

operated switches can eliminate certain faults automatically, other faults require operator intervention, 

which can cause several hours of downtime. 

 
Figure 2.1: Process to restore supply after a fault has occurred [3] 

Currently, restoration takes a long time because switching operations are done manually. When a fault 

occurs and customers experience supply loss, they phone and report the outage. The Network 

Controller from the control centre then dispatches a Work Team to the field. The Work Team 

determines the fault location and then implements the switching to isolate the faulted section and 

restore supply to quickly restorable customers as seen on Figure 2.1. This practice for supply 

restoration normally takes several hours to complete, depending on how quickly customers report the 

supply outage and how quickly the Work Team can locate the fault point and perform the power 

restoration [1]. When a fault occurs, the restoration time is divided into: 

 Time to dispatch the Work Team: The time for a call to be logged onto the system through 

a customer reporting an interruption or through Remote Terminal Unit (RTU) alarms and the 

Work Team is advised about the fault.  

 Time for the Work Team to travel to site 

 Time to sectionalise the portion of the feeder with a fault: The Work Team performs 

switching (opening and closing of breakers and disconnectors) at different locations along the 

network with the aim of isolating the faulted part of the network. Customers are partially 

restored during this period through back-feeding and network reconfiguration. 



4 
 

 Time to find a fault: After isolation of the faulted section, the Work Team then performs 

visual inspection with the aim to identify the faulted equipment.  

 Time to repair the fault 

 Time to restore supply: After replacing or repairing the faulted equipment the network is 

returned to its original state. 

This extends the outage time and thereby increases the duration that customers are without supply i.e. 

increasing the System Average Interruption Duration Index (SAIDI – see section 2.2 below). If the 

time between repairs and switching can be reduced, then the outage duration will also be reduced 

resulting in a lower SAIDI and increased customer satisfaction. With the implementation of FLISR, 

the Work Teams do not need to visit the apparatus or switchgear for switching and therefore the travel 

time is reduced. FLISR will remotely locate the fault, isolate the fault and restore supply to quickly 

restorable customers within the duration of less than three minutes so that the interruption to the 

quickly restorable customers does not increase the SAIDI (interruptions of less than three minutes are 

excluded from the calculation of the SAIDI).  

2.2. Distribution Network Reliability Indices 

The performance of distribution networks can be evaluated by different indices. These indices are a 

measure of the reliability and availability of supply experienced by customers. The two basic 

categories of network reliability indices are customer-based indices and load-based indices. 

Customer-based indices quantify the loss of supply in terms of the frequency, duration, the amount of 

installed equipment affected such as transformers and the number of customers affected by outages 

occurring on the network [4]. Load-based indices record the frequency and duration of interruption of 

the load. The indices considered in this study are the System Average Interruption Duration Index 

(SAIDI) and the System Average Interruption Frequency Index (SAIFI). SAIDI measures the average 

amount of time that the customers are without supply over customers served and it is defined by the 

equation 2.1: 

𝑆𝐴𝐼𝐷𝐼 =  
∑(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑎𝑓𝑓𝑒𝑐𝑡𝑒𝑑 × 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑
… … … … . (2.1) 

The summation is for all the sustained interruptions (>3min) in a year. The SAIDI can be decreased 

(improved reliability) by decreasing the number of interruptions or by decreasing the duration of these 

interruptions (to less than three minutes). Since both of these reflect reliability improvements, a 

decrease in SAIDI indicates an improvement in reliability. 

 

The SAIFI measures the total number of interruptions experienced by customers per customer served 

and is defined by the equation 2.2: 

𝑆𝐴𝐼𝐹𝐼 =  
∑(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑎𝑓𝑓𝑒𝑐𝑡𝑒𝑑 × 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑠)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑆𝑒𝑟𝑣𝑒𝑑
… … … . (2.2) 

The summation is for all the sustained interruptions (>3min) in a year. SAIFI is a measure of how 

many sustained interruptions an average customer will experience annually. The SAIFI can be 

decreased (improved reliability) by decreasing the number of sustained interruptions experienced by 

customers. 

The advantages of the network reliability Key Performance Indicators (KPI) (SAIDI and SAIFI) are 

[5]: 
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 Forecasting and trend analysis on the network performance. Appropriate performance 

improvement plans can be implemented. 

 The predicted performance can also be evaluated against actual performance. Sustainable 

(long term) performance levels can be introduced into the electrical utility. 

 Appropriate performance target setting and Incentive Based Regulation (IBR) and 

monitoring. 

 The customer expectations and experiences can be compared against the actual performance 

(measured). 

 Rapid (<3min) restoration is not recorded and therefore it does not affect the SAIDI and 

SAIFI. 

2.3. Distribution Network Reliability 

MV networks have the highest impact on reliability because more customers are affected by faults on 

these networks. The difficulty with network is that it is extensive and could have line lengths that 

exceed 100 km [4]. Thus, when improving the network reliability, it is important to focus more on 

MV networks.  

 

Reliability also depends on numerous aspects such as location (urban or rural), environment, network 

topology and the type of equipment installed. So attention should be given to these factors when 

building distribution networks in order to ensure good reliability. Improving reliability is a main 

objective of the electric power industry and can reduce economic losses, reduce lost productivity, and 

increase customer satisfaction. The objectives of improving reliability in MV networks are [10]:  

 Maintain continuity of supply to customers. 

 Reduce the frequency and duration of sustained supply interruptions (i.e. SAIDI and SAIFI). 

 Minimize customers affected by sustained interruptions. 

 Determine the causes of sustained interruptions in order to take corrective actions to reduce 

them.  

 Analyse and improve performance. 

2.4. Benefits of FLISR to Power Utilities 

FLISR performs self-healing and quick recovery from faults. When a permanent fault occurs, the 

customers affected by the fault may be categorized into two groups: those that will have to wait until 

the faulted section has been repaired and those whose supply has been interrupted, but can be restored 

through the main or alternate supplies by means of switching and isolating the healthy section from 

the faulted feeder section. In most cases the second group of customers is larger than the first group. 

When performing system operations manually, the fault isolation and service restoration activities can 

only be done after the fault has been located. FLISR is able to restore service to customers in less than 

three minutes, resulting in significant reliability improvement compared to traditional manual 

switching. 

 

By implementing remote closing of the N/O point, the following will be the benefits for Eskom. 

 Minimise the number of customers affected by a sustained fault which will ultimately 

minimise the number of customer-hours interrupted (SAIDI).  

 Facilitate the decision to close the automated N/O point and hence restore many customers 

before the three minutes limit thereby improving both the SAIDI and the SAIFI to the values 

required by the National Energy Regulator of South Africa (NERSA).  
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 Reduce the number of customers affected by a sustained fault by automatically isolating the 

faulted location and restoring service to the remaining customers by transferring them to 

adjacent circuits.  

According to the technical and financial issues of the existing distribution network case studies 

discussed in Chapter 5, FLISR is selected as the most significant and beneficial solution to be 

implemented on such networks. The idea behind FLISR is to achieve the self-healing grid and 

reliability improvement, where the service for all customers is restored automatically after a few 

minutes (<3 min) from fault occurrence. The information required for FLISR is gathered from the 

field devices and processed in a control station. The main objectives of the FLISR are as follows: 

  Detect the fault quickly, locate the faulted section accurately and estimate probable fault 

location. 

  Isolate only the faulted section in the faulted feeder. 

  Restore the service as quickly as possible to the maximum number of customers. 

From the previous discussion, FLISR presents a solution for many challenges that the distribution 

network Work Teams face today. Applying FLISR on the proposed distribution networks will not 

require a complete replacement of the power equipment. Retrofitting will be marked by adding the 

appropriate smart devices for communication and data acquisition.  

2.5. Features enabling FLISR 

There are numerous distribution devices that are used to improve the safety and reliability of the 

distribution network. This section will review some of these devices and how they take part during 

FLISR operation. Self-restoration of power distribution systems is conducted through smart protective 

and switching devices that automatically isolate faulted sections and transfer quickly restorable 

customers to an alternate source when their normal supply has been lost.  Features that enable the 

functioning of FLISR are as follows: 

2.5.1. Fault Path Indicators (FPIs) 

One solution to assist Work Teams to locate a fault and separate healthy sections of a feeder is the 

installation of FPIs at strategic points along a feeder. FPIs exist for both overhead and underground 

cable networks. The FPIs operate by monitoring the current at a specific point on the feeder [6]. They 

will be incorporated into the System Control and Data Acquisition (SCADA) for remote monitoring. 

Upon detecting a fault downstream of the FPI, it will flash its LED or signal to SCADA to indicate 

when it sees a downstream fault. The Work Teams will know that the fault is downstream of that FPI 

[7]. The FLISR will be assisted by the FPI to locate the fault. According to [6], at least a 20 minute 

improvement on sectionalising time on the network with FPIs is achieved. The benefits of the FPI are 

realized when installed on long networks with a high number of customers rather than networks with 

fewer customers [7]. 

2.5.2. Automatic Reclosers  

Automatic reclosing devices are designed to trip and reclose for transient (short duration) faults. 

Automatic reclosers are electrically operated devices that can sense over-current (O/C), earth-fault 

(E/F) or sensitive earth-fault (SE/F) conditions. Subject to protection coordination settings, the 

automatic recloser will trip and automatically reclose. If the fault remains (sustained fault), the 

recloser will go through a fixed sequence of trip and reclose cycles after which it will lockout. When 

the recloser is in the lockout state the faulted section will be isolated from the supply and human 

involvement is required to close the recloser. Most automatic reclosers have three trips to lockout [4].  
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Automatic reclosers nowadays are capable of sophisticated protection, communication, automation 

and analytical functionality. With an abundance of processing power at their disposal, utilities have 

the flexibility to use the recloser as a stand-alone unit in a remote location, or to integrate several units 

into sophisticated substation automation systems. Whatever the application, the reclosers are flexible 

enough to evolve with the utility requirements. Reclosers monitor current, voltage, frequency and the 

power flow direction. During a fault, only the recloser that is closest to the fault will trip by 

coordinating the automatic reclosers. This is important for the successful implementation of reclosers.  

 

It is possible to operate the network in either manual operation mode where the operator has to 

manually perform the reconfiguration of the network or in an automated operation mode where the 

reclosers perform the entire task automatically. In manual operation mode, the following action are 

taken after the recloser immediately upstream of the fault automatically trips, recloses to lockout and 

remains open. The operator determines the location of the fault from the automatic recloser status 

and/or additional FPIs, opens the next automatic recloser downstream of the fault (that did not see the 

fault occurs assuming that there is no back-feeding in place) to isolate the faulted section, 

reconfigures the protection settings in expectation of restoration of supply from alternative source and 

closes the N/O point to restore power downstream of the faulted section. Power is restored to the 

healthy parts of the network and it is possible for the dispatcher to despatch the Work Teams to the 

faulted section of the feeder. Once the entire feeder is healthy, the operator can open the N/O point, 

reconfigure and close the automatic reclosers to restore the network to the normal configuration. In 

loop automation operation mode it is important to note that protection is the first and foremost 

function of the automatic reclosers. A more sophisticated automatic recloser is required to perform 

both protection and automation functions [4]. In addition to these the reclosers have to measure power 

flow and measure voltage on both sides of the open recloser. 

 

In an automated network the following actions will take place when a sustained fault occurs:  

 The automatic recloser immediately upstream of the fault automatically trips, recloses to 

lockout and remains open.  

 The faulted section is isolated. 

 Automatic reclosers downstream of the fault automatically change their protection settings in 

anticipation of power flow in the opposite direction.  

 The N/O point recloser closes automatically. This will automatically restore power to the 

healthy parts of the network. The dispatcher can now dispatch Work Teams to the faulted 

section of the network. It is also possible for the loop automation system to restore the 

original configuration when the fault is cleared. 

 

The majority of faults on a distribution network can be considered temporary in nature meaning that 

they do not re-occur if the power is restored to the network soon after a trip. Automatic reclosing 

devices are therefore specifically designed to trip and successfully reclose after transient fault 

conditions.  

2.5.3. Sectionalizers and Automated Feeder Switches  

 

Sectionalizers are electrically operated devices that are used in conjunction with an upstream recloser 

to isolate a sustained fault. The device isolates the faulted section before the recloser finishes a 

sequence of automatic reclosing and locks out. Automated feeder switches improve the reliability of 

the network by reducing the outage duration, frequency of interruptions as well as reducing the impact 
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on the affected customer. The FLISR will use these devices to isolate the fault from the healthy part of 

the feeder.  

2.5.4. Remotely operated N/O points  

Medium voltage distribution rings are usually fitted with N/O points splitting the ring into two 

separate feeders. The purpose of the N/O point is to ensure selectivity for protection systems and 

reduce the impact of faults by limiting the number of customers that are affected when the protection 

operates. However, on the downside, the N/O points might indirectly incur additional grid losses by 

preventing optimal power flow. With power flow that shows strongly dynamic behaviour throughout 

the day, the optimal location for the N/O point would continuously change, as ideally the current 

flowing through each feeder should be roughly equal. Following a fault, N/O points can be closed so 

that the supply can be restored to quickly restorable customers. The idea is to isolate the faulted 

section and reconnect the healthy part of the system as soon as possible.  To achieve back-feed power 

restoration, healthy portions of the feeder that have lost power are restored through their N/O points 

from neighbouring sources [1]. The restoration of supply will be quicker and does not directly depend 

on the fault repair time. The back-feed restoration should not overload any part of the back-feeding 

network. Communications may be desirable in order to monitor the status of the network at several 

key points to assist Work Teams. In a manual recloser system the feeder upstream from the fault is 

unaffected by communication problems but communications are required to reconfigure the 

downstream portion of the network and to control the N/O point. Chapter 3 focuses more on this 

topic. 

2.6. The FLISR process 

When the network is operated without FLISR, part of the feeder will experience an outage until Work 

Teams arrive on site for manual operation.  Figure 2.2 illustrates restoration time activities during an 

outage, from the occurrence of the fault until the feeder is returned to a normal state [8]. When a fault 

occurs, a customer phones to report the fault or a breaker trips. Then Work Teams must travel to the 

approximate fault location identified by protective relays and FPIs and locate the fault by patrolling 

the suspected faulted portion of the feeder. Once the Work Teams manage to locate the fault, they 

isolate the faulted section and perform manual switching to restore supply to as many customers as 

possible. After that they repair the fault and restore supply to the rest of the customers. Based on the 

typical restoration time without FLISR, customers connected to healthy portions of the feeder can 

experience an outage lasting several minutes to hours as can be seen in Figure 2.2. 

 

Figure 2.2: Outage time for a distribution network without FLISR [8]. 
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With FLISR as can be seen in Figure 2.3, FLISR can reduce the outage duration for the same 

customers to one minute or less. When a fault occurs, FPIs immediately report the fault (via the 

SCADA) to the FLISR. Before performing any operations, the FLISR will allow protection and 

control schemes such as automatic reclosers time to operate. If automatic reclosing is not successful 

because of a permanent fault, then the FLISR will be triggered. The FLISR will then automatically 

detect that a fault has occurred, locate the fault between two switches, open the switches that surround 

the faulted section to isolate the faulted section of the feeder, and then close other switches (where 

possible) to restore supply to the healthy sections of the feeder.  

 

Figure 2.3: Outage Time for a distribution network with FLISR [8]. 

All of these actions are completed without manual intervention [8]. The FLISR steps are detailed 

below:  

2.6.1. Fault Detection:  The FLISR operates as a result of a permanent fault on the feeder. It 

should not operate when a feeder becomes de-energized due to manual switching 

activities or due to an emergency that triggers under-frequency or under-voltage load 

shedding. Therefore, fault detectors are essential to activate the FLISR when a permanent 

fault is detected. Automatic reclosers trip and lockout to provide a signal to trigger the 

FLISR. After the recloser locks out, the faulted section on the tripped feeder needs to be 

located [9].  

 

2.6.2. Fault Location:  The next step is to determine the portion of the feeder that contains the 

fault. A FPI determines if fault current has recently passed through the FPI and indicates 

this by flashing its LED (and indicates this to the SCADA). This indicates that there is a 

fault located downstream of the FPI. The FLISR uses the FPI status indications and 

automatic recloser operations to determine what section is faulted. The faulted section is 

bounded by one FPI that has a fault indication and one or more FPIs that did not see the 

fault [8].  

 

2.6.3. Fault Isolation:  The FLISR then issues control commands (via the SCADA) to open the 

feeder switches needed to isolate the faulted section of the feeder based on the Fault 

Location analysis described in 2.6.2 above. The FLISR waits for the automatic reclosing 

sequence to be completed before it operates. This is done to ensure that feeder 

reconfiguration by the FLISR is only performed as a result of a permanent fault.   
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2.6.4. Service Restoration:  Once the faulted section of the feeder is isolated, the FLISR will 

restore supply to as many customers as possible via the original supply and alternative 

sources. After isolation and before restoration, capability estimations need to be carried 

out to determine if back-feeding is possible [9]. Any portion of the feeder that is upstream 

of the faulted section can have its supply restored from the original source without any 

capacity calculations. However, to restore downstream feeder sections, the feeder should 

have a back-feeding source with sufficient capacity to carry the additional customers 

being transferred. If sufficient capacity exists, then the N/O point is closed to allow back-

feeding to restore supply.  If there is insufficient capacity, then the portion of the feeder in 

question will remain de-energized until Work Teams arrive on site. All of the above 

actions can be completed in less than one minute with no manual intervention when using 

FLISR [8]. 

2.7. FLISR Architectures 

The various architectures of FLISR deployment are:  

 Centralized FLISR (C-FLISR)  

 De-Centralized FLISR (DC-FLISR)  

 Distributed FLISR (D-FLISR)  

The centralized approach may be implemented as one of the applications of the Distribution 

Management System (DMS) or Distribution SCADA. Feeder optimization can be achieved at the 

highest possible level with more complex switching logic and effective load distribution. However, 

each switch controller needs to communicate with the control centre directly and this may require a 

high bandwidth communication network, as well as accurate load model information. The response 

time of the complete automation system may be comparatively high [9]. This research will focus on 

the centralized FLISR approach to be implemented in case studies.  

On the other hand, the DC-FLISR system is deployed at the substation level using a single or a 

redundant automation device installed in each substation. The remote I/O modules installed at each 

switch/recloser location need to be connected to the distribution substation automation device over a 

communication network. As compared to the C-FLISR, the DC-FLISR system is faster with lower 

bandwidth requirements. The achieved solution may not be the best one but it is easy and less 

expensive to deploy [9].  

The distributed approach (D-FLISR) uses controlled devices at each switch or automatic recloser 

location and these devices communicate amongst each other to determine where the fault has occurred 

and to determine the appropriate switching actions necessary for the restoration. As the intelligent 

devices (controllers) are distributed, the reliability of the scheme is higher. However, this requires a 

controller, instead of remote I/O units, at each switch location [9].  

Today the concept of Distribution Automation (DA) is evolving into a DMS, which is a decision 

support system to help operators monitor and control the entire distribution network in an optimal 

manner while improving safety and reliability.  The DMS will assist, not replace, the operating 

personnel who will continue playing an essential role in managing the operation of the distribution 

system. While some DMS control applications are fully automatic, this does not eliminate the need for 

operator oversight of all operations. A primary DMS objective is to optimize distribution system 
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performance by “squeezing” as much capability as possible out of existing assets. This is a major new 

responsibility for control room operators, who have focused on maintaining workforce safety and 

“keeping the lights on.” Adding this new operating responsibility is one of the most significant DMS 

implementation challenges, often requiring new control room procedures, extensive training and 

certification, and additional technical support. The DMS consists of three major components: 

distribution SCADA, advanced distribution applications, and external interfaces [8]. Figure 2.4 

illustrates how these three pieces fit together [8]. 

 

Figure 2.4: DMS pieces [8] 

These technologies work together to automate power restoration, reducing both the duration and 

impact of power interruptions while minimising maintenance and operational costs. The impact on 

customers affected by the outage is also minimised through automatic restoration of supply to 

unaffected sections of the network. Where back-feed capabilities are available, the supply to affected 

customers is also restored by transferring them to an alternative supply. The minimised number of 

affected customers and the associated lower customer minutes of interruption are the primary benefits 

of reliability improvement in a power distribution system. 

2.8. FLISR Impact on Existing Protection and Control Functionalities 

FLISR should coordinate with existing protection and control functionalities already installed in the 

network. So the following issues regarding existing protection should be kept in mind: 

 Protection such as recloser relays and circuit breakers must operate to indicate that a 

permanent fault has occurred on the distribution network. The protection system must be able 

to inform FLISR of any sustained fault detected.  

 The FLISR should not operate until existing protective relays have completed their necessary 

operations, such as automatic reclosing. The FLISR should operate for permanent faults that 

have caused automatic recloser trip and lockout.  

 Connecting a large portion of a faulted feeder to an alternative feeder may increase the length 

of the alternative feeder by a considerable amount.  Protective relays on the alternative feeder 

must be able to see faults on the entire feeder after re-configuration. This means that there 

should be protection settings to cater for back-feeding. It may be necessary for FLISR to 

assign an alternate protection settings group during feeder re-configuration [8]. 
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3. Automatic Supply Restoration: Remotely Closed N/O point. 

3.1. Introduction 

The idea of the remotely closed N/O point is for the system to act as soon as possible in a fault 

condition in order to restore supply to customers. The automation of distribution systems with the 

installation of remotely controlled or automated switches plays an important role in reducing the time 

to restore supply to customers. These devices have been shown to be economically viable due to the 

growth of a large number of automation equipment suppliers and new communication technologies. 

In this chapter, a methodology for the automatic restoration of supply in distribution systems by 

means of remotely controlled N/O points is presented.   

3.2. Methodology for remote closing of N/O points to restore supply.  

When a sustained fault occurs downstream of an automatic recloser REC-1 in Figure 3.1 the short 

circuit current will be flagged remotely in the SCADA system. REC-1 follows its reclose sequence 

and locks out automatically to isolate the sustained fault.  

 

When a sustained fault occurs upstream of REC-1, loads downstream of REC-1 should not see a 

sustained interruption so REC-1 is opened remotely and either N/O-1 or N/O-2 is closed to transfer 

customers downstream of REC-1 to the adjacent feeder FD-2 or FD-3. 

 

 
Figure 3.1: Example of switches in a distribution network 

 

The technical and operational feasibility of load transfers using remotely controlled N/O points is 

verified by simulations. If there is more than one option of load transfer (e.g. to FD-2 or FD-3), the 

best option will be chosen based on the availability of spare capacity without violating voltage and 

conductor thermal limits. After this analysis, the FLISR tool automatically sends the necessary 

commands to close the respective N/O point. 
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Figure 3.2: Architecture of the developed auto-restoration system [8] 
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3.2. Back-feeding Interconnectors 

The transfer of power to an alternative source is viable if the following operating criteria are not 

violated during normal and N-1 contingency conditions [10]:  

 Thermal overload: Continuous ratings of lines, cables or transformers are not exceeded. 

 Undervoltage: No busbar voltage is allowed to fall below statutory or contracted limits (e.g. 

minimum of 0.925 p.u. and maximum of 1.05 p.u. as prescribed by NERSA NRS 048-2)   

 

In utility networks high reliability of supply is of fundamental importance as any major interruption of 

supply causes major inconvenience to the customers, can lead to life threatening situations and for the 

industrial customers may pose severe technical and production problems. In such situations, the 

electricity utility incurs a large loss in revenue. Therefore, interconnected networks capable of 

supplying each customer via alternative routes have high ranking and radial networks have low 

ranking with respect to network reliability and flexibility. 

The N-1 contingency scenario is usually set for urban MV cable networks regardless of the feeder 

length and customer load. However, there is no explicit requirement for redundancy in overhead MV 

networks. Redundancy in overhead MV networks should only be implemented when it can be 

economically justified [10]. 

If two interconnectors can both back-feed the same or similar amount of load and can be justified, 

then the selection of the preferred interconnector also needs to consider the line length exposure to 

faults.  

3.2.1. Selecting the Best Interconnector  

In order to identify the best interconnector, the steps are:   

 Identify different interconnection options.  

 Calculate the amount of load that can be back-fed by each interconnector.  

 Select the interconnector with the highest amount of customer load back-fed that does not 

overload the equipment or cause under-voltages.  

 Exclude the interconnectors that have high exposure to faults. 
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Figure 3.3: Example of two feeders with potential of back-feeding each other 

Figure 3.3 shows two overhead MV feeders with the potential for back-feeding. For this example, 

assume that the thermal ratings of the feeders are the only constraint for back-feeding, i.e. voltage 

limits are not an issue. However, for the case studies in this dissertation, both thermal and voltage 

limit constraints are considered. Figure 3.4 shows different possible interconnectors that are capable 

of providing back-feeding. 

Step 1: Identifying all possible interconnection options 

 

Figure 3.4: Possible interconnection options  



15 
 

Step 2: Calculating load that can be back-fed 

 Interconnector A 

For a fault on Feeder A downstream of Recloser A (tripping Recloser A) using interconnector A as 

the back-feeding arrangement, Recloser E on Feeder A has to be opened to prevent Feeder B from 

exceeding its thermal capacity limit. This means that Feeder B can at a maximum only supply 400 

kVA of Feeder A under back-feeding conditions. If Feeder A is back-feeding Feeder B due to the loss 

of supply from Substation B, Feeder A can supply the whole of Feeder B (i.e. 2100 kVA) without 

exceeding the thermal limits of Feeder A.  

 Interconnector B 

For a fault on Feeder A downstream of Recloser A and upstream of Recloser D using Interconnector 

B as the back-feeding arrangement Recloser D on Feeder A has to be opened to prevent Feeder B 

from being overloaded. The maximum load that Feeder B can therefore back-feed to Feeder A is 600 

kVA. If Feeder A is back-feeding Feeder B due to the loss of supply from Substation B, Feeder A can 

supply the whole of Feeder B (i.e. 2100 kVA) without exceeding the thermal limits of Feeder A. 

 Interconnector C 

For a fault downstream of Recloser C on Feeder A the load on the first section of Feeder A is too 

large for Feeder B, so no back-feeding is possible. Feeder B therefore cannot back-feed Feeder A via 

Interconnector C. However, if Feeder A is back-feeding Feeder B due to supply from Substation B 

being unavailable, Feeder A can supply the whole of Feeder B (i.e. 2100 kVA) without exceeding the 

thermal limits of Feeder A. 

Step 3: Establish which interconnectors are the most suitable 

From step 2, the total load that can be back-fed by the different interconnection options is as follows: · 

 Interconnector A (10 km) = 2,500 kVA  

 Interconnector B (5 km) = 2,700 kVA  

 Interconnector C (2 km) = 2,100 kVA 

The sum of peak loads restored by each interconnector versus the length of the interconnector is 

economically justifiable for all interconnectors as clearly demonstrated on Figure A.1 in the Appendix 

A. A short (in km) interconnector that can back-feed most load is said to be economically justifiable. 

Step 4: Selection of the optimum interconnector 

It can be seen that Interconnector B can back-feed the most load. Interconnector A can back-feed a 

similar amount of load and is most suitable. At this point the selection should consider the likelihood 

of the interconnectors being used based on the line length exposure that is mitigated by the 

interconnectors. However line length exposure was not considered in this example and Interconnector 

B is selected as the optimum interconnector purely on the basis that it can back-feed the most load. 

Step 5: Considering additional interconnectors 

In order to select additional interconnectors it is assumed that Interconnector B has been constructed. 

Steps 1 to 4 are repeated to calculate the load that can be back-fed by the remaining interconnecting 

options for scenarios when Interconnector B cannot be used. 
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Figure 3.5: Choosing the best interconnector algorithm 
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3.3. The Automatic Restoration Process 

 

After a fault the restoration strategy should restore supply quickly to the maximum number of 

customers. In order to do this, voltage and current measurements must be obtained from various 

points of the network for analysis pre-outage and post-outage.  If a downstream N/O point is closed to 

back-feed the lost load on the original feeder, the back-feeding feeder will supply more power over a 

greater distance and run the risk of (i) voltage regulation issues towards the end of the newly back-

feeding feeder and (ii) current violations at the primary substation end of the back-feeding feeder [11]. 

 

The upstream restoration is straightforward and can be achieved by: 

 Opening the upstream switch closest to the faulted section  

 Closing the main switch at the primary substation.  

 

The downstream restoration involves transferring of unfaulted sections to possible neighbouring 

feeders by back-feeding through N/O points.  

 

In order to choose the best back-feeding N/O points, simulations are required to: 

 Choose the feeder that could give the highest number of customers  that could be restored   

 Determine the maximum extent of back-feeding possible without either voltage or current 

violations [11]. 

 

Prior to closing the N/O point and restoring customers in unfaulted sections, the following safety 

checks are required. 

 Determine pre-fault load on the unfaulted section of line. 

 Compare pre-fault load to capacity and determine if the alternate source can handle the un-

faulted section load. 

3.3.1. Supply Restoration Algorithm 

 

The basic assumptions for the algorithm are as follows, modified from [11], [12]: 

 The substations are assumed to have a fixed capacity  

 Loads are considered to be constant power. 

 

Following a fault the algorithm in Figure 3.6 searches for all N/O points that could provide back-

feeding capabilities. The steps involved are: 

 

Step 1: Searches amongst all the switches downstream of the fault until reaching N/O points and 

assumes that all of them are in the open state. 

 

Step 2: Considers how many customers experiencing an outage could be restored by closing each 

N/O point. 

 

Step 3: Performs a load flow study for the different back-feeding interconnector alternatives to 

determine if the back-feeding substation and feeder conductors have the necessary spare capacity 

(which depends on the time of the day). It also checks if voltage and conductor thermal levels are 

within the limits. 
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Step 4: Selects the best interconnector which has a higher spare capacity and is not overloading the 

feeder conductor.  

 

Step 5: The remaining customers experiencing an outage would be supplied by searching amongst the 

remaining back-feeding points repeating steps 1 to 5 and choose the second best interconnector. 

 

Step 6: Recording the number of quickly restored customers. These customers are excluded in the 

calculations of SAIDI and SAIFI. 
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                                                                                                                                   Yes 

                                                                                                                  

                                                                                           No                                                                                      

 

 

                                                                                                                                  Yes  

                                                           

Start 

Search for all the isolation switches 

downstream of the fault location until 

reaching the N/O points. 

Move to other back-feeding 

points to serve the rest of 

the loads. 

Open and isolate faulted section. 

Choose the best interconnector 

considering substation with higher 

spare capacity and a back-feeder 

feeder that has voltages and 

conductor loading within the 

thermal limits 

Run load flow for back-feeding by 

calculating spare capacity, check voltage 

levels and conductor thermal limits of 

each back-feeding interconnector and 

substation.  

Redistribute the loads among 

other back-feeding points. 

Are the spare capacities 

of different back-feed 

paths the same? 

Is equipment not 

overloaded and no 

under-voltages? 

Final Restoration and calculate 

quickly restored customers. 

Are all N/O points 

taken care of? 

Figure 3.6: Service auto restoration algorithm [11]. 
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4. Equipment and Human Safety and Security issues associated with 

closing a N/O point remotely 

4.1. Introduction 

It is important to understand the state of the network before remotely closing the N/O point for 

automatic restoration. There are issues that need to be taken into consideration before performing an 

automatic supply restoration in order to ensure safety of personnel and equipment.  

4.2. Safety and Work Processes 

The safety of workers, the general public and equipment must not be compromised. This imposes the 

biggest challenge for deploying any remotely controlled system. New automation systems often 

require new work processes [5]. Utility personnel must be well trained to safely operate and maintain 

the new automated distribution system.  

Safety related issues include [5]:  

 Requirements for a visible gap for disconnect switches. 

 No automatic closures after 2 minutes have elapsed following the initial fault to protect Work 

Teams.  

 System disabled during maintenance (live line) work, typically locally and remotely.  

 Each algorithm has several safety checks before any operation occurs.  

 Communications Status - verify that all necessary devices are on-line and communicating. 

 Switch Position - verify that each appropriate line switch is in the appropriate position. 

 Voltages - check that the appropriate feeders are energized. 

 Feeder Breaker Position - verify the faulted feeder breaker is in its opened position and is 

opened only by a relay, not by SCADA or by the breaker control handle.  

4.3. Line Phasing  

Phasing must be checked during the initial commissioning of the N/O point. The phasing must be the 

same for the back-feeding feeder and the back-fed feeder.  

4.4. Protection settings coordination  

Faults occurring in the distribution system must be sensed quickly and immediately isolated to 

prevent hazards to the general public and utility personnel. Protective relays are used to sense fault 

conditions caused by fault in the distribution system and the use of proper schemes and settings can 

help to maximize sensitivity and selectivity. For automatic or remote back-feeding, protection relays 

should be able to protect when the supply is coming from the alternate source. When feeder 

automation is used in a looped network, it is necessary to consider using reclosers and sectionalisers 

with capabilities such as directional protection and loop automation. Some permanent faults can be 

equipment failures or cables damaged by excavation equipment.  

Connecting a large portion of a faulted feeder to an alternative feeder may increase the length of the 

alternative feeder by a considerable amount. With full directional capabilities the reclosers and 

sectionalisers are configured for protection with power flowing in either the forward or reverse 

direction. This allows the utility to remotely close the N/O point in the event of a fault without having 

to reconfigure the other switchgear in the feeder. It is therefore important to focus on the 

communications link to the N/O point and by ensuring that reliable power restoration will always be 

possible. 
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The ability to have several relay settings groups that can be selected automatically to meet the needs 

of the system is one of the most useful features of automatic restoration. Switchgear status can be 

used to switch to appropriate setting groups [13]. 

4.5. Back-feeding source spare capacity  

The back-feeding source must be capable of taking the load of the quickly restorable customers before 

closing the N/O point. The capacity as well as the number of source feeders that supply a substation 

impacts the availability of supply to the customers supplied from that substation. Reliability of supply 

can be improved by adding a second source to a substation either via a second feeder in parallel to the 

existing feeder, or by closing the loop between two substations that are not connected. In cases where 

a substation has two source feeders but only a portion of the load can be back-fed due to thermal or 

voltage limits, full redundancy can be achieved by increasing the capacity of the feeder that is the 

constraint. 

4.6. Conductor thermal rating  

The conductor used for the original feeder should be the same as the conductor for the feeder that will 

take up the load. The conductor thermal rating and the feeder voltage drop both limit the loads that a 

feeder can supply. The check of equipment loading and thermal limits is important to determine 

whether load transfers can safely take place. 

The power transfer on overhead lines affects the sag of the conductor and hence the height of the 

conductor above the ground. This in turn affects the safety of the public. The determination of the 

allowable power transfer is thus not only a function of the properties of the conductor but also of the 

safety to the public. 

According to the Eskom Conductor Current Rating Distribution Standard DST-240-100176272 [13], 

ratings are calculated for normal and emergency conditions at 75ºC and 90ºC. The lines were then 

templated at 50ºC according to an Internal Eskom Directive, IED 15/6/1-1 1970. This means that if 

the conductor temperature reaches 50ºC, the height of the conductor above the ground would be at the 

minimum height prescribed by law [13]. It is necessary to use equipment more efficiently ensuring 

that thermal ratings are not over the prescribed limits. In the cases where the electrical requirements 

such as the conductor thermal loading, reliability strategies can be implemented as shown on Table 

A.1 in Appendix A. 

4.7. Fault Isolation  

Inadequate or inaccessible isolating links can substantially increase the duration of outages. The 

number and location of isolating links shall be determined when designing for an automatic supply 

restoration. The faulted apparatus must be isolated from all possible sources of supply. According to 

Eskom’s Operating Regulations for High Voltage System (ORHVS), an authorized person physically 

carries out the switching, linking, safety testing and earthing in order to make the apparatus safe to 

work on. Isolation of the faulted equipment must be done before closing the N/O points and isolators 

must leave a visible gap when open. This means that the time to find a fault should be minimal in 

order to quickly isolate the faulted section and remotely restore power to quickly restorable customers 

via remotely controlled N/O points. In order to minimize the time to find a fault, more reclosers and 

FPIs on every tee-off should be strategically installed. The status of the network must be known. 

A person cannot close any switch or breaker without permission from the Network Control Centre. 

The implementation of a supervisory remotely controlled N/O point instead of a manually operated 
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N/O point will reduce the restoration time because there will be no time required for Work Teams to 

travel to the N/O point to close it. The N/O point will be remotely closed by the Network Controller. 

4.8. Voltage Limits 

MV distribution feeders have to comply with the voltage regulation standards required by the 

National Energy Regulator of South Africa (NRS-048) as well as the Distribution Voltage Regulation 

and Apportionment Limits Standard DST_34-542. Therefore, before and after closing a remotely 

controlled N/O point it is important to ensure that the MV distribution network operates within the set 

voltage regulation standards as the first step in reliability planning. The maximum number of 

customers that can be supplied per MV feeder, without exceeding the voltage regulation limits defined 

by NRS-048 and DST_34-542, is determined by: 

 Network voltage e.g. 11 kV or 22 kV 

 Backbone length of the feeder 

 Line type (cable vs. overhead) as described on Table A.2 in Appendix A 

 Maximum allowable voltage drop 

 Maximum allowable loading 
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5. Case Studies 
 

DIgSILENT PowerFactory software was used for load flow studies.  

 

The following were performed on pilot feeders: 

 The three case study networks in the MOU were modelled with and without FLISR being 

implemented (for the FLISR case the scenarios where the N/O point is allowed to be closed or 

not were modelled). 

 The planned FLISR solution was presented to the stakeholders in the Eskom MOU i.e. 

Network Planning, Plant, Project, Distribution Management System (DMS)/SCADA and 

Land Development departments to get approval for this project to be implemented on real 

Eskom MV lines. 

 Training of Network Controllers and Work Teams on Loop Automation concepts was done so 

they can do manual Loop Automation which will help to prepare them for FLISR operation. 

 

The case studies discussed in this chapter are conventional distribution networks i.e. those without 

automated N/O points.  
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5.1. Case Study 1: Balfour Munic/Siyathemba 1 and 2 22 kV Overhead Line 

Feeders 

The performance of the distribution network before the implementation of FLISR and after the 

implementation of FLISR was investigated.  Feeders were chosen as case studies based on intelligent 

devices that allow the implementation of the FLISR.  

The first case study was the Balfour Munic/Siyathemba 22 kV feeder. This feeder was chosen based 

on its poor performance and good back-feeding capabilities. This feeder features on the SAIDI and 

SAIFI Top 100 worst performing feeder list for the MOU.  The feeder ranks as number 20 in the 

Operating Unit, number 15 in the Ermelo Zone and number 2 in the Secunda Sector as a poorly 

performing feeder. This feeder has experienced an excessive number of trips and long customer 

duration outages. 

5.1.1. Feeder Characteristics 

The Balfour Munic/Siyathemba 22 kV feeder has been split into two feeders; the Balfour 

Munic/Siyathemba 1 22 kV feeder and the Balfour Munic/Siyathemba 2 22 kV feeder. Both these 

feeders are on the top 100 worst performing feeders in the MOU.  

The Balfour Munic/Siyathemba 1 22 kV OHL Feeder 

 

Figure 5.1: The Balfour Munic/Siyathemba 1 22 kV OHL Feeder 
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The Balfour Munic/Siyathemba 2 22 kV OHL Feeder 

 

Figure 5.2: The Balfour Munic/Siyathemba 2 22 kV OHL Feeder 

Figure 5.1 and Figure 5.2 show the positioning of the Nulec reclosers, sectionalizers and N/O points. 

The Balfour Munic/Siyathemba 1 22 kV feeder has three Nulec reclosers, 79 sectionalizers and two 

N/O points as shown from the feeder characteristics on Table 5.1. The Balfour Munic/Siyathemba 2 

22 kV OHL feeder has two Nulec reclosers, 64 sectionalizers and two N/O points which are used for 

back-feeding.  

Table 5.1: Balfour Munic/Siyathemba 1 and 2 22 kV OHL Feeders Characteristics 

Feeder Customers Isolators Transformers Reclosers 
Line 

length  
SAIDI SAIFI 

Balfour 

Munic/Siyathemba 

1 22 kV feeder 

2801 79 39 3 18.58 km 74.9 hr 53.11 

Balfour 

Munic/Siyathemba 

2 22 kV feeder 

1343 64 39 2 14.12 km 72.8 hr 37.99 

 

5.1.2. Feeder Performance 

The Balfour Munic/Siyathemba 1 22 kV feeder had a SAIDI of 74.91 hours against the target of 27.89 

hours with 2801 customers. The Balfour Munic/Siyathemba 2 22 kV feeder had a SAIDI of 72.8 

hours against the target of 24.04 hours with 1343 customers. Table 5.2 shows the impact of faults per 

recloser on customers. 
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Table 5.2: Faults contribution per recloser 

Balfour Munic/Siyathemba 1 22 kV OHL 

Breaker 

No. of 

Faults 

Fault 

Contribution 

(%) 

Customer 

Interruption  

Customer 

Interruption 

Contribution (%) 

BMS58/1 22 kV Recloser 26 54% 38139 46% 

BMS62 22 kV Recloser 14 29% 15705 19% 

BMS1 22 kV Recloser 8 17% 28601 35% 

Balfour Munic/Siyathemba 2 22 kV OHL 

2BMS1 22 kV Recloser 2 13% 2683 13% 

2BMS53 22 kV Recloser 13 87% 17439 87% 

 

On the Balfour Munic/Siyathemba 1 22 kV feeder, the BMS58/1 Nulec recloser experienced a lot of 

faults that affected many more customers than other reclosers. On the Balfour Munic/Siyathemba 2 22 

kV feeder, the 2BMS53 Nulec recloser experienced almost 90% of the faults. More customers 

experienced outages beyond this recloser. N/O points will be automated so that FLISR will quickly 

restore supply to all customers not affected and thereby reduce the SAIDI. This will be done by 

replacing N/O points with supervisory circuit breakers so that they can be operated remotely by the 

Network Controller or FLISR tool.   

5.1.3. Applying FLISR features on the Balfour Munic/Siyathemba 22 kV Feeders 

In order for the FLISR to function on the Balfour Munic/Siyathemba 22 kV feeders, many field 

devices will need to be replaced to provide FLISR functionality. These devices should be monitored 

remotely which means they should be installed with a Remote Terminal Unit (RTU) for supervision. 

Currently the N/O points are operated manually and they will have to be replaced so that they can be 

operated remotely so RTUs will be added to them in order to remotely operate them. Sectionalizers 

are also operated manually and it will be necessary to replace them so that they can be operated 

remotely. The auto-restoration process was applied for this case study. 

5.2. Case Study 2: The Lebohang/Lebohang 2 22 kV Feeder 

The second case study was the Lebohang/Lebohang 2 22 kV feeder which is fed from Lebohang 

Substation. This feeder was also chosen based on its poor performance and poor back-feeding 

capabilities. This feeder also features on the SAIDI and SAIFI Top 100 worst performing feeder list 

for Mpumalanga Operating Unit.  The feeder is ranked number 35 in the Operating Unit, number 3 in 

the Ermelo Zone and number 1 in the Secunda Sector as a worst performing feeder. This feeder has 

experienced an excessive number of trips and long duration customer outages.  

Table 5.3: Lebohang/Lebohang 2 22 kV feeder characteristics 

Feeder Customers 
N/O 

Points 
Reclosers 

Line 

length  
SAIDI SAIFI 

Lebohang/Lebohang 

2 22kV 
6117 1 2 11.91 km 33.5 hr 22.92 
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As shown on Table 5.3, this feeder has about 6117 customers, is only 11.79 km in length. It currently 

has a SAIDI of 33.5 hours against the target of 27 hours and a SAIFI of 22.92 interruptions against the 

target of 16 interruptions. 

 

Figure 5.3: The Lebohang/Lebohang 2 22 kV OHL Feeder 

Figure 5.3 shows a single line diagram of the Lebohang/Lebohang 2 22 kV OHL feeder. It shows 

points where there are equipment such as Nulec reclosers, N/O points and isolators. The 

Lebohang/Lebohang 2 22 kV feeder has one N/O point at 2LLE5/1 which is back-feeding from the 

Lebohang/Lebohang 1 22 kV feeder and is protected by one Nulec Recloser at 2LLE4A/1. Table 5.4 

shows the distribution of faults per recloser and the impact of the fault in terms of customer 

interruption.   

Table 5.4: Fault per Recloser - Lebohang/Lebohang 2 22 kV OHL Feeder May 2017 

Lebohang/Lebohang 2 22 kV OHL Feeder 

Breaker 
No. of 

Faults 

Fault 

Contribution 

(%) 

Customer 

Interruption  

Customer 

Interruption 

Contribution (%) 

Feeder breaker 7 37% 49522 35% 

2LLE4A/1 22 kV 

Recloser 
12 63% 90269 65% 
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Figure 5.4 shows that the Nulec Recloser at 2LLE4A/1 experiences the majority of the faults that 

affect many customers. The portion of the feeder downstream of the Nulec Recloser 2LLE4A/1 has a 

lot of customers and there is no back-feeding point on that portion. 

 

Figure 5.4: Lebohang/Lebohang 2 22 kV breaker faults. 

The majority of trips are seen by the Nulec Recloser 2LLE4A/1 and only a few trips were encountered 

by the substation breaker.  

5.2.1. Applying FLISR features on the Lebohang/Lebohang 2 22 kV OHL Feeder 

The problem with the Lebohang/Lebohang 2 22 kV feeder is that it has limited back-feeding 

capabilities. So in order for FLISR to operate on this feeder, interconnectors from other supply 

sources (with N/O points) will have to be built to provide back-feeding capabilities. The existing N/O 

point at 2LLE5/1 will be replaced with a remotely controlled Nulec recloser for remote supply 

restoration. An additional recloser will be installed at 2LLE3 to improve supply restoration to the 

respective customers.   

5.3. Case Study 3: Applying FLISR on an Underground Cable Feeder 

The third case study was the Lebohang/Leslie Town 11 kV cable network. Remotely operated N/O 

point circuit breakers were simulated and will be installed. Figure 5.5 shows a reduced network 

diagram for Lebohang/Leslie Town 11 kV feeder. 
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Figure 5.5: Lebohang/Leslie Town 11 kV cable network. 

Table 5.5: The Lebohang/Leslie Town 11 kV Feeder characteristics 

Feeder Customers Transformers Line length  SAIDI SAIFI 

Lebohang/Leslie Town 11 

kV cable 
719 20 7.73 km 2.51 hr 3.41 

 

The performance of this feeder was satisfactory as can be observed from the SAIDI and the SAIFI in 

Table 5.5. However, automated restoration is applied to see how it can improve the supply restoration 

of the feeder. 
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Table 5.6: Faults contribution per recloser. 

Lebohang/Leslie Town 11 kV Cable Feeder 

Breaker 
No. of 

Faults 

Fault 

Contribution 

(%) 

Customer 

Interruption  

Customer 

Interruption 

Contribution 

(%) 

LTR  11 kV Breaker 1 20% 687 28% 

LTR22/1 11 kV Recloser (Mini-sub 

Problem) 
1 20% 340 14% 

LTR9/1 11 kV Recloser (Mini-sub Problem 

and cable theft) 2 40% 699 28.98% 

Lebohang TRFR 1 132 kV Breaker (Wire 

touching the conductor) 1 20% 686 28.44% 

 

Table 5.6 presents the fault contribution per recloser. It can be seen that for a fault contribution impact 

is high when LTR9/1 operates for a fault. This cable feeder has a number of mini-substations of which 

most are old and need to be replaced. The feeder begins with an OHL and has reclosers at LTR9/1 and 

LTR22/1. Interconnectors with remotely operated N/O points will be introduced to quickly restore 

other customers during fault conditions. LTR mini sub 9 is N/O. 
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6. Simulation Results 

6.1. Load flow studies  

DIgSILENT PowerFactory was used for the load flow simulations. In distribution networks the 

maximum allowable voltage variation is a major and often primary constraint in network planning and 

design. Assumptions for allowable voltage regulation limits have a major impact on both the capital 

and life cycle costs of distribution networks [23]. Traditional rural networks (networks in these case 

studies) comprise long (20-100 km) MV feeders, typically operating at 11, 22 or 33 kV (22 kV for 

these case studies), supplying individual or small groups of customers through small (16-200 kVA) 

distribution transformers. Most LV feeders are short (<100 m) relative to the MV feeders, and most of 

the voltage drop occurs in the MV network [23]. The limits and voltage drops refer to steady-state 

values and voltage variation occurs because of changes in load and active voltage control. It must be 

ensured that the expected voltages and voltage drops do not exceed acceptable limits. This is achieved 

by feeder load flow analysis, and comparison of the steady-state simulation results with utility 

standards for voltage limits and voltage drop limits. For this project, the voltage limits were based on 

Eskom distribution reliability standard DST_34-542 and NERSA limits as per NRS 048-2 which are 

maximum of 1.05 p.u. and minimum of 0.925 p.u. The following steps were followed during the load 

flow studies: 

 

 Step 1: It is initially assumed that the voltage at all points along the feeder is the same as the 

voltage measured at the substation busbar. This information can be automatically received by 

the remote measurement systems installed at the substations.  

 

 Step 2: Active and reactive components of the primary currents absorbed and/or injected in 

the system by the electrical elements are calculated. 

 

 Step 3: The procedure to obtain the current in all network branches consists of two stages: 

 A search in the node set is performed adding the current values in the set of branches 

and 

 Currents from the final sections up to the substation are accumulated. 

 

 Step 4: Voltage drops in primary conductors are determined.  

 

 Step 5: From the substation bus it is possible to obtain the voltage drops accumulated at any 

other part of the primary network and consequently the voltage values at any point. 

 

 Step 6: The difference between the new voltage values for all nodes and the previous values 

is checked. If this difference is small enough comparing to a previously defined threshold, the 

solution for the load flow calculation was found and the system is said to be convergent. 

Otherwise, steps 2 to 6 are repeated, using the calculated voltages to obtain the current values. 

The threshold of 1% was chosen, because it leads to accurate values for the voltages and 

currents without requiring too much processing time  

 

At the end of the process, the active and reactive powers and the technical losses in the primary 

conductors were determined for all branches of the feeder. The load flow study is used to determine 

whether any equipment is overloaded and this will make the decision on whether a N/O point can be 

closed remotely. 
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6.2. Case study 1: Balfour Munic/Siyathemba 1 and 2 (1BMS and 2BMS) 22 

kV OHL  

The Balfour Munic/Siyathemba 1 and 2 22 kV feeders are fed from the Balfour Munic 88/22 kV 

Substation. Both feeders are constructed with Mink conductors.  

 

Figure 6.1: The Balfour Munic/Siyathemba 1 and 2 22 kV Feeder Geographic Layouts 

Figure 6.1 presents a geographic layout of the Balfour Munic/Siyathemba 1 and 2 22 kV feeders 

which indicate the protection configuration by showing breakers and N/O point positions (represented 

by pole numbers). Both feeders have two options of back-feeding each other. 

Table 6.1: Feeders parameters before back-feeding 

Feeder Peak 

Load(MVA) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Balfour 

Munic/Siyathemba 

1 22 kV (1BMS) 

3.2 3.2 58.67 0.98 Mink 

Balfour 

Munic/Siyathemba 

2 22 kV (2BMS) 

0.85 0.85 44.80 1.01 Mink 

 

Table 6.1 presents the Balfour Munic/Siyathemba 1 & 2 22 kV feeder parameters. The parameters 

illustrate that both feeders are healthy as the loadings and voltages are within the limits. According to 

the Eskom Conductor Current Rating Distribution Standard DST-240-100176272 [13], the thermal 

loading of the conductor should not exceed 80% of the rated current of that conductor during normal 

conditions. 
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The voltage profiles in Figure 6.2 and Figure 6.3 show that the voltage is within the limits as per 

Eskom standard i.e. voltage must be between 0.925 p.u and 1.05 p.u.  

 

 

Figure 6.2: Balfour Munic/Siyathemba 1 22 kV Feeder Voltage Profile 

 

Figure 6.3: The Balfour Munic/Siyathemba 2 22 kV Feeder Voltage Profile 
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Automatic power restoration load flow studies were conducted to examine the possibility of back-

feeding the Balfour Munic/Siyathemba 1 22 kV feeder with the Balfour Munic/Siyathemba 2 22 kV 

and vice versa. The studies calculated the amount of load that needs to be back-fed and checked 

whether the back-feeding interconnector is capable of back-feeding this load. The studies analysed the 

feasibility of the load transfers and the results are considered as constraints in the optimization 

procedure. Load transfers may not cause an overload on the conductors and transformers, nor reach 

the pickup threshold of the protective devices, nor exceed the limits of voltage range of the primary 

network. The checking of the constraints is performed by considering the voltage and thermal loading 

limits of back-feeding feeder if they are compatible with the period of the failure. 

6.2.1. Back-Feeding Scenario 1: Losing the Balfour Munic/Siyathemba 2 22 kV (loosing 0.85 

MVA) 

The Balfour Munic/Siyathemba 1 & 2 22 kV feeders currently have peak loads of 3.2 MVA and 0.85 

MVA, respectively. If the Balfour Munic/Siyathemba 2 22 kV feeder breaker opens, all Balfour 

Munic/Siyathemba 2 customers will lose supply. To back-feed these customers, the N/O point at BMS 

100 will automatically close to back-feed the whole of the 0.85 MVA load through Balfour 

Munic/Siyathemba 1 22 kV. The Balfour Munic/Siyathemba 1 22 kV feeder will be able to carry 

2BMS load without violating conductor thermal and voltage limits as shown in Table 6.2. The 22 kV 

MV feeders are standardised to be loaded up to 5 MVA as per the Eskom MV Reliability Standard.  

Table 6.2: Parameters after closing BMS 100 to transfer load from 2BMS to 1BMS 

Feeder Peak 

Load(MVA) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Balfour 

Munic/Siyathemba 

1 22 kV 

3.2 4.08 61.63 0.97 Mink 

Balfour 

Munic/Siyathemba 

2 22 kV 

0.85 0 0 - Mink 
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Figure 6.4: 1BMS voltage profile after back-feeding 2BMS load through BMS 100 N/O Point 

6.2.2. Back-feeding Scenario 2: losing the Balfour Munic/Siyathemba 1 22 kV (losing 3.2 

MVA) 

If there is a fault on the Balfour Munic/Siyathemba 1 22 kV feeder affecting the entire feeder (losing 

the entire 3.2 MVA load), the remotely operated N/O point at BMS 60/5 will be closed to transfer the 

entire load from 1BMS to Balfour Munic/Siyathemba 2 22 kV without violating thermal and voltage 

limits as shown on Table 6.3.  

Table 6.3: Closing N/O point at BMS 60/5 

Feeder Peak 

Load(MV

A) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Balfour 

Munic/Siyathemba 1 

22 kV 

3.2 0 0 - Mink 

Balfour 

Munic/Siyathemba 2 

22 kV 

0.85 4.09 58.61 0.96 Mink 
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Figure 6.5: 2BMS after back-feeding 1BMS with BMS60/5 N/O point 

 The peak load does not exceed the 5 MVA limit of the 22 kV network according to the 

Eskom reliability standard during back feeding. So back-feeding is possible. 

 The voltages are within the NERSA limits which are 1.05 p.u. and 0.925 p.u. 

 The thermal loading for a healthy network should be between 0% and 80% of the rated 

conductor capacity according to the Eskom Reliability Standard. Both back feeding scenarios 

are within these limits. 

 The protection configuration of the network when back feeding is feasible. When there is a 

fault, the protection configuration will isolate the affected part of the network. 

6.2.3. Protection Settings 

Figure 6.6 is the protection coordination and configuration of the Balfour Muni/Siyathemba 1 22 kV 

feeder. The feeder breaker looking at the whole feeder, the first auto-recloser is looking at the 

BMS58/1 tee-off and the second auto-recloser is looking at BMS62. 
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Figure 6.6: Balfour Munic/Siyathemba 1 22 kV reduced single line diagram 

Table 6.4 is the three-phase, phase-phase and single-phase fault levels of Balfour Munic/Siyethamba 1 

22 kV that were used to determine the protection setting for the breaker and auto-recloser. 

Table 6.4: Fault levels for the Balfour Munic/Siyathemba 1 22 kV at Balfour Munic Substation. 

Position 3phase [A] phase-phase [A] 1phase [A] 

Feeder breaker 2369 2052 306 

BMS1 2366 2049 306 

BMS37 2252 1950 301 

BMS58 1932 1673 288 

BMS58/1 1918 1661 288 

BMS58/2 1904 1649 287 

BMS58/7 1821 1577 283 

BMS58/19 1672 1448 276 

BMS58/19/13 1531 1326 270 

BMS58/40 1454 1259 265 

BMS60 1904 1649 287 

BMS60/5 1837 1591 284 

BMS62 1877 1625 286 

BMS63 1864 1614 285 

BMS84 1541 1335 270 

BMS88 1487 1288 267 

BMS100 1376 1192 261 

BMS120 1221 1057 251 

Breaker settings are as shown in Table 6.5:  
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Table 6.5: Feeder breaker settings 

Breaker Overcurrent Earth fault Sensitive earth fault 

Feeder Breaker 326 A 40 A 5 A 

BMS58/1 230 A 20 A 3 A 

BMS62 230 A 20 A 3 A 

 

During normal operation, both feeders are in service and each carry a portion of the load. The time 

and instantaneous overcurrent elements are coordinated with the downstream relays according to the 

system conditions. When the Balfour Munic/Siyathemba 1 22 kV OHL feeder goes out of service the 

entire load current is carried by the Balfour Munic/Siyathemba 2 22 kV OHL feeder and the time and 

instantaneous overcurrent settings have to be changed due to the change in system conditions to 

achieve proper coordination.  

6.2.4. Simulations for case study 1 

Transient stability studies of the power system are crucial in determining the system’s ability to 

maintain synchronism when subjected to a severe transient disturbance. The disturbance can be a fault 

on the transmission line, loss of a large load or loss of generation. In these studies, a three-phase short 

circuit fault on the line was considered for a period of 5 seconds. After running the simulation with 

these fault conditions, results of the terminal voltage and current were monitored as clearly indicated 

on Appendix B. 

6.2.4.1. Fault detection  

Simulations were performed to create events and to study the behaviour of the system during the fault 

and power restoration.  The first step was to simulate a three-phase short circuit fault in the system at t 

= 5 seconds with a fault resistance of 1 ohm.  The fault was introduced in feeder 1 between pole 

BMS11 and pole BMS12. The next event was fault detection by tripping a protection device which 

was the recloser at BMS1 as seen on the Figure 6.7 below which affected all 2836 customers. 

 

 

Figure 6.7: Fault detection. 

6.2.4.2. Fault Isolation  

The next event was fault isolation by opening an isolation switch at BMS14 as seen on the Figure 6.8 

below. Figure 6.8 also shows the fault location. 
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Figure 6.8: Fault Isolation. 

6.2.4.3. Service Restoration 

The last event is power restoration by closing the N/O point and restoring supply to healthy customers 

through the Balfour Munic/Siyathemba 2 22 kV feeder as seen on Figure 6.9. At 5.4 seconds the 

supply was restored back to healthy customers. The N/O point at BMS60/5 restored all 2836 

customers since there are no customers at the isolation point.  

 

Figure 6.9: Service restoration. 

An automated N/O point will be represented by a Nulec recloser which costs as follows: 

6.3. Case study 1 Costing 

Scope: 

 Install an automated N/O point at BMS 100 

 Install an automated N/O point at BMS 60/5 

The total cost for material and labour is ZAR 204 713.67 
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6.4. Case Study 2: Lebohang/Lebohang 2 22 kV OHL Feeder 

The Lebohang/Lebohang 2 22 kV OHL feeder is fed from the Lebohang 132/22 kV substation via a 

single 10 MVA transformer. This feeder is currently loaded at 3.7 MVA and uses the Mink conductor. 

This feeder has 6117 customers which are residential loads and commercial loads.  

The Lebohang/ Lebohang 2 22 kV feeder is one of the top 100 poor performing feeders in the 

Mpumalanga Operating Unit. Protection coordination and recloser positioning of this feeder is not 

good since it has one recloser at 2LLE4A/1 that is looking at most of the customers. According to the 

Eskom Reliability Standard, a recloser should look at a maximum of 1000 customers. Tripping of this 

recloser affects most of these customers which contributes to the poor performance of this feeder and 

this feeder does not have a back-feeding alternative.  The existing N/O point at 2LLE5/1 from the 

Lebohang/Lebohang 1 22 kV feeder is not enough to restore supply to most of the customers when 

there is a fault. 

The solution to resolve the performance of this feeder is to provide a back-feeding alternative 

interconnector with a remotely controlled N/O point, install an additional auto-recloser and automate 

the existing N/O point.  

 

Figure 6.10: Lebohang/Lebohang 1 22 kV and Lebohang/Lebohang 2 22 kV feeders geographic layouts showing an 

existing N/O point and the existing auto-recloser 

Figure 6.10 presents the geographical layout of the Lebohang/Lebohang 1 & 2 22 kV feeders and 

positions of the existing auto-recloser and N/O. Both feeders are currently used for back-feeding each 

other using the existing 2LLE5/1 N/O Point.  
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Table 6.6 presents the Lebohang/Lebohang 1, 2 22 kV and the Lebohang/Eendrag 22 kV feeder 

parameters under normal operating conditions. The parameters illustrate that all mentioned feeders are 

healthy as the thermal loadings and voltage limits are within the reliability limits. 

The voltage profiles on Figure 6.11, Figure 6.12 and Figure 6.13 show that the voltage is within the 

limits as per Eskom standard i.e. voltage must be between 0.925 p.u and 1.05 p.u.  

Table 6.6: Lebohang/Lebohang 1 22 kV, Lebohang/Lebohang 2 22 kV and Lebohang/Eendrag 22 kV feeder 

parameters 

Feeder Peak 

Load(MVA) 

Losses (kW) Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ 

Lebohang 1 22 kV 

3.6 12.62 43.9 1.02 Mink 

Lebohang/ 

Lebohang 2 22 kV 

3.7 12.9 45 1.00 Mink 

Lebohang/Eendrag 

22 kV 

0.5 1.18 6.13 1.03 Mink 

 

 

Figure 6.11: Lebohang/Lebohang 1 22 kV feeder voltage profile 
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Figure 6.12: Lebohang/Lebohang 2 22 kV Voltage Profile before interconnector 

 

Figure 6.13: Lebohang/Eendrag 22 kV Voltage Profile before installing the interconnector 



43 
 

Figure 6.14 presents the Lebohang/Lebohang 2 22 kV feeder load forecast projection over the period 

of 21 years. The forecast shows that the Lebohang/Lebohang 2 22 kV feeder will exceed 5 MVA as 

from year 2022.  

 

Figure 6.14: Lebohang/Lebohang 2 22 kV Load Forecast 

The Lebohang/Lebohang 2 22 kV is mainly supplying two load profiles that are residential and 

commercial. Figures 6.15 and 6.16 present the Lebohang/Lebohang 2 22 kV residential and 

commercial load profiles during weekdays, respectively.  

 

Figure 6.15: Lebohang/Lebohang 2 22 kV Load Profile for the township load vs hours 
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Figure 6.16: Lebohang/Lebohang 2 22 kV load profile for commercial load 

Figure 6.17 presents the integration of the above load profiles. Normally, in winter during weekdays 

the Lebohang/Lebohang 2 22 kV feeder load peaks in the morning up to 2.2 MVA and afternoon up to 

2.8 MVA. The studies were done using 3.7 MVA which was the highest recorded peak load that 

occurred in the afternoon.  

 

Figure 6.17: Lebohang/Lebohang 2 22 kV total load profile for both township and commercial loads  

When the N/O Point at 2LLE5/1 is closed to back-feed the Lebohang Lebohang 2 22 kV feeder with 

the Lebohang Lebohang 1 22 kV feeder, the Lebohang/Lebohang 1 22 kV experiences backbone 

conductor thermal loading of 101.21% as it is exceeding 80% that a conductor should be loaded at 

which poses a threat to electrical equipment. Therefore it is necessary to provide a back-feeding 

alternative that will not violate these limits. This feeder needed more back-feeding capabilities in 

order for auto-restoration to be applied without violating any feeder parameter limits, see Table 6.7. 
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Table 6.7: Feeder parameters after closing the existing 2LLE5/1 N/O Point 

Feeder Peak 

Load(MVA) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ 

Lebohang 1 

22kV 

3.6 7.3 101.21 1.02 Mink 

Lebohang/ 

Lebohang 2 

22kV 

3.7 0 0 - Mink 

6.4.1. Interconnector option 1 

The scope of work for option 1 is as follows: 

 Construct +/-0.7km Mink conductor interconnector from pole number 2LLE56 to 

2LLE4/16/25. 

 Create an automated N/O point by installing a circuit breaker between 2LLE56 and 

2LLE4/16/25 for back-feeding purpose. 

 Install an additional auto-recloser at pole 2LLE4A/61/1 to reduce the customer base seen by 

auto-recloser 2LLE4A/1. 

Figure 6.18 and 6.19 present the geographical scope of work and voltage profile after implementing 

interconnector option 1. 

 

Figure 6.18: Option 1 Geographical scope of work. 
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Figure 6.19: Voltage Profile of Lebohang/Lebohang 2 22 kV after the interconnector is installed 

Table 6.8 presents the Lebohang/Lebohang 2 22 kV feeder parameters, after implementing 

interconnector option 1 scope of work. 

Table 6.8: Feeder parameters after implementing option 1 

Feeder Peak Load 

(MVA) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ 

Lebohang 2 

22kV 

3.7 3.7 45 1.01 Mink 

 

6.4.2. Interconnector option 2 

The scope of work for the second option is as follows: 

 Build a 5 km Mink interconnector from the Lebohang/Eendrag 22 kV closest pole number 

from the backbone to 2LLE4A/139/10  

 Install automated N/O point on the interconnector. 

 Install an additional auto-recloser at pole 2LLE4A/61/1 to reduce the customer base seen by 

auto-recloser 2LLE4A/1. 
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Figure 6.20 presents the geographical scope of work, Figure 6.21 presents the Lebohang/Lebohang 2 

22 kV voltage profile and Figure 6.22 the Lebohang/Eendrag 22 kV voltage profile, after 

implementing interconnector option 2. 

 

Figure 6.20: Lebohang/Lebohang 2 22 kV OHL feeder interconnected with Lebohang/Eendrag 22 kV OHL feeder. 

 

Figure 6.21: Lebohang/Lebohang 2 22 kV feeder voltage profile after interconnector is installed 
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Figure 6.22: Lebohang/Eendrag 22 kV feeder voltage profile after interconnector is installed 

The Lebohang/Eendrag 22 kV feeder is highly recommended as a solution to back-feed Lebohang 

Lebohang 2 22 kV because it has 4.5 MVA capacity to back-feed and it is built using a Mink 

conductor that has an 80% of its 7.5 MVA carrying capacity. Table 6.9 shows the parameters of both 

feeders after closing the proposed N/O point with the Lebohang/Eendrag 22 kV taking load from 

Lebohang/Lebohang 2 22 kV feeder. 

Table 6.9: Parameters after implimenting option 2 

Feeder Peak Load 

(MVA) 

Total 

Apparent 

Power (MVA) 

Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ 

Lebohang 2 22 

kV 

3.7 1.05 31.28 1.01 Mink 

Lebohang/ 

Eendrag 22 kV 

0.5 3.12 38.13 1.02 Mink 

 

6.5. Case study 2 Costing 

Scope: 

 Build a 5 km Mink conductor interconnector from the Lebohang/Eendrag 22 kV feeder to 

2LLE4A/139/10 
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 Install an automated N/O point at the interconnector for back-feeding. 

 Install an additional auto-recloser at pole 2LLE4A/61/1 to reduce the customer based seen by 

auto-recloser 2LLE4A/1. 

The total cost for material and labour is ZAR 225 915.45 

Table 6.10 Case Study 2 Life Cycle Cost Option Evaluation 

 

Table 6.10 present the evaluation of option 1 and 2. Option 2 has the least life cycle cost. The life 

cycle cost is influenced by material and labour cost, maintenance cost and losses cost. Option 2 is the 

most feasible option.  

Project inputs Project ID

Network Investment Category Project Name

Decision criteria

Project start year 2019 1

Final year of evaluation 2044

Year of commercial operation 2020

Customer Interruption Costing method SAIDI

Alternative 1 Alternative 2 Alternative 1: 

NPC Acquisition R 391 544 R 155 186 Alternative 2: 

NPC Losses R 190 515 R 134 948 Alternative 3: 

NPC O&M Scheduled (exc Energy) R 134 440 R 116 630 Alternative 4: 

NPC O&M Unscheduled R 92 137 R 145 609

NP Disposal Cost / Value R 0 R 0

Life-Cycle Cost to Eskom R 808 637 R 552 373

NP Customer Interruption cost R 0 R 0

Life-Cycle Cost to Eskom & Customers R 808 637 R 552 373

v 14-01Project Evaluation Model

Project summary results (Incremental Net Present Costs in 2014 base year)

Economic LCC

Strengthening/Reliability - Mandatory Case Study 2

Remotely controlled N/O point.

R 0

R 100 000

R 200 000

R 300 000

R 400 000

R 500 000

R 600 000

R 700 000

R 800 000

R 900 000

Alternative 1 Alternative 2

Net Present costs and cost savings of Alternatives

NP Customer Interruption cost

NP Disposal Cost / Value

NPC O&M Unscheduled

NPC O&M Scheduled (exc Energy)

NPC Losses

NPC Acquisition

Show incremental costs

Print
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6.6. Case Study 3: Cable feeder: Lebohang/Leslie Town 11 kV underground 

cable. 

The Lebohang/Leslie Town 11 kV feeder is fed from the Lebohang 88/11 kV Substation. This feeder 

is constructed with both overhead line and cable. The backbone is made of Chickadee conductor, Hare 

conductors and A095P cable. The Lebohang substation consists of a single 10 MVA (88/11 kV) 

transformer. 

Figure 6.23 shows the geographical layout of the Lebohang/Leslie Town 11 kV feeder which also 

indicates the existing positions of auto-reclosers and N/O point.   

 

Figure 6.23: Geographic layout of Lebohang/Leslie Town 11 kV cable feeder 

Table 6.11 shows the Lebohang/Leslie 11 kV feeder parameters. The parameters illustrate that the 

feeder is healthy as the thermal loadings and voltage limits are within the Eskom Reliability limits. 

Table 6.11: Feeder parameters before automating the N/O point 

Feeder Peak 

Load(MVA) 

Losses (KW) Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ Leslie 

Town 11 kV 

1.6 5.75 19.98 1.023 Chickadee, 

Hare and 

Cable 

A095P 

 

Figure 6.24 shows the voltage profile of the Lebohang/Leslie Town 11 kV feeder. 
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Figure 6.24: Lebohang/Leslie Town 11 kV cable feeder voltage profile. 

Figure 6.25 shows the Lebohang/Leslie Town  11 kV feeder load forecast projection over the period 

of twenty one years. The forecast shows that this feeder will not exceed 3 MVA which is the 

maximum loading for 11 kV feeder as per the Eskom Reliability Standard. 

 

Figure 6.25: Lebohang/Leslie Town 11 kV Cable Feeder Load forecast 
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Lebohang/Leslie Town 11 kV feeder is supplying urban residential load types. Figure 6.26 shows the 

Lebohang/Leslie Town 11 kV feeder load profile in summer during weekdays. The Lebohang/Leslie 

Town 11 kV feeder load peaks in the morning up to 1.25 MVA and afternoon up to 1.53 MVA. The 

studies were done using 1.6 MVA which was the highest recorded peak load that occurred in the 

afternoon. 

 

Figure 6.26: Lebohang/Leslie Town 11kV Cable Feeder Load Profile 

6.6.1. Fault Scenario 1 

Introducing a fault at LTR mini sub 1, the breaker at LTR 9/1 will open and automatically close the 

N/O point at LTR mini sub 9 in order to back-feed affected customers. In this case the automated N/O 

point will be able to back-feed customers without violating thermal and voltage limits. This can be 

seen from the Table 6.12 and Figure 6.27 below.   

Table 6.12: Feeder parameters when introducing a fault at LTR mini sub 1 

Feeder Peak 

Load(MVA) 

Losses (KW) Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ Leslie 

Town 11kV 

Cable 

1.6 20.20 41.66 1.00 Chickadee, 

Hare and 

Cable 

A095P 
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Figure 6.27: Voltage Profile after auto-restoration during a fault at LTR Mini sub 1 

6.6.2. Fault Scenario 2 

Introducing a fault at LTR Mini sub 16, automatically opens a normally closed breaker LTR 22/1 and 

automatically closes a N/O point at LTR mini Sub 9 to back-feed affected customers. The following 

results show no exceedance of thermal limits and no exceedance of minimum voltage limits of the 

feeder on Table 6.13 and Figure 6.28. 

Table 6.13: Feeder parameters when auto-restoring after a fault at LTR Mini sub 16 

Feeder Peak 

Load(MVA) 

Losses (KW) Thermal 

loading (%) 

Minimum 

Voltage (p.u.) 

Backbone 

Conductor  

Lebohang/ Leslie 

Town 11kV 

Cable 

1.6 8.47 38.44 1.01 Chickadee, 

Hare and 

Cable 

A095P 
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Figure 6.28: Voltage Profile after auto-restoration for a fault at LTR mini sub 16 

6.7. Case study 3 Costing 

Scope: 

 Install an RTU at a N/O point LTR mini sub 9 to make it remotely controlled.  

The total cost for material and labour is ZAR 43 205.52   
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7. Conclusion and suggestions for future research 
In this dissertation a tool for the implementation and evaluation of the FLISR system for MV 

distribution networks has been described. 

Studies on MV networks were performed to show the performance of a remotely closed N/O point. 

The first case study was done on a well configured network. The simulation proposed the 

implementation of a remotely closing N/O point and the results were healthy for all conditions. The 

second case study was done on a feeder that has limited back-feeding capabilities. Two options for 

back-feeding were considered. The first option was to install an interconnector from the same feeder 

and create a remotely closed N/O point. The second option was to build an interconnector from an 

adjacent feeder which has enough capacity to back-feed the entire feeder. The second option was 

recommended because the feeder had enough capacity to back-feed the entire feeder without violating 

voltage and conductor thermal limits. The last case study was done on an underground cable network. 

On this case, a remotely operated N/O was proposed and simulated to improve the reliability of the 

network and the results were good for all conditions. The cost of implementing automatic restoration 

is reasonable.  

Auto restoration lessens the time customers are without supply and reduces the number of customers 

affected during the fault by remotely closing the N/O point. Reducing duration in which customers are 

affected and number of customers affected reduces SAIDI and SAIFI indices. This improves the 

performance of the feeders in this research and the model will be used to improve the rest of the badly 

performing feeders. The proposed automated supply restoration algorithm will in future be of great 

value for FLISR. With the proposed methodology Eskom will be able to monitor back-feeding 

functionalities thereby reducing the time customers are without supply.  

The proposed approach is being implemented on an MV network that is far from the customer 

network centre. It takes many hours to drive to the N/O point and customers experience outages of a 

long duration, so automating the N/O point will minimize this outage time. Effective long-term 

strategic planning for maintenance will be essential for these networks as they are being introduced to 

new rapidly evolving technologies.  

7.1. Future Work 

This dissertation only considers the proposed FLISR approach for MV distribution networks without 

penetration of distributed generators (DGs). New distribution network topologies with integration of 

DGs may lead to certain difficulties on the proposed FLISR approach, such as bi-directional power 

flows, contribution of DG short-circuit currents, mis-coordination of protective relays and reclosers, 

over/under tripping of overcurrent relays, etc. In currently operational policies, DG units are 

automatically disconnected when any fault occurs in a distribution network. Therefore, the proposed 

FLISR approach should be expanded to be adaptable to high penetration of various DG types into the 

distribution network in future. 
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A. Appendix A: General data 
 

Table A.1: Examples of network reliability improvement strategies and interventions 

 
Table A.2: Conductor thermal rating [26] 
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Figure A.1: Determining which interconnectors are economically justified
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B. Appendix B: Modelling and simulation results 

 

Figure B.1: BMS1 peak load 

The following codes and results were done during the programming in PowerFactory using Python for 

Case Study 1: Balfour Munic/Siyathemba 1 and 2 22kV feeders 

 

Injecting a short circuit fault in Balfour Munic/Siyathemba 1 22kV line  
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Figure B.2: Short circuit fault script using python in PowerFactory 

Table B.1: Detailed results for short circuit vs feeder distance 

 
 

Index Ik/Terminal i in kA" Ik/Terminal j in kA" Z, Magnitude/Terminal i in OhmZ, Magnitude/Terminal j in OhmShort-Circuit Calculation

0 1.205104 1.205104 0 6.408003 0

1 0.768469 0.768469 21.782744 28.126072 10

2 0.49919 0.49919 52.044618 58.35849 20

3 0.31136 0.31136 101.346816 107.609146 30

4 0.167398 0.167398 209.376557 215.475387 40

5 0.054657 0.054657 680.644254 685.003796 50

6 0.080342 0.080342 477.703372 471.800574 60

7 0.184435 0.184435 210.117601 203.76726 70

8 0.297366 0.297366 129.016832 122.6242 80

9 0.424426 0.424426 87.526527 81.125806 90

10 0.576336 0.576336 60.552302 54.15149 100
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Figure B.3: A script to show a graphic representation of the result 

 
Figure B.4: Fault current vs fault distance BMS1 
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Table B.2: Selection of line to introduce fault to (BMS2) 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
Figure B.6: BMS2 distance and fault current 

Figure B.5: Short circuit vs distance for Balfour Munic/Siyathemba 2 
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B.1. Dynamic Simulations for Case Study 1 

To examine the level of reliability improvement and customer satisfaction enhancement, a reliability 

assessment study is applied for the proposed automated distribution networks. The results presented in 

this dissertation emphasize that the proposed automated networks have a higher reliability compared 

to non-automated networks. After performing studies, remotely controlled N/O points will be 

implemented on three actual MV networks i.e. two OHL networks and one cable network. This 

research aims to show how automated service restoration can reduce switching and restoration time 

from hours to minutes. The load point reliability and system reliability indices for the chosen 

distribution networks were determined. Network reliability assessment was used to calculate the 

expected interruption frequencies and duration (SAIFI and SAIDI). Faults were introduced into the 

simulation to determine the performance of FLISR in the network. The reliability assessment study 

for the proposed automated distribution networks was performed to ensure improvement in reliability 

indices and achieve higher customer satisfaction. The results showed that the proposed automated 

distribution network has a higher reliability level compared to a conventional one, i.e. non-automated 

network. This is observed through the reduction in the reliability indices such as the SAIDI. 

The constraints considered are the maximum loading of system, the protection settings and the 

allowable voltage drop in the primary network. The allowable voltage drop is difficult to meet, but a 

percentage of overloading of the network elements for back feeding is acceptable in a temporary 

situation, assuming that the fault can be fixed in a couple of hours. The voltage dropped from 22 kV 

to 6 kV and went back to 22 kV after power has been restored by closing the N/O point as can be seen 

on Figure B7.  

 

Figure B.7: Voltage drop during a fault and restoration. 
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Figure B7 shows the fault current seen by the recloser BMS1 during the fault. During the fault, the 

current increased from the rated current of 0.23 kA to 1.8 kA. After 0.2 seconds the recloser opened. 

 

Figure B.8: Current Rise during fault and after restoration 

The reliability level of the distribution system depends mainly on the overall time of the FLISR 

procedure after fault occurrence. The FLISR studies were conducted using Python programming in 

PowerFactory. The fault was introduced at 5 seconds and quickly restorable customers were restored 

at 5.4 seconds by means of FLISR. Figure B7 and Figure B8 present voltage and current before, 

during and after the fault. Both voltage and current stabilise after 2.6 seconds. This proves that SAIDI 

and SAIFI will improve significantly as the supply will be restored back to customers in 0.4 seconds 

according to the studies.  



66 
 

 

 

Table B.3: 2BMS line and TRFR loading 

 
Table B.4: BMS 1 line and Transformer loading 
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Figure B.9: Distance vs fault current script 

 

 
Figure B.10: Balfour Mumic/Siyathemba 1 22kV location of the fault 
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Figure B.11: Short circuit fault calculation 

Automatically closing of BMS N/O point using python script on PowerFactory 

 

 

Figure B.12: Automatically closing of BMS N/O point using python script on PowerFactory 

Ensuring that the back-feeding line is not overloaded before closing the N/O point 
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Figure B.13: A script to ensure that the back-feeding line is not overloaded before closing the N/O point 

Getting transformers and line loadings 

 

Figure B.14: Getting transformers and line loadings 
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Figure B.15: Transformer Loading of Balfour Munic/Siyathemba 2 22kV feeder 
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Table B.5: 2BMS load flow 

 

 

B.2. Dynamic Simulations for Case Study 2 

Simulations were performed to create events and studying the behaviour of the system during fault 

and power restoration. The first step was to simulate a three-phase short circuit fault in the system. 

The next event was a fault detection and fault clearing by tripping a protection device. The last event 

is power restoration by closing the N/O point and restoring supply to healthy customers within the 

three minutes threshold through the interconnector. The objective is to restore supply to the maximum 

number of customers within 3 minutes thereby improving the reliability indices which are SAIDI and 

SAIFI. 
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Figure B.16: Voltage drop during the fault and after auto-restoration 

The constraints considered are the maximum loading of system, the protection settings and the 

allowable voltage drop in the primary network. The  allowable voltage drop is difficult to meet, but a 

percentage of overloading of the network elements for back feeding is acceptable in a temporary 

situation, assuming that the fault can be fixed in a couple of hours. The voltage dropped from 22 kV 

to 4 kV and went back to 22 kV after power had been restored by closing the N/O point as can be seen 

on Figure B16. Figure B17 shows the current rise during the fault 

 

Figure B.17: Current rise during the fault and after auto-restoration 


