A maturity approach to the rate of heat evolution in concrete
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This paper discusses the use of the concept of maturity as a means of combining the effects of time and temperature in describing the rate of heat evolution from hydrating cement in concrete. The proposed maturity approach allows the rate of heat evolution determined from an adiabatic test to be expressed in a form which is independent of the starting temperature of the test. This relationship can then be directly used in a time–temperature prediction model that requires a solution of the Fourier equation for heat flow.

The results of an experimental study aimed at assessing the suitability of both the Arrhenius and Nurse–Saul maturity relationships is also presented. Three adiabatic calorimeter tests were conducted on each of two concrete mixtures but starting at different temperatures. The results confirm the suitability of this approach and indicate that, of the two maturity relationships assessed, the Arrhenius maturity relationship is the more suitable in this application.

Introduction

Early-age cracking as a result of temperature induced stress can be a serious problem in mass concrete structures or in concrete structural elements in which a high cement-content concrete is used. Such stress is induced by temperature differences in the concrete resulting from the heat liberated during cement hydration. A strategy to control or limit such cracking must include a reliable determination of the space–time distribution of temperature throughout the concrete element under consideration.

The temperature distribution across a concrete section is determined by solution of the Fourier equation which, in its three-dimensional and transient form for concrete, is given as

$$\rho C_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + \dot{q}_i,$$

where $\rho$ is the density of the concrete; $C_p$ is the specific heat capacity of the concrete; $T$ is temperature; $t$ is time; $k$ is the thermal conductivity of the concrete; $x, y, z$ are the coordinates at a particular point in the structure; and $\dot{q}_i$ is the rate of heat evolution from the hydrating cement.

Cement hydration is an exothermic reaction which, for a Portland cement under normal environmental conditions, produces approximately 350 kJ/kg of heat after seven days of hydration. In equation (1), this is reflected in the heat generation rate term ($\dot{q}_i$), which is time based and usually has units of power per unit volume (J/s/m$^3$ or W/m$^3$). At normal hydration temperatures, $\dot{q}_i$ varies with time in a series of distinct phases.

(a) Phase 1: Within the first few minutes following water addition, a brief but rapid rate of heat release occurs as the early hydration of the aluminate phases occurs. Gypsum's restrictive properties then manifest and the rate of heat evolution drops rapidly and becomes dormant for a period of approximately two hours after mixing.

(b) Phase 2: After initial setting, the rate of heat evolution rises sharply as the (mainly) Ca$\text{S}$ phases are hydrated. This process continues until a peak heat rate is achieved at 6 to 8 h after mixing.
(c) Phase 3: After this peak is reached, the heat rate drops rapidly until approximately 20 h after mixing. This occurs as the amount of C₃S available for hydration decreases, the accessibility of such unhydrated C₃S to water is progressively reduced and the hydration of C₂S, with a lower rate of heat output, starts to become significant in the process. Hereafter, the heat rate drops steadily as hydration proceeds so that, by seven days after mixing, the rate of heat evolution under adiabatic conditions is less than 0.2 W/kg of cement.

For the purposes of temperature modelling in large concrete elements at early ages the heat evolved during the Phase 1 reactions is usually neglected as it is assumed that: these reactions take place some time before the concrete is cast into the formwork; and the amount of heat evolved during this phase is small and has the effect of causing only a small change in the placing temperature of the concrete.

A numerical solution of equation (1) requires an accurate assessment of the rate of heat evolution from the hydrating cement over time if such a solution is to be useful to the design engineer. A number of approaches have been used in the past to provide guidance on the rate of heat evolution for use as input in a numerical temperature modelling exercise. These have taken the form of rough, generalised values of total heat released over the early period of hydration for different binder types or cement components, guide equations for the rate of heat evolution in Phases 2 and 3 (as described above) or fairly sophisticated models based on the chemistry and crystallography of the cement. More recently, it has been recognised that a laboratory-based measurement is the more reliable measure of the rate of heat evolution and researchers have used techniques such as isothermal methods, conduction calorimetry, and semi-adiabatic calorimetry.

All these approaches are aimed at developing a single relationship, either mathematical or numerical, that expresses the variation in the rate of heat evolution with time or, in many cases, maturity as a measure of the advance of the hydration process. Such an expression then forms the basis for the term $\dot{q}_i$ in equation (1). An important problem with this approach is that, in this form, the rate of heat release relates to a unique temperature regime and time–temperature history under which the hydration process takes place. In this context, the circular problem presented by hydrating cement is that the hydration process releases heat that changes the temperature of the environment, thus influencing the rate of hydration and heat evolution. The nature of this problem is recognised by van Breugel and he proposes the use of a ‘process curve’ for the total heat evolved, which deviates from the adiabatic (or semi-adiabatic) curve in response to the temperature regime of the actual structure being modelled, as distinct from the temperature regime of the test.

However, in a real concrete structure under normal construction conditions, the temperature varies at different positions across the structure. This means that, at any time after placing the concrete, different points in the structure will have been subjected to different time–temperature histories and, as a consequence, the extent of hydration and the rate of heat evolution will be different at these different points. This means that a unique $\dot{q}_i = f(t)$ relationship, in response to the unique time–temperature history at that point. The form of the heat rate input curve in a temperature prediction model must, therefore, be such that it allows for variations in the time–temperature history at different points in the structure.

This paper proposes a maturity form of the rate of heat evolution relationship in order to normalise the heat rate curve determined from a laboratory-based adiabatic temperature test. The proposed form of the relationship allows a single heat rate relationship to be used as input in a temperature simulation model. Using appropriate maturity parameters, this relationship is then adjusted in response to the different time–temperature histories at different locations in the structure.

In order to assess the suitability of the proposed maturity approach to the development of heat rate over time, samples of two concretes, using two binder types were tested in an adiabatic calorimeter with three different starting temperatures for each concrete. The heat rates were then determined and expressed in terms of maturity. These results were also used to assess the suitability of the Arrhenius and Nurse–Saul maturity relationships in this application.

### Determining $\dot{q}_i$ from an adiabatic test

Adiabatic testing is a convenient, reproducible and practical means of determining the amount of heat released by hydrating cement. It has the added advantage that the test can be conducted on a sample of the actual concrete used in the structure. The test is usually conducted for a period of up to 7 days, by which time, depending on the accuracy of the temperature measuring instruments, the rate of heat evolution of the concrete is so low that no significant increase in temperature of the sample is noted. The output from the test is a measure of the variation of temperature of the concrete sample with time, or $T(t)$. The total heat per unit mass of binder $(q_i)$ generated at any time $(t)$ during the test can then be determined from

$$q_i = C_p(T_i - T_0) \cdot \frac{m_i}{m_c} \quad (2)$$
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where $C_p$ is the specific heat capacity of the concrete, determined as the mass weighted average of the specific heat capacities of the concrete components and is assumed to be constant throughout the test; $T$ is the temperature of the concrete sample at time $t$ during the adiabatic test and $T_0$ is the sample temperature at the beginning of the test; $m_c$ is the mass of the concrete test sample; and $m_b$ is the mass of binder in the sample.

The rate of heat evolution is determined by differentiating equation (2), so that

$$\dot{q}_t = \frac{dq_t}{dt}$$  \hspace{1cm} (3)

This then gives a relationship between the rate of heat evolution and time for the adiabatic test. In order to account for time-temperature histories in the actual structure, which will be different from the adiabatic test conditions, the time component of this relationship is converted to maturity in order to account for the combined effect of time and temperature on the extent and rate of hydration.\textsuperscript{5,15} Maturity, $M$, is here defined as

$$M = \int_0^t f(T) dt$$  \hspace{1cm} (4)

The Nurse-Saul and Arrhenius expressions\textsuperscript{6} (discussed later) are most commonly used as the temperature functions ($f(T)$) in equation (4).

This process establishes a relationship between the rate of heat evolution and maturity. As an example of this form of the relationship, Wang and Dilger\textsuperscript{9} propose the following equation for determining the rate of heat evolution (in W/kg of cement) to be used in equation (1)

$$\dot{q}_t = 0.5 + 0.54M^{0.5} \text{ for } M \leq 10 \text{ hours}$$

$$\dot{q}_t = 2.2 \exp[-0.0286(M - 10)] \text{ for } M > 10 \text{ hours}$$  \hspace{1cm} (5)

where $M$ is the maturity of the concrete relative to that of concrete cured at 20°C.

An important weakness in this method of determining the heat input curve for equation (1) is that it ignores the temperature at which the adiabatic test was conducted. Equation (2) is concerned only with the difference in temperature and not the absolute temperature at which the test was commenced. The starting temperature of the test will have a significant influence on the rate of hydration and equation (5) is clearly not able to account for this phenomenon. In fact, the upper limit of 2.2 W/kg set by equation (5) for the rate of heat evolution must be considered as arbitrary since the magnitude and time of occurrence of the maximum hydration rate will depend on the absolute temperature conditions of the hydration process.

A further criticism of rate of heat evolution functions similar to that proposed in equation (5) is that, if at some stage after placing, the temperature of the concrete is reduced to –10°C (when hydration is deemed to cease\textsuperscript{16}), the rate of heat evolution will reduce to zero. However, since the cumulative maturity remains constant, equation (5) will yield a finite and positive heat rate, despite this reduction in temperature.

In order to address this problem, it is necessary to express the heat evolved, as measured by the adiabatic test in terms of the a 'maturity heat rate', as a function of the cumulative maturity, rather than a time rate. The maturity heat rate ($\dot{q}_M$) is expressed as

$$\dot{q}_M = \frac{dq}{dM}$$  \hspace{1cm} (6)

and the time-based heat rate, as required in equation (1), is then determined using the chain rule as follows

$$\dot{q}_t = \dot{q}_M \frac{dM}{dt}$$  \hspace{1cm} (7)

Hence, in the operation of temperature prediction models for concrete, it is necessary to maintain a record of both the development and the time based rate of change of maturity at each point under consideration. The form of the heat rate expression as presented in equations (6) and (7) also addresses the problem above, where the temperature of the concrete is suddenly reduced to –10°C. In this case, the time-rate of change of maturity is zero and equation (7) correctly yields a $\dot{q}_t$ value of zero.

**Experimental assessment of the proposed heat rate relationship**

**Materials and concrete mixtures**

In order to assess the suitability of the heat rate expressions proposed in equations (6) and (7), adiabatic tests were conducted using two concrete mixtures, each with three different starting temperatures. Table 1 shows the composition of the concretes tested while Table 2 shows the chemical composition of the Portland cement (CEM I) and the ground granulated blast furnace slag (GGBS) as determined from an X-ray fluorescence analysis. The aggregate used is a clean, washed quartz sand and stone with a chunky to rounded particle shape. The grading of the sand was controlled by recombining the different size fractions in the required proportions for each mixture.

The mixtures were designed to produce lean concretes with a relatively high w/c ratio. This was consid-

| Table 1. Composition of the concrete mixtures used in the adiabatic tests |
|----------------------------------------|--------|--------|
| Portland cement (CEM I)               | MIX A  | MIX B  |
| GGBS                                   | 350 kg/m³ | 210 kg/m³ |
| 9·5 mm quartz stone                    | 850 kg/m³ | 850 kg/m³ |
| Graded quartz sand                     | 885 kg/m³ | 885 kg/m³ |
| Water                                  | 233 l/m³  | 233 l/m³  |
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Table 2. XRF analysis of the cement and GGBS used in the concrete

<table>
<thead>
<tr>
<th></th>
<th>Composition (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cement</td>
<td>GGBS</td>
<td></td>
</tr>
<tr>
<td>CaO</td>
<td>65.52</td>
<td>34.76</td>
<td></td>
</tr>
<tr>
<td>SiO₂</td>
<td>21.80</td>
<td>37.18</td>
<td></td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>2.21</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.64</td>
<td>13.35</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td>1.46</td>
<td>10.98</td>
<td></td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.32</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>MnO₂</td>
<td>0.15</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>K₂O</td>
<td>0.18</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>Na₂O</td>
<td>0.09</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SO₃</td>
<td>2.00</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.00</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Free Lime</td>
<td>0.00</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>LOI</td>
<td>2.30</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>99.98</td>
<td>100.06</td>
<td></td>
</tr>
</tbody>
</table>

The data is expressed as a period of between 5 and 7 days, by which time the rate of heat evolution of the sample is too low to be detected as a temperature difference by the thermal probes — given that the thermal probes are accurate to approximately 0.5°C. Further details of the construction and operation principles of the calorimeter are provided by Gibbon et al.12

The calorimeter is calibrated via slope and offset calibration parameters built into the operational software. The system is calibrated after every 10 adiabatic tests or when a temperature probe is replaced, to ensure that

(a) the difference in temperature readings between the sample and the water temperature probes is less than 0.05°C over a temperature range of 5–65°C

(b) the difference between the probe temperature readings and that of a calibrating glass thermometer is less than 0.5°C over a temperature range of 5–65°C

(c) the measured heat rates on successive tests of the same concrete mixture, using materials from the same batch and under the same starting temperature conditions, do not differ by more than 7% at any time during the test.

Before the adiabatic test was conducted, the temperature in the test room was adjusted to the intended test start temperature. The calorimeter and all the components of the concrete were stored in this room for at least 24 h before commencement. A litre sample of concrete was used in all the tests and, after assembly of the sample in the calorimeter, concrete temperature measurement was started within 15 min after the water addition.

**Maturity functions**

Both the Arrhenius and the Nurse–Saul maturity functions were assessed for appropriateness in this application. These functions are more often used to predict the hardened properties of concrete such as strength16,17 and, in this context, Naik18 has raised questions regarding the accuracy and appropriateness
of the Nurse–Saul function, particularly at low temperatures. The functions were used in their relative form with respect to concrete cured at 20°C. In this form, the maturity of concrete cured at any temperature is expressed as the equivalent maturity time \( t_{20} \) of a concrete cured at 20°C. If the test concrete is continuously cured at 20°C, the maturity time is equal to the clock time.

In order to analyse the results from an adiabatic calorimeter test, in which temperature was measured over \( n \), unequally spaced time intervals, the functions were used in the following forms.

**Arrhenius function.**

\[
t_{20} = \sum_{i=1}^{n} \exp \left[ \frac{E}{R} \left( \frac{1}{293} - \frac{1}{273 + 0.5(T_i + T_{i-1})} \right) \right] \cdot (t_i - t_{i-1})
\]

(8)

**Nurse–Saul function.**

\[
t_{20} = \sum_{i=1}^{n} \left[ 0.5(T_i + T_{i-1}) + 10 \right] \cdot (t_i - t_{i-1})
\]

(9)

In equations (8) and (9), \( t_{20} \) is the equivalent maturity time (in hours); \( E \) is the activation energy parameter; \( R \) is the universal gas constant (8.314 J/mol/°C); \( T_i \) is the temperature (°C) at the end of the \( i \)th time interval, \( t_i \). The value of \( E \) was taken as a constant (= 33.5 kJ/mol) as suggested by Bamford and Tipper. Broda et al. have shown that \( E \) varies with temperature during hydration but note that the variation is fairly small and that a single value would suffice. In an assessment of blended cements using isothermal calorimetry, Xiong and van Breugel show similar variations in the apparent activation energy with the progress of hydration. However, they also conclude that this variation 'may be less important in real engineering practice'.

**Results and discussion**

Through application of equation (2), the temperatures measured in the adiabatic calorimeter tests were used to determine the heat output for Mixes A and B when tested at different starting temperatures. These results are shown in Fig. 2(a) and (b), together with the starting temperatures used for each of the tests. Fig. 2(a) shows that, for the CEM I concrete, after approximately 60 h under adiabatic conditions, the sample started at 13°C produces more total heat than the samples started at the higher temperatures. This is consistent with earlier experience regarding compressive strength of concretes in that concretes cured at lower initial temperatures show higher strengths at later ages. This is also evident for the GGBS concrete (Fig. 2(b)) but only in that, after 50 h, the sample started at 12°C produces more heat than the sample started at 17°C. Unlike the CEM I concrete, the low temperature GGBS sample does not produce more heat than the high temperature GGBS sample and this may be a reflection of the improved hydration characteristics of GGBS concretes as the temperature increases.

Figure 3 shows the heat curves of Fig. 2 converted to heat rate curves \( (dQ/dt) = f(t) \) using equation (3). It is clear that this form of the heat rate curve is inappropriate as the input curve for a concrete temperature prediction model since both the magnitude and time distribution of the heat rate depend on the starting temperature of the adiabatic calorimeter test.
Figures 4 (a) and (b) shows the maturity heat rates plotted against the cumulative maturity of the concretes over the duration of testing, based on the Arrhenius maturity function (equation (6)). In both these figures, the maturity heat rate is \( q_M \) as defined in equation (6) and is expressed in units of kJ/kg of cement.

Figure 4 shows that when the heat rate is expressed as the Arrhenius maturity heat rate (as defined in equation (6)), with respect to the cumulative Arrhenius maturity, the heat rate curves of Fig. 3 are normalised both in magnitude and maturity distribution. This occurs both for the plain CEM I concrete and for the GGBS blended concrete. The curves for both concretes show a brief spike of heat rate for the tests started at the high temperature. This feature was confirmed on repeat testing and it appears to be a characteristic of the cements and concretes tested. However, the relatively short duration of this spike probably means that it is not significant for modelling of temperatures in mass concrete structures.

Figure 5 shows the results of the tests on the CEM I concrete expressed in a similar manner to Fig. 4 but using the Nurse–Saul maturity expression. It is clear that the Nurse–Saul relationship normalises the curves to the extent that the peak heat rates occur at approximately the same maturity time. However, while there is reasonable agreement in the heat rate curves for the tests started at 13°C and 21°C, the 29°C curve is not normalised to the same curve, especially in the range of the peak heat rate. This appears to reinforce Naik's observation\(^*\) that the Nurse–Saul function is reliable only over a limited temperature range. Nevertheless, it appears that, of the two functions assessed, the Arrhenius function is the preferred function for developing a normalised heat rate curve as input into a temperature prediction model based on a solution of equation (1).

The weakness of approaches such as that proposed in equation (5) is demonstrated in Fig. 6, where the time-based heat rate (\( q_t \)) for each of the three adiabatic tests conducted on the CEM I concrete is presented as a function of the Arrhenius maturity. This figure clearly shows the dependence of the heat rate on the temperature conditions under which the adiabatic test was conducted. This form of expression of the heat rate is therefore not suitable as input into a temperature prediction model.

Using the normalised maturity heat rate curve in a temperature prediction model

Temperature prediction models for concrete are normally finite element or finite difference models which involve a numerical, stepwise solution of equation (1) and a value of \( q_t \) is required at each time interval of the analysis. The input curve for this analysis, derived from an adiabatic (or semi-adiabatic) test, should be constructed as a \( q_M = f(M) \) curve as shown in Fig. 4. In this form, an appropriate and different time-based heat rate curve can be determined for each point in the structure that is subjected to a different time–temperature history. This is achieved by structuring the heat model so as to maintain a continuous calculation of the cumulative maturity as well as the time rate of change of maturity at each location of analysis in the concrete element. At each time interval in the analysis, the maturity heat rate is then determined from the input
curve, based on the cumulative maturity at the particular point. The time-based heat rate is then determined by multiplication with the rate of change of maturity, as indicated in equation (7). As an example of the form in which this calculation should be maintained, Fig. 7 shows the variation of Arrhenius maturity with time for the three adiabatic tests conducted on the CEM I concrete. As a reference, Fig. 7 also shows the maturity development of a concrete continuously cured at 20°C, for which the maturity time is equal to the clock time.

In a concrete temperature prediction model, maturity curves similar to those shown in Fig. 7 should be developed for each location (or node) of analysis in the actual structure, based on the time-temperature history at that location. In this form, both the maturity, M, and the rate of change of maturity, dM/dt, can easily be determined at each time-step in the analysis. This will result in a more accurate prediction of the likely temperature profiles in mass concrete structures, allowing engineers and concrete technologists to better manage issues such as

(a) selecting appropriate cements and cement blends in order to minimise the temperature development in the structure
(b) designing pre-cooling and in situ cooling systems to reduce the maximum temperature in the concrete structure
(c) estimating the appropriate time for joint grouting in mass concrete structures.

Fig. 7. Variation in cumulative maturity of the CEM I concrete in the three adiabatic tests

**Conclusion**

(a) In order to account for variations in the early-age rate of hydration (and, hence, heat evolution) of cement and cement blends as a result of different time-temperature conditions, the rate of heat evolution must be normalised by being expressed as a maturity heat rate in the form dq/dM. Furthermore, the heat rate input curve for a concrete temperature prediction model involving a solution of the Fourier equation should be expressed as dq/dM = f(M), where q is the heat produced by hydrating cement (J/kg of cement) and M is the maturity.

(b) Numerical temperature prediction models for concrete must be constructed so as to maintain a cumulative calculation of maturity and the rate of change of maturity at each location or node of analysis in the concrete element under consideration.

(c) In this context, the Arrhenius maturity function provides a good basis for normalising the heat rate curves and this function should be used in preference to the Nurse–Saul maturity function.

(d) The experimental verification presented in this investigation shows that the proposed maturity form of the heat rate curve is appropriate for use with concretes containing CEM I or GGBS blended cements.
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