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Abstract

Many indoor applications operate at narrowband (3 kHz - 148.5 kHz) speed and for such

applications, power line communication (PLC) and visible light communication (VLC)

networks can be naturally connected and adapted to complement each other in order

to gain more overall system performance in terms of bit error rate (BER) and computa-

tional complexity. In this research, the joint decoding of parallel PLC and VLC systems is

proposed and its BER performance is compared to that of the PLC and the VLC systems.

The joint decoding is applied either at the inner (Viterbi) or at the outer (Reed-Solomon)

decoder. The proposed system is adopted according to the PLC G3 physical layer spec-

ification but direct current optical orthogonal frequency division multiplexing OFDM

(DCO-OFDM) is used in the VLC system to ensure that only positive (unipolar) signals

are transmitted. A realistic VLC channel model is adopted in this research by consider-

ing the VLC channel as an additive white Gaussian noise (AWGN) channel affected by

attenuation in terms of angle of orientation between the source and the receiver and

effective surface area of the receiver. Furthermore, the PLC channel is modeled as an

AWGN channel with background and impulsive noise generated using Middleton Class-

A noise distribution model. It is shown through simulation results and analysis that the

proposed joint decoded system outperforms the PLC and the VLC systems in terms of

BER performance depending on the distance of separation between the source and the

receiver.

Key words: Power line communication (PLC), Visible light communication (VLC), Bit

error rate (BER), Joint decoding, Orthogonal frequency division multiplexing (OFDM),

DC optical OFDM (DCO-OFDM), Additive white Gaussian noise (AWGN).
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Chapter 1

INTRODUCTION

1.1 Power Line and Visible Light Communications

The prevalence of new devices for connected multimedia has posed a huge need on

indoor communication networks to meet the ever increasing user demand. The use of

multiple physical layers in local area networks will become a necessity in future due to

requirements for coverage and throughput [3]. Bearing in mind that many media-based

devices have already been connected to power distribution networks, it should be said

that the combination of PLC and VLC technologies looks very attractive [2].

1.1.1 Power Line Communications

PLC technology uses existing power lines and household wirings to transmit and re-

ceive information. It is used for low or high data rate transmission. At different frequen-

cies, it can be used in different application such as computer networks, high tension

switchgears, smart metering infrastructure and light control systems. PLC technology

can be classified into two categories based on the bandwidth usage, namely narrow-

band PLC (NB-PLC) and broadband PLC (BB-PLC) [24]. NB-PLC operates in the band

between 3 - 500 kHz and is normally used for smart grid applications such as meter

reading and load-control system operating at low data rates. BB-PLC operates in the

1
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band of 2 - 30 MHz and is used for both smart grid applications (including advanced

meter infrastructure (AMI) and home networks and internet access [25]. However, new

Homeplug devices such as HPAV2 are capable of operating in the band of 2 - 86 MHz us-

ing orthogonal frequency division multiplexing (OFDM) with multiple-input multiple-

output (MIMO) transmission over multiple wires and are capable of achieving data rates

in excess of 500 Mbits/s [26]. However, there are transmission problems that are fac-

ing PLC such as signal attenuation, interference (narrowband interference and inter-

symbol interference (ISI)), noise disturbances (background and impulsive noise) and

electromagnetic waves. In addition to these, PLC is associated with high energy con-

sumption, high heat generation and interference with radio frequency to produce un-

wanted harmonics [27]. Most of the problems facing PLC can be overcome by using

VLC.

1.1.2 Visible Light Communications

VLC is a fusion technology of solid-state lighting and wireless communication. It is reg-

ulated by IEEE 802.15.7 which is a standard for short range wireless optical communica-

tion using visible spectrum [28]. VLC uses visible light to transmit data through intensity

modulation of light emitting diodes (LEDs) as they offer advantages in lighting. VLC is a

green technology that is capable of achieving both lighting and communication and is

used in many applications such as in hospitals (MRI scans and operating rooms) since

it is unaffected by electromagnetic interference (EMI), in aircrafts for the same reason

to increase data rates, improve reliability and reduce complexity, for smart house light-

ing and for intelligent transport system to facilitate inter-vehicle communication [29].

In VLC transmission, LED lighting is used as transmitter making it very important for

modulation schemes considered in VLC systems to possess both non-flickering and

dimming control. In VLC transmission, multiple reflections resulting from multipath

propagation causes time spreading in the received signal [30]. However, the effect of

multipath dispersion occurring along the VLC channel can be evaluated using power

delay profile (PDP). VLC has many transmission advantages over PLC such as high data
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security, low energy consumption, low heat generation, eco-friendly and larger band-

width (about 10,000 times larger than RF bandwidth) [31]. But VLC is a new technology

with under-developed physical layer and is mainly used for line of sight (LOS) transmis-

sion since visible light cannot penetrate walls. Therefore, VLC can access PLC for power

supply and connections and this makes integration of PLC and VLC a possibility [32].

1.1.3 Integration of Power Line and Visible Light Communications

The exploitation of PLC and VLC has been widely investigated. The key advantage of

a PLC system is that no additional wiring is required other than existing power cables.

Thus, other networks can safely rely on PLC for connection. Combination of PLC and

VLC has been exploited in many applications such as smart lighting, in signboards (air-

ports, hotels, museums,etc.) and indoor positioning systems [33–35]. In these applica-

tions, the PLC system serves as a backbone for the VLC system. Thus, the VLC system

receives information from the power line that provides its power through a PLC modem

[35]. The VLC system is mainly used as the downlink to improve system performance.

Recently, hospitals have started adopting E-HEALTH to provide higher diagnostic ef-

ficiency and a better patient experience [36]. In this application, VLC is used as a re-

placement for Wi-Fi or 3G/4G due to its high bandwidth capacity, radiation-free and so

on. Another application where this combination was utilized is in smart lighting where

VLC not only provides lighting but also provides communication [33]. Furthermore, in-

tegration of PLC and VLC is also used in street lighting, traffic lighting, point to point

applications, inter building communication, and vehicle safety lighting [34]. To realize

a PLC-VLC system, the VLC system must access the PLC system that serves as a back-

bone network. In this research, PLC G3 physical layer specification for an OFDM system

in the CENELEC band is adopted for both the PLC and the VLC systems. The frequency

range for PLC G3 is between 35.9 kHz - 90.6 kHz of the CENELEC - A band [4]. PLC

G3 physical layer specification is the last of the physical layer specifications that were

recently developed for low data rate transmission in the low frequency band. It was

published in 2009 and was developed by Maxim Integrated Products and the French
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Electric utility company (ERDF) [37]. OFDM-based PLC G3 specification provides ad-

vantages such as robust communication in extremely harsh PLC channels, a minimum

of 20 kbps effective data rate in the normal mode operation, ability to notch selected

frequencies allowing for co-habitation with S-FSK narrowband communication and ro-

bust communication through selection of frequencies on the channel with minor inter-

ference using dynamic tone adoption capability. Therefore, the improvements provided

by PLC G3 physical layer specification will be very useful in realizing the objective of this

research investigation [9]. Combination of PLC and Wi-Fi has been extensively investi-

gated [2, 3, 38–42]. More so, there have been many investigations into serial combina-

tion of PLC and VLC for hybrid systems [29, 33–36, 43–46]. However, there have been no

investigation into the parallel combination of PLC and VLC systems.

1.2 Joint Decoding Technique

The concept of joint decoding has been used in various applications to improve the

overall system performance. In [47], it was adopted in compressive multi-view video

streaming to improve image quality by reducing the blurring effect that occurs in the re-

constructed frames at the receiver. In the presence of limited data training, joint decod-

ing was combined with channel estimation in [48] for linear multiple-input-multiple-

output (MIMO) channels to obtain performance that is close to that of a receiver with

complete knowledge. Furthermore, joint decoding was applied to a CDMA system in

[49] to increase the spectral efficiency of CDMA by supporting multiple active users

without overcrowding the receiver. In [50, 51], joint maximum likelihood (ML) was used

in overloaded MIMO-OFDM to improve the performance of the receiver. In these appli-

cations, joint decoding technique is either applied at the channel output by combining

the outputs of both channels or at the receiver before the decoder. At the receiver, the

signals can be combined using combiners such as maximal ratio combining (MRC), op-

timum combining (OC) or saturated metric combining (SMC) [2].
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1.3 Problem Statement

Many applications utilize the combination of PLC and Wi-Fi [52, 53] with the purpose

of gaining more communication advantages. However, inefficiencies such as low data

security, limited bandwidth and high channel interference experienced in Wi-Fi trans-

mission hugely affect the overall system performance [52]. Limited bandwidth in Wi-Fi

causes “spectrum crunch” resulting in network throughput degradation as more Wi-Fi

users are connected to the network and increased number of users at the same Wi-Fi

access point increases the network delay due to the CSMA/CA mechanism described in

802.11 standards [54].

Besides integration of PLC and Wi-Fi, there are other applications that have utilized se-

rial combination of PLC and VLC systems as demonstrated in [33–36]. In these applica-

tions, VLC is used in the downlink to improve system performance. However, there are

issues facing applications of this nature such as double attenuation of the received sig-

nal and dependence of one system on the other [34]. Thus, if one system breaks down,

the entire system fails to function.

The problems that are encountered in the combination of PLC and Wi-Fi can be miti-

gated if not eradicated by replacing Wi-Fi with a VLC system. This is due to many ad-

vantages that are offered by the VLC network such as: higher bandwidth that is almost

10,000 times larger than entire radio frequency (RF) spectrum and no interference since

visible light do not electromagnetically interfere with other devices [53]. VLC has other

advantages over Wi-Fi such as secured data transmission in the physical layer since light

waves cannot penetrate walls or solid structures and non-existence of co or adjacent

channel interference unlike radio waves that experience co-channel interference which

contributes to source of noise [55]. Furthermore, the issues that affect serial concatena-

tion of PLC and VLC systems can be resolved by adopting parallel combination which

can allow transmission through one system if the other is not active and the received

signal is only attenuated once in each channel [35]. More so, the combination of PLC

and VLC systems in parallel offers high data rate and high transmission security [33].
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1.4 Research Objective

VLC uses LEDs to transmit data as shown in Fig.1.1 and offers more secured transmis-

sion since visible light cannot penetrate walls. Therefore, it is mostly used for line of

sight (LOS) transmissions but it suffers from attenuation due to distance between the

source and the receiver [28].

FIGURE 1.1: Indoor visible light communication courtesy of [1]

Thus, to receive a good signal quality, the receiver has to be aligned properly with re-

spect to the source and deviation from such position results in degradation of the signal

quality. This limits the freedom of movement of the receiver. But both the source (LED

lamp in this case) and receiver (computer) are connected to power line cables. These

power line cables are not affected by attenuation for a small distance [27]. This advan-

tage can be exploited to improve the quality of signal received at different positions by

combining both networks in parallel. Thus, providing the receiver the freedom to rely

on either VLC, PLC or combined system depending on the system that provides better

signal quality at a particular position.

This research is aimed at enhancing the overall system performance of a parallel PLC-

VLC system in terms of BER and computational complexity. This overall objective is
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achieved by first modifying the VLC OFDM to allow only transmission of positive unipo-

lar signals. Second, apply the joint decoding technique at the inner or outer decoder

and third, apply the erasure decoding technique at the inner or outer decoder.

1.4.1 Research Question

Based on the problems that are associated with serial combination of PLC and VLC sys-

tems and parallel combination of PLC and Wi-Fi systems as described in Section 1.3,

therefore this research proposes joint decoding of parallel PLC and VLC systems. Thus,

the question that this research attempts to answer is as follows:

For a parallel PLC-VLC communication system that has an identical physical layer

specification, what are the effects of applying a joint decoding technique at the inner or

outer decoder in terms of BER and computational complexity?

1.4.2 Research Aims

The specific objectives that have to be accomplished in order to answer the research

question and as a result achieve the overall research objective are as follows:

• Modeling PLC and VLC physical layers according to PLC G3 specification

• Modifying the VLC OFDM by adopting DCO-OFDM in the VLC system to combat

nonnegative signal effects

• Modeling PLC channel as an AWGN channel with impulsive noise distribution

represented by Middleton Class-A noise model

• Modeling VLC channel as a line-of-sight (LOS) link affected by attenuation

• Combining both PLC and VLC in parallel and establishing simultaneous trans-

mission through both channels
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• Applying joint decoding technique at the inner or outer decoder

• Applying erasure decoding technique at the inner or outer decoder

1.5 Research Contributions

This research makes valuable contributions to the body of knowledge in the field of

digital communications, with a focus on joint decoding of parallel PLC-VLC system.

There have been a number of works done on the application of joint decoding tech-

niques, combination of PLC and Wi-Fi networks and integration of PLC and VLC net-

works. However, there has been no work done in the parallel combination of PLC and

VLC networks.

The main contributions of this research are summarized below:

• Combine PLC and VLC systems in parallel and establish simultaneous transmis-

sion the systems.

• Apply joint decoding technique at the inner or the outer decoder in order to im-

prove system performance. This technique is based on reducing the BER at the

receiver.

• Performance analysis of joint decoding technique in improving the overall system

performance in terms of signal quality and spectral efficiency is presented in this

dissertation.

• Analysis of performance of serial and parallel combination of PLC and Wi-Fi net-

works in improving system throughput, decoding complexity and implementa-

tion complexity are also presented in this dissertation.

• In this dissertation, the performance analysis of combination of PLC and VLC net-

works in reducing complexity and improving signal coverage is also presented.
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• The PLC G3 model for modeling both PLC and VLC physical layers is introduced

in this dissertation. This model is based on providing advanced error-correction

techniques for combating both random and burst errors.

• PLC channel modeled with impulsive noise and VLC channel modeled with at-

tenuation are studied in this dissertation.

• Examined the performance of bit-interleaved convolutional and Reed-Solomon

coded OFDM in PLC in the presence of impulsive noise and DCO-OFDM in VLC

in the presence of attenuation.

• Performance analysis of Viterbi and Berlekamp-Massey algorithms are presented

in this dissertation. These algorithms aim at maximizing the data rate given spe-

cific transmit power and BER constraints. At the same time, the algorithms main-

tain minimum computational complexity.

1.6 Layout of the Dissertation

This dissertation consists of six chapters. The first chapter provides introduction to the

dissertation whereas second chapter presents literature review of works done on joint

decoding technique, integration of PLC and Wi-Fi networks and combination of PLC

and VLC networks. The rest of this dissertation can be divided into two parts. The first

part, including Chapters 3 and 4, focuses on the system model and joint decoding tech-

nique respectively. The second part consisting of Chapter 5 focuses on the simulation

results of joint decoding technique. The dissertation is organized as follows:

Chapter 2: Literature Review

In this chapter, some of the works that have already been done in the aspect of joint

decoding technique and LiFi technology are reviewed. The chapter starts by reviewing

some of the applications that have utilized joint decoding technique and the advantage
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that was gained by adopting this technique. The chapter continues with the review of

both serial and parallel integration of PLC and Wi-Fi networks. The chapter concludes

with a review of serial combination of PLC and VLC networks.

Chapter 3: System Model

The system model that is used in this research investigation is presented in this chapter.

Next, PLC G3 model is introduced and how our system is adopted from PLC G3 and

how the OFDM system is modified to meet VLC transmission requirements is explained.

Finally, different components of the system model are described.

Chapter 4: Joint Decoding Scheme

The concept of joint decoding technique is described in details in this chapter. The

chapter describes the decoding algorithms that will be used in implementing the joint

decoding technique. And finally, finishes by describing where joint decoding is applied

in our system and shows a flowchart diagram indicating various scenarios that are con-

sidered in the application of the joint decoding technique.

Chapter 5: Simulation Results

In this chapter, the simulation results and detailed analysis of the results are presented.

The simulation results show that joint decoded system performs better than PLC and

VLC systems at certain distance of separation between the source when joint decoding

is applied at the inner decoder.

Chapter 6: Conclusions and Future Work

This chapter summarizes the main conclusions of this dissertation and presents possi-

ble future exploitations.
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It is worth mentioning that to the best of our knowledge, there has been no investigation

into joint decoding of parallel PLC and VLC transmission systems. Thus, this research

presents the first study of such a possibility.

1.7 Summary

This chapter consists of six sections. Section 1.1 provided background knowledge on

PLC and VLC systems. The importance of these networks in digital communication and

the problems that are associated with their utilization were also discussed in this sec-

tion. It was shown in this section how the emergence of VLC technology has provided a

welcome alternative to radio frequency (RF) spectrum owing to its much greater band-

width. The section concluded by providing background knowledge on the applications

that have integrated PLC and VLC networks in order to improve system performance. In

Section 1.2, the concept of joint decoding technique was introduced and some applica-

tions that have utilized this technique were discussed. The problems that are associated

with the serial and parallel combination of PLC and Wi-Fi systems and serial combina-

tion of PLC and VLC systems were presented in Section 1.3. This section concluded

by describing how replacing Wi-Fi system in this applications with VLC system would

improve the system performance. Section 1.4 presented the main objective that this

research tends to accomplish. It was shown that to achieve this overall objective, a spe-

cific research question has to be answered and several tasks have to be completed as de-

scribed in the research aims. In Section 1.5, the research contributions were presented.

The aim of these contributions is to add valuable knowledge in the field of digital com-

munications. This chapter concluded by presenting the layout of the dissertation in

Section 1.6. This section provided a brief explanation of what each chapter has to offer.
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LITERATURE REVIEW

2.1 Introduction

PLC uses the existing electrical power line networks for telecommunication purposes.

Over the years, power line networks have served as a medium of transmission and dis-

tribution of electric signals [24]. However, the existence of wireless networks and most

recently, the emergence of VLC technology have reduced dependency on power line

networks [56]. In many applications, the power line networks are combined with either

wireless or visible light networks due to ability of these networks to access power line

networks as their backbone for connection and power supply [32].

The survey of literature surrounding joint decoding, combination of PLC and wireless

networks and integration of PLC and VLC systems are presented in this chapter. This

chapter ultimately serves as a knowledge basis that will be used in later chapters of the

dissertation to develop a suitable system model that will be used in this research inves-

tigation and positions at which joint decoding will be applied in order to obtain better

BER performance for the joint decoded system.

12



Chapter 2. Literature Review 13

2.2 Application of Joint Decoding

In [57], FPGA implementation of LPDC decoders based on joint row-column decod-

ing algorithm was proposed. This algorithm was used to process m rows from the up-

permost row to the lowest row during each iteration to ensure that no distinct-column

processing was required. Through simulation, joint decoder and traditional decoder

was compared. It was discovered that with joint decoder, BER decreases and converges

faster to a certain value. This increases the system throughput, thus, improving the per-

formance both in the waterfall and error floor regions. In [58], the authors proposed

iterative joint channel decoding of correlated sources employing serial concatenation

convolutional codes (SCCC). To decode two packets of data that are correlated, the re-

ceiver uses iterative soft decision decoding (SDD) technique to perform joint detection

of the transmitted data sequence. Their simulation results show that jointly decoding

the two received packets improves the BER and frame error rate (FER) depending on

the degree of the correlation between the data packets. The authors in [47] proposed

joint decoding of independent encoded compressive multi-view video streams. Differ-

ent views are encoded and transmitted independently and are then jointly decoded at

the receiver. They showed through simulation results that joint decoding reduces the

blurring effect that occurs in the reconstructed frames at the receiver, thereby, improv-

ing the video quality. Graphical interpretation of the simulation result is shown in
[
[47],

Fig.4
]
. In [48], the authors proposed joint decoding and channel estimation for lin-

ear multiple-input-multiple-output (MIMO) channels assuming that the receiver has

no a priori knowledge of the channel parameters. At the receiver, they used the Viterbi

algorithm to find the maximum likelihood (ML) sequence given the current channel

estimate. Their performance analysis show that through joint detection and estima-

tion, the receiver can approach the performance of a receiver with complete knowl-

edge when very limited training data is used. In [49], joint decoding was applied to

a CDMA system. The joint decoding technique was achieved through analysis of sig-

naling method for random CDMA channels that combine iterative decoding of error

control coding (ECC) with an iterative demodulation processing. The authors realized
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through simulations and result analysis that joint decoding increases the spectral effi-

ciency of CDMA by supporting multiple active users without overcrowding the receiver.

They also realized that joint decoding can mitigate or in some cases, completely erad-

icate the detrimental effects of unequal received powers. Maximum likelihood (ML)

joint decoding scheme of block coded signals in the overloaded MIMO-OFDM system

was proposed in [50, 51]. The performance of this technique was evaluated through

experiments in [50]. In their work, they encoded information bit streams using sep-

arate encoders and then transmitted them using different antennas. At the receiver,

one antenna was used to receive the information coming form multiple transmitting

antennas. Joint ML decoding was done through the calculation of joint metrics for ev-

ery combination of the codewords over the entire signal streams. Their result analysis

show performance improvement through joint ML decoding of coded signal streams.

However, in [51], multiple antennas were used for transmission and joint detection and

decoding was applied at the receiver. Their simulation result show improvement in the

BER performance because signal streams are jointly demodulated through ML decod-

ing. All these investigations discussed utilized joint decoding technique and their result

analyses show improvement in the overall performance of the system.

2.3 Combination of PLC and Wireless Systems

LiFi technology is a light-based communication that uses light waves instead of radio

waves to transmit data and this technology has been widely investigated. In [56, 59], Wi-

Fi was used as the uplink system and VLC as the downlink system to increase the overall

network capacity. In [56], the authors proposed and implemented a practical hybrid

system consisting of Wi-Fi and VLC links that enables data packets requested by the

user applications to be transmitted through Wi-Fi and requested data from the server is

received through the VLC interface. The authors of [59] proposed an indoor hybrid Wi-

Fi and VLC internet access system. Their system model integrates a Wi-Fi access point

that conforms to the IEEE 802.11 standards and VLC system as the downlink.



Chapter 2. Literature Review 15

Parallel combination of PLC and wireless transmission adopting a joint decoding tech-

nique at the receiver has also been investigated. In [38], the authors studied the per-

formance of error correction probability in binary linear code ensembles when each

codeword is divided into subcodewords with each subcodeword transmitted through

one of the parallel channels. They investigated the reliable channel region that allows

for reliable communication over parallel channels and decoded received subcodewords

using one ML decoder. In [39], joint decoding technique was also used to decode sub-

codewords transmitted over multiple parallel channels. The authors focused on finding

new upper bounds on the ML decoding error probability deployed in parallel-channel

setting. They obtained inner bounds on the boundary of the channel regions that en-

sure reliable communication under ML decoding and observed remarkable improve-

ment compared to results reported in [38]. The authors in [40, 41] used joint decoding

technique to decode information received from parallel free-space optical (FSO) and

radio frequency (RF) channels. In [40], only one channel is operational at a time while

the other channel is idle. In [41], joint decoding was also utilized in decoding of rate-

less coding for a hybrid FSO and RF communication system. By using this technique,

they observed that FSO and RF channel resources can be fully utilized without having

to reconfigure or redesign the transmitter. Results of both investigations show improve-

ment in the throughput of the system. In [42], the authors implemented joint decoding

of two independent binary erasure channels (BECs) using a bit mapper to determine

the allocation of coded bits to the channels. Through optimization results, they showed

improvement in the decoding threshold or, alternatively, reduction in the spatial chain

length.

Having presented works done utilizing joint decoding techniques, serial combination

of VLC and Wi-Fi and serial integration of PLC and VLC, there are two notable investi-

gations that exploited parallel transmission using PLC and wireless systems using joint

decoding technique at the receiver. The First work was done in 2012 [2], the authors pro-

posed simultaneous transmission over PLC and wireless channels in order to improve
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the performance of indoor home networks (HNs). They implemented modulation di-

versity through the combination of different diversity schemes such as optimum com-

bining (OC), saturated metric combining (SMC), and maximal ratio combining (MRC)

that are suitable for wireless/PLC transmission [52]. They studied the performance of

different combiners by measuring source of impairment (attenuation) and source of

disturbance (noise) in parallel PLC and wireless links and combined them with diversity

analysis as shown in Fig. 2.1. In modeling their system, they assumed that an identical

OFDM modulated signal was transmitted over the two channels. At the receiver, the

OFDM subcarriers were demodulated using separate hardware before combining the

received signals [53].
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FIGURE 2.1: Wireless-PLC communication using modulation diversity [2]

Multipath propagation that occurs in wireless and PLC channels in an indoor network

causing their impulse responses to contain finite delay spread was controlled using

an appropriate guard length interval [26]. For this investigation, they assumed guard

length interval to be longer than the channel impulse response durations in order to ne-

glect the effect of inter-symbol interference (ISI). They further assumed the bandwidth

of the OFDM subcarrier to be small and modeled both channels as frequency flat chan-

nels [52]. Their analysis show that wireless channel contains conventional Gaussian

noise while PLC channel contains harmful impulsive noise that affects the performance

of MRC. Their experimental results show that these two channels can be combined to

increase data rate through multiplexing or improve system reliability through diversity

combining [2].
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The most recent work done in 2014 was based on the comparison of modulation and

coding diversity schemes making use of wireless and PLC links. They evaluated the per-

formance of wireless and PLC media diversity in the office environment [3] as shown in

Fig. 2.2. Non-identical modulated signal was transmitted over wireless and PLC chan-

nels using wireless OFDM and PLC OFDM modulators respectively [38]. At the receiver,

the signals from wireless and PLC channels were demodulated separately using wire-

less and PLC OFDM demodulator respectively. Prior to transmission, the output of the

encoder is demultiplexed and mapped into signal points. The outputs of the demod-

ulators are transformed into bit-wise metrics, multiplexed and then fed into a binary

decoder [3].
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FIGURE 2.2: Wireless-PLC communication using coding diversity [3]

They used empirical SNR values in Monte Carlo simulation to evaluate the throughput

advantages of both diversity schemes. From their simulation results, it was concluded

that coding diversity outperforms modulation diversity in terms of amount of data that

can be achieved [3]. Coding diversity is bit-interleaved coded modulation (BICM) based

and is currently used in wireless or PLC systems since different signal constellation can

be used for wireless and PLC channels which is not the case in modulation diversity

as it uses only one OFDM modulator minimizing its implementation complexity [39].

In both investigations, a narrowband model was used to analyze the performance of

several diversity-combining schemes and they presented results from BER analysis to

validate their claim [40]. In their investigations, they both focused on broadband PLC

transmissions in the 2 - 30 MHz and wireless transmissions in the 2.4 GHz band. Fur-

thermore, they both assumed Middleton Class - A noise for BB-PLC channel and AWGN
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for the wireless channel. However, it is worth noting that in modulation diversity, iden-

tical modulated signal is transmitted over the two channels while in coding diversity,

same coded signal is transmitted over the two channels [2, 3]. The results obtained

through measurement data show in both investigations that combining methods and

joint decoding can be used to increase the effective SNR and improve system through-

put [2].

2.4 Combination of PLC and VLC Systems

PLC and VLC systems can also be combined to improve the performance of indoor ap-

plications [33–36]. In [33, 35], PLC and VLC were combined for indoor hospital applica-

tions. They proposed E-HEALTH as an efficient complement to traditional healthcare

services with the aim of enhancing the efficiency of diagnosis and improving the pa-

tient experience [33]. In [34], the authors proposed an indoor broadband broadcasting

system based on PLC and VLC with the view of reducing the complexity of VLC net-

work protocols and obtaining a system that requires less modification to the existing

infrastructure while at the same time, providing better signal coverage. The proposed

system model was adopted for smart house lighting enabling lighting and data com-

munication simultaneously. This application can be used in hospitals, shopping malls,

stadiums, music halls, etc. In [36], integration of indoor visible light and power line

communication systems was proposed. They combined PLC and VLC systems for in-

door applications using the PLC system as backbone for the VLC system. VLC system

was utilized in the downlink to improve network efficiency and provide a more econom-

ical way of fulfilling the need for broadband access for indoor users [34]. The results

obtained from these investigations show improvement in the throughput of the system.

More investigations in serial PLC and VLC combination were made in [28, 43–46, 60].

These works combined PLC and VLC systems to develop hybrid systems with improved

system performance. Low-complexity SOCPBFSK-OOK interface between PLC and VLC

channels for low data rate transmission applications was proposed in [28]. They stud-

ied the performance of using a spread orthogonal continuous phase binary frequency
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shift keying (SOCPBFSK) receiver combined with an on-off keying (OOK) modulator for

low data transmission between PLC and VLC channels. They evaluated the error rate

performance of the system using eye diagrams. The authors of [43] proposed a cost-

effective approach for ubiquitous broadband access based on a hybrid PLC-VLC sys-

tem with low-cost modification to the current infrastructure. They were able to achieve

broadband access network that supports full duplex transmission through each LED us-

ing the decode-and-forward (DF) technique. Their results show that duplex symmetric

PLC-VLC system has superior performance compared to conventional PLC-VLC inte-

grated system. In [44] cascaded PLC-VLC channel using OFDM and CSK techniques

for full link transmission was investigated. From the BER graphs they obtained through

simulations, they concluded that communication between the two channels is possible.

In [45], integration system of white LED VLC and PLC was proposed. They implemented

a wiring system for optical communication using existing power lines. They achieved

high quality of service (QoS) and high quality of communication in all areas of the room.

The authors of [46] investigated the integration of PLC and VLC for an indoor communi-

cation. They adopted the same orthogonal multicarrier modulation format in channels

and analyzed the capacity of the hybrid PLC-VLC system. Through simulation results,

they observed that the system achieves highest capacity when the user is at the center

and decreases as the user moves closer to the walls.

2.5 Summary

This chapter is composed of four sections. Introduction to what the chapter has to of-

fer was provided in Section 2.1. The review of works that have been previously done

in joint decoding application was presented in Section 2.2. It was observed that joint

decoding can be used to improve the overall system performance in terms of system

throughput, BER and FER, video quality in multi-view video streams and spectral ef-

ficiency. In Section 2.3, literature review of integration of PLC and wireless networks

as well as VLC and Wi-Fi networks was provided. From their simulation results, it was

observed that by combining VLC and Wi-Fi systems and deploying the VLC system as
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the downlink system, the overall capacity of the system can be increased due to greater

bandwidth available in the visible light spectrum compared to Wi-Fi networks. In paral-

lel PLC and Wi-Fi system, the joint decoding technique was applied at the receiver’s end

and simulation results from this approach show significant improvement in the system

throughput, decoding threshold and implementation complexity. Finally, Section 2.4

reviewed the serial concatenation of PLC and VLC systems. It was gathered from this

section that by combining PLC and VLC systems in serial, the system performance can

be improved in terms of reducing complexity, improving throughput and signal cover-

age in areas such as hospitals, shopping malls, etc.



Chapter 3

SYSTEM MODEL

3.1 Introduction

The demand to use PLC technology to deliver high-speed communication signals over

electric power lines continues to grow at a rapid pace. However, power line networks

were not originally designed for data transmission but to transport electric signals at

lower frequencies since they provide a harsh environment for higher frequency com-

munication signals [61]. Therefore, interest has been shown in the use of hybrid tech-

nology in indoor applications to obtain improved high-speed communication. One of

the approaches taken in this regard is combination of power line and Wi-Fi technolo-

gies. However, issues such as low data security, limited bandwidth and high channel

interference experienced in Wi-Fi transmission hugely affect the overall system perfor-

mance [52]. Limited bandwidth in Wi-Fi causes “spectrum crunch” resulting in network

throughput degradation [54]. Another approach is serial combination of PLC and VLC

technologies. But there are issues facing applications of this nature such as double at-

tenuation of the received signal and dependence of one system on the other. Thus, if

one system breaks down, the entire system fails to function [34]. In this chapter, the

proposed system model that is used to carry out this research investigation is first pre-

sented and it is then shown how this proposed system was adopted using PLC G3 phys-

ical layer specification outlined in [4, 9, 62]. To describe the operational mechanism of

21
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PLC G3 system, the components that make up the physical layer were analyzed. Next,

the OFDM systems used in both PLC and VLC channels are presented and it is shown

how the OFDM system was modified in the VLC system [63, 64]. The chapter concludes

with the analysis of PLC and VLC channel models modeling the PLC channel as AWGN

channel with impulsive noise distribution [65, 66] and VLC channel as AWGN channel

with line of sight propagation effect [13, 14].

3.2 Parallel PLC-VLC System

The transmission system model adopted in this research investigation is shown in Fig.

3.1. The system is implemented according to the PLC G3 physical layer specification [4].

To establish transmission between the sender and the receiver, the information is first

encoded using a forward error correction (FEC) encoder. The encoded signal is then

modulated using binary phase shift keying (BPSK) modulation scheme combined with

OFDM technique [67]. The modulated signal is then transmitted over two non-identical

channels where it is corrupted by noise. At the receiver, the information received from

both channels is first combined and then decoded as one codeword [4].
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Data
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VLC

Channel

OFDM
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FIGURE 3.1: Parallel PLC-VLC system model with OFDM over PLC channel and DCO-
OFDM over VLC channel

Parallel combination of these two distinct systems offers numerous advantages such as

increased data rate, improved system reliability, higher spectral efficiency [49], continu-

ous data transmission unless in the event that both systems fail and diversity [2]. How-

ever, there are pitfalls that are associated with transmission system of this sort. These
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include: high maintenance cost, aging of the power lines, combating noise sources in

the PLC channel, attenuation that affects VLC transmission, etc [68].

3.3 PLC G3 Model

The system depicted in Fig. 3.1 is modeled according to PLC G3 physical layer speci-

fication shown in Fig. 3.2. The PLC G3 bandwidth is between 35.9 kHz - 90.6 kHz of

the CENELEC - A band. An OFDM with binary phase shift keying (BPSK) or quadra-

ture phase shift keying (QPSK) modulation schemes per carrier is chosen such that in

normal mode operation, the data rate is supported up to 33.4 kbps [9, 69]. The use of

BPSK or QPSK modulation schemes for each carrier also simplifies the design of the

receiver since no tracking circuitry is required for the coherent detection of the phase

of each carrier. This is because, the phases of the carriers in the adjacent symbols are

used as reference for detecting the phases of the carriers in the current symbol [67].

This standard can be adopted to extend the frequencies to 180 kHz. Thus, the sampling

frequency can be selected to be 400 kHz to provide some margin above the Nyquist fre-

quency for signal filtering in the transmitter (for spectrum shaping and signal images re-

moval) and at the receiver (for frequency band selection and signal enhancement) [19].

The physical layer of both systems is designed according PLC G3 system model shown

in Fig. 3.2. The system combines Reed-Solomon and convolutional coding with OFDM

modulation scheme in order to merge the benefits of multicarrier modulation and FEC

coding to obtain a system that has excellent performance capability in the presence of

multipath and fading channels [4].
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FIGURE 3.2: Transmission system model according to PLC G3 specification [4]
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This system operates in two different modes, namely normal mode (BPSK mode or

QPSK mode) and robust mode. In Normal mode, the forward error correction (FEC)

encoder consists of a Reed-Solomon encoder and a convolutional encoder. The sys-

tem also supports Reed-Solomon code with parity of 8 and 16 bytes [70]. In Robust

mode, FEC is composed of Reed-Solomon and convolutional encoders followed by a

Repetition Coder (RC) that introduces three redundancy bits for each data bit making

the system more robust to channel impairments [71]. However, this reduces the system

throughput by a factor of 4. Additionally, the system can also work in super robust mode

to transmit frame control header (FCH). In this mode, the convolutional code combined

with the RC introduces five redundant bits for each data bit [72]. The interleaver block

that follows the convolutional encoder is used to provide protection against two differ-

ent error sources, namely, the burst error capable of corrupting a few successive OFDM

symbols and the frequency deep fade capable of corrupting a few adjacent frequencies

for a large number of OFDM symbols [73]. To correct errors from both sources, a 2D

interleaver is used where one interleaves in the time domain and the other interleaves

the in frequency domain. This technique is very important as it prevents frequency-

dependent fading and impulsive noise from corrupting the data [9]. The FEC encoder

and decoder and OFDM modulator and demodulator consist of different components.

The bandwidth available within the CENELEC band is divided into sub-channels, which

can be seen as multiple independent PSK modulated carriers having different non-

interfering (orthogonal) carrier frequencies [4]. The convolutional and Reed-Solomon

encoders provide bit redundancy that enables the receiver to recover bits that are lost

due to background and impulsive noise. The correlation of the received noise at the

input of the decoder is reduced through time-frequency interleaving scheme, thereby

providing diversity [19, 69].

PLC G3 is an open protocol that was developed by the G3-PLC Alliance organization

for low frequency NB-PLC systems that operates in frequency band below 500 kHz [4].

This frequency has been further reduced to 148.5 kHz and sub-divided into four bands

that are fully regulated by CENELEC. These sub-bands are described in EN 50065-1 as

follows [20]:
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• Band-A occupies the frequency range between 3 kHz and 95 kHz and is available

for energy suppliers only for monitoring and controlling low voltage users. PLC

G3 operates within this frequency range.

• Band-B covers the frequency range between 95 kHz and 125 kHz and is reserved

for consumers with no access protocol.

• Band-C is reserved for home use and is regulated by CSMA/CA access protocol. It

occupies the frequency range between 125 kHz and 140 kHz.

• Band-D has a frequency range of 140 kHz to 148.5 kHz and is utilized by alarm

and security systems that have no access protocol.

TABLE 3.1: Narrowband PLC bands regulated by Europe EN 50065 - 1 [19]

CENELEC Band Frequency Range Primary Use

(kHz)

A 3−95
Reserved for Energy

providers

B 95−125 Reserved for all users

C 125−140
Reserved for home

networking

D 140−148.5
Reserved for alarm and

security systems

The summary of the sub-division of the narrowband frequency is provided in Table 3.1.

Applications of NB-PLC are mostly in automatic meter infrastructure (AMI), automatic

meter reading (AMR), controlling of street lights and providing vehicle-to-grid system

communication [20]. The PLC G3 protocol uses modulation techniques to achieve higher

data rates and NB-PLC is capable of achieving data rates up to 128 kbps through the

use of OFDM modulation scheme. To increase the robustness of the OFDM system

to channel impairments, channel encoding, interleaving and repetition code are per-

formed prior to transmission [9].
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TABLE 3.2: Main parameters of PLC G3 [20]

Frequency range 35−91 kHz

Sampling frequency 400 kHz

Subcarrier spacing 1.56 kHz

No. of data subcarriers 36

No. of pilot subcarriers −
FFT interval 640 µs

Cyclic prefix 75 µs

OFDM symbol duration 715 µs

Preamble period 6080 µs

FEC RS, CC

Interleaving per data packet

Windowing YES

PLC G3 utilizes OFDM modulation scheme in the frequency region between 35 kHz

and 91 kHz. Either BPSK or QPSK modulation technique can be used to modulate the

subcarriers and a maximum data rate of 33.4 kbps is achievable using QPSK and FEC

[70]. PLC G3 provides higher transmission reliability when compared to counterparts

such as PLC PRIME but redundant bits added in the frame and OFDM subcarriers affect

data transmission rate [19, 74].

3.4 FEC Encoder and Decoder

The FEC encoder is located at the sender’s side of the transmission system. Prior to

transmission, a scrambler is used to introduce random distribution in the data. At the

beginning of each data frame, a data structure called FCH is transmitted [4]. This data

structure contains information such as frame type, frame length and frame index of
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the frame that is being transmitted. The message is then encoded using both Reed-

Solomon and convolutional encoders aligned in series to provide combined error cor-

rection scheme that is capable of combating both burst and random errors [73]. Be-

fore passing the codeword through the channel, the codeword is interleaved to provide

protection against frequency deep fading and impulsive noise that are present in the

channel. At the receiver, the FEC decoder performs the opposite functions of the FEC

encoder in order to recover the original message that was transmitted [71].
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FIGURE 3.3: Components of an FEC encoder [4]
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FIGURE 3.4: Components of an FEC decoder [4]

The two decoders aligned in cascade inside the FEC decoder are convolutional decoder

that uses Viterbi algorithm and Reed-Solomon decoder that uses Berlekamp-Massey al-

gorithm [70]. The importance and operation of these two algorithms are discussed in

Chapter 4. The FEC scheme helps to reduce the adverse effects of multipath fading by

introducing redundancies into the data to be transmitted. These redundancy bits are
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added in a controlled way to enable the receiver to detect and correct transmission er-

rors. This technique leads to improvement in the BER performance by providing high

spectral efficiency at low bit error rate [19]. In normal mode, FEC consists of Reed-

Solomon and convolutional encoders only whereas in robust mode, FEC encoder is fol-

lowed by a repetition code (RC) that repeats each bit four times in order to make the

system more robust to channel disturbances [9].

Forward error correction can be used to improve the quality of service (QoS) by reduc-

ing the BER. FEC enables the receiver to correct the errors that have occurred in the

transmitted message without requiring any further information from the sender [75].

Thus, data lost during transmission can be recovered using this technique without a

need for retransmission. For an RS (n,k) code, systematic FEC preserves the k message

symbols and adds (n − k) parity symbols for protection against channel disturbances

[76]. Different types of errors occur in the transmitted data due to different types of

noise. Thus, different error correction schemes for combating different types of noise

have been proposed in [77–80]. Some of these proposed schemes used standard error

correction scheme such as RS encoding and convolutional decoding while others added

interleaving scheme in order to ease the burden on the RS decoder [81].

3.4.1 Frame Control Header

The frame control header (FCH) consists of four data symbols that are transmitted at

the beginning of each data frame. The FCH contains information about the frame that

is about to be transmitted, such as frame type, length and index [4]. It uses all the al-

lowable subcarriers and is protected with five cyclic redundancy check (CRC) bits for

error detection purposes. The CRC is calculated as a function of 34-bit sequence using

standard generator polynomial of degree 5 as follows [62]:

G(x) = x5 +x2 +1 (3.1)

The CRC5 can be seen as the remainder obtained by dividing the FCH polynomial with

the generator polynomial (3.1). To make CRC5 more robust, guardbands can be used.
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In PLC G3, these data symbols are repeated 9 and a half times to allow for receiver syn-

chronization. Thus, the probability of receiver not recognizing a received codeword is

reduced [75].

3.4.2 Scrambler

The scrambler is used to introduce random distribution in the data. The bits in the

scrambler are all initialized to ones at the start of processing of each frame and are then

reinitialized for each FCH and data. A repeating PN sequence is used to XOR the data

stream using the generator polynomial as shown below [62]:

S(x) = x7 ⊕x4 ⊕1 (3.2)

X 7 X 6 X 5 X 4 X 3 X 2 X 1

+

+

Data In

Scrambled Data Out

FIGURE 3.5: Data scrambler [4]

3.4.3 Reed-Solomon Encoder

Reed-Solomon codes are most frequently used in digital communication and storage

systems due to their efficiency in error correction and are capable of correcting a maxi-

mum number of (n−k) errors from any received k number of bits [82]. There are many

decoding algorithms [82–84] available for decoding RS codes. The RS encoder is the

outer encoder inside the FEC encoder box. The data from the scramble is encoded by

shortened systematic RS code using Galois Field (GF) [84]. Thus, a t error-correcting RS

code in GF (2m) has the following properties [62]:

• Block length = n = 2m −1
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• Number of parity-check = n −k = 2t

• Minimum distance = dmi n = 2t +1

Consider (n,k) RS code over the field GF (2m). If α is the primitive element of GF (2m),

then code generator polynomial G(x) is given by [4]

G(x) =
2t∏

i=1
(x −αi ) (3.3)

where 2t = n −k, t is the error correcting-capability of the RS code, n is the codeword

length and k is the message length.

The first bit in time out of the scrambler is the most significant bit (MSB) at the input

of RS encoder. Each input at the RS encoder consists of one or more fill symbols fol-

lowed by the message symbols [83]. The output of the encoder with the exclusion of fill

symbols proceed to the input of the convolutional encoder with each message followed

by parity symbols [4]. Reed-Solomon encoding is a block coding scheme that is very

effective in correcting burst errors that usually occur due to impulsive noise. RS codes

are considered optimally effective binary burst error correcting codes and systematic

encoding of RS codes involves three steps as follows [85]:

• Multiply the message polynomial m(x) by xn−k

• Divide the result of step 1 by the G(x) and let d(x) be the remainder

• Set c(x) = xn−k m(x)−d(x)

The derived codeword c(x) is a multiple of G(x), the degree of G(x) is (n −k), the first

n − k coefficients of xn−k m(x) are zeros and only the first n − k coefficients of d(x)

are non-zeros [85]. Our system operates in normal mode and as such, a standard RS

(255,239) code is used to further enhance the system performance in the presence of

hostile power line channel [71] .
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3.4.4 Convolutional Encoder

The bit stream coming out of the RS encoder proceeds to the input of the convolutional

encoder where it is encoded using a standard code rate of 1/2, constraint length (K ) of

7 and generator polynomial of [171 133] [9]. When the last data bit from the RS encoder

has been received, the encoder adds six tail bits that are needed to initialize the convo-

lutional encoder to the "zero-state" [62]. These tail bits are regarded as six zeros and are

inserted to improve the error probability of the convolutional decoder that depends on

the future bits when performing decoding operations [67].

The concept of error control coding is focused on adding parity bits to the encoded

message bits before passing them through the channel to the receiver. This technique

is used to improve the SNR and BER and as a result, enhance the performance of the

system [86]. Convolutional codes are widely used in communication systems for the

purpose of error correction. A convolutional encoder consists of shift registers (mem-

ory elements) and can be seen as a sequential circuit [5]. Convolutional codes are com-

monly specified by three parameters: (k) which is the number of input bits (original

message bits), (n) which is the number of output bits (encoded bits) and number of

memory register (m) [87]. Code rate (r ) of a convolutional code expressed as k/n indi-

cates the measure of the efficiency of the code. The constraint length of a convolutional

code is defined as the number of bits in the encoder memory that affects the generation

of n output bits and is given by K = k(m−1) [88]. In a convolutional encoder, k number

of information bits are convolved with the generator matrix (impulse response of the

encoder) to obtain n number of encoded bits [86].

A simple convolutional encoder is shown in Fig. 3.6. The information bits are fed into

in groups of k bits into the shift register and the output encoded bits are obtained by

modulo-2 addition (XOR operation) of the input information bits and the contents of

the shift registers which are the previous information bits [7]. The determination of

which bits to be added in order to produce the output encoded bit is referred to as

generator polynomial g (x) for that output bit [5]. Prior to the encoding operation, the

shift register of the encoder is initialized to the all-zero state. Systematic codes have
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FIGURE 3.6: A convolutional encoder with k = 1, n = 2 and r = 1/2 [5]

advantages over non-systematic such as less hardware requirement for encoding and

non-catastrophic nature of the codes which prevents the errors from propagating catas-

trophically [8]. These properties make systematic codes very desirable in Trellis Coded

Modulation (TCM). The operation of a convolutional encoder can be explained in sev-

eral ways such as state diagram representation, tree diagram representation and trellis

diagram representation [7].

3.4.4.1 State Diagram Representation

The operation of a convolutional encoder can be viewed as a finite state machine. The

contents of the rightmost (K −1) stages of the shift register define the states of the en-

coder [86]. Thus, the encoder depicted in Fig. 3.6 has four states. The transition of

the encoder from one state to another is initiated by the input bit as shown in Fig. 3.7

[8]. Insertion of a new input bit (0 or 1) causes the encoder to move from one state to

another and the path information between the states denoted as b/c1c2 represents the

input information bit (b) and corresponding output bits (c1c2). The circles represent

the states and both input bit and output bits are shown on the arc [7].
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FIGURE 3.7: State diagram of a convolutional encoder with k = 1, n = 2 and r = 1/2 [6]

For example, let us encode the sequence 101100 using the state diagram [6].

1. We start encoding at state 00. The arrival of bit 1 causes the encoder to transit to

state 10 and the output bits are 11.

2. Now we are at the new state 10 and arrival of the next bit 0 puts the encoder in

state 01 and output bits are 11.

3. We are now at state 01 and arrival of the next bit 1 puts the encoder in state 10 and

output bits are 01.

4. Back to 10 as the new state and the next input bit is 1, the encoder transits to state

11 and output bits are 00.

5. At state 11 and the next input bit is 0, the encoder moves to state 01 and output

bits are 01.

6. When at state 01 and the next input bit is 0, the encoder moves to state 00 and

output bits are 10.

Thus the encoded output bits that are transmitted through the channel are 11 11 01 00

01 10. The receiver does not have a direct knowledge of the transmitter state transitions,
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it only sees the received sequence of parity bits with some possible corruptions [16].

Therefore, the receiver is tasked with determining the best possible sequence of the

transmitter states that could have generated the received sequence [89].

3.4.4.2 Tree Diagram Representation

The tree diagram is used to show all the possible information and encoded sequence of

a convolutional encoder. The Tree diagram of a convolutional encoder with k = 1, n = 2

and r = 1/2 is shown in Fig. 3.8 [90]. The tree diagram allows for direct determination

of the encoded bits given an input sequence [7]. Unlike in a state diagram where input

bit causes the encoder to move from one state to another, we go down the branches of

the tree diagram depending on the value of the input bit (0 or 1) [7]. The first branch

indicates the arrival of 0 or 1 and it is assumed that encoding starts at the all zero (00)

state. If the input is 1, we go down the branch but if 0 is received, we go up the branch

[6]. In Fig. 3.8, the dotted lines show the arrival of bit 1 at the input and solid lines

indicate the arrival bit 0. The outputs of the encoder depending on the input bits are

shown above the dotted and solid lines.

Let us consider an input sequence 1011. Using the tree diagram, we obtain the encoded

output sequence as follows [91]:

1. We go down the first branch since input bit is 1. The output is 11.

2. Next bit at the input is 0. Now we go up the second branch and the output is 10.

3. The next arrival bit is 1, we go down the third branch and the output is 00.

4. Finally the incoming bit is 1 and we go down the fourth branch and the output is

01.

Thus, the encoded output sequence is 11 10 00 01.
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FIGURE 3.8: Tree diagram of a convolutional encoder with k = 1, n = 2 and r = 1/2 [7]

3.4.4.3 Trellis Diagram Representation

Trellis diagram is directly derived from the state diagram of the convolutional code. A

Trellis diagram describes the operation of the encoder and can be conveniently used

to describe the behavior of the corresponding decoder, especially when the Viterbi de-

coder is used [8]. The Trellis diagram is preferred to the state or tree diagram because it

represents the linear time sequencing of events. The x-axis is the discrete time and all

possible states are shown on the y-axis [90]. The Trellis diagram is navigated horizon-

tally with the passage of time and each new bit arrival leads to a new state transition. To
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construct a trellis diagram, all possible states are lined up in the vertical axis and each

state is connected to the next state by the allowable codewords for that state [16]. There

are only two possible options available at each state and these options are determined

by the value of the incoming bit [8]. Encoding of the incoming bit starts at state 00 and
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FIGURE 3.9: Trellis diagram for a 4-state convolutional encoder [8]

from there, the trellis expands in K bits and gets populated such that all states transi-

tions are possible. The transitions are then repeated from that point and it should be

noted that state, tree and trellis diagrams are unique to each code [5].

In PLC G3, Reed-Solomon and convolutional encoders are aligned in cascade. This

technique provides a combined error correction scheme that is capable of combating

both random and burst errors that occur in the channel [62].

3.4.5 Interleaver

Interleaving is generally adopted in systems with memory and especially involves con-

volutional coding due to its capability of handling burst errors [78]. Interleaving in PLC

G3 is done with the purpose of spreading an OFDM symbol over other OFDM sym-

bols while ensuring that each OFDM symbol is interleaved [72]. The interleaver is used

to protect transmitted signal from being corrupt by frequency deep fading and impul-

sive noise that are present in the channel [62]. To achieve this protection, a 2D inter-

leaver is used where one interleaves in the frequency domain and the other interleaves
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in the time domain. The interleaver is designed in such a way that it provides protection

against two different sources of errors [4]:

i. Burst errors that corrupt a few consecutive OFDM symbols

ii. Frequency deep fading that corrupts a large number of adjacent OFDM symbols

To combat these problems simultaneously, interleaving is performed in two stages. Stage

one involves cyclic shifting in which each column is circularly shifted a different num-

ber of times so that a corrupted OFDM symbol is spread across different symbols [62].

During stage two, frequency deep fading is prevented from corrupting the whole col-

umn by circularly shifting each row a different number of times [58]. The number of

times the circular shift occurs is determined by the parameters that are chosen based

on the number of subcarriers in each OFDM symbol and the number of OFDM symbols

in each interleaving block [4].

3.5 OFDM System

OFDM is a multicarrier modulation scheme that offers transmission advantages such as

spectral efficiency and mitigation of multipath propagation that causes loss of data [4].

To generate an OFDM signal, an inverse fast Fourier transform (IFFT) is carried out on

the complex-valued signal points produced by differentially encoded phase modulation

and are allocated to individual subcarriers [9, 92]. An OFDM symbol is then formed by

appending a cyclic prefix to the beginning of each block generated by the IFFT. The

length of the cyclic prefix is selected in such a way that channel group delay does not

result in interference between successive OFDM symbols or adjacent subcarriers [62,

93]. After modulation, the IFFT is applied to the data. An IFFT block accepts 256-point

IFFT of data and generates 256 time domain samples that are pre-appended using 30

samples of cyclic prefix [94]. Then raised cosine shaping is applied to both data and

frame control symbols to minimize out-of-band emission and spectral side lobes [95].
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The number of symbols in each PHY frame is dependent on two parameters, namely,

the required data rate and the acceptable robustness [9, 92].

Mapping
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FIGURE 3.10: Components of an OFDM modulator [3]
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FIGURE 3.11: Components of an OFDM demodulator [9]

OFDM signals are transmitted in parallel using subcarriers at different frequencies. The

transmitter utilizes IFFT to generate a sampled waveform [96]. For a given OFDM sym-

bol, let X (m) be the complex number that denotes the constellation point on the mth

subcarrier. Then the baseband time domain samples for that symbol are given by [97]

x(k) = 1

N

N−1∑
m=0

X (m)exp

(− j 2πkm

N

)
(3.4)

where N is the IFFT size, x(k) and X (m) are generally complex and frequency domain

vector X is constrained to have Hermitian symmetry to ensure that x(k) is real [98].

OFDM efficiently uses the bandwidth within the CENELEC band to allow for advanced

channel coding techniques to enable robust communication in the presence of impul-

sive noise, frequency selective attenuation and NB interference [62, 92]. The link adap-

tation is achieved through a blind channel estimation technique. The subcarriers with

bad SNR are differentiated by the system and are not used to transmit data. The OFDM-

based PLC G3 adopted in the PLC system offers the following advantages [9]:
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1. Robust communication in the presence of a very hostile PLC channel by trans-

mitting data only on the frequencies that do not have major interference. This is

regarded as dynamic tone adoption.

2. In normal mode operation, it provides a minimum of 20 kbps effective data rate

during transmission.

3. It also allows for the co-use of S-FSK in a narrowband transmission.

The OFDM adopted in the PLC system uses BPSK modulation scheme per subcarrier in

order to support up to 33.4 kbps data rate during normal mode transmission. To detect

the phases of the current carriers, the phases of the carriers in the adjacent symbols are

used as reference [75].

3.5.1 Binary Phase Shift Keying

The BPSK modulation scheme has been adopted over the years in wireless commu-

nication for data modulation. There have been many research investigations done to

analyze the performance of the BPSK scheme in comparison to the QPSK method [10].

These investigations have shown that BPSK offer better BER performance than QPSK

because BPSK provides acceptable BER when transmitting signals with relatively low

energy and it also provides high immunity to channel noise [10, 99].

The BPSK scheme uses two points located 180° apart to represent the binary informa-

tion. These points can be plotted anywhere in the Cartesian plane provided that an

angle of 180° is maintained between the points as shown in Fig. 3.12. This technique is

referred to as a constellation or mapping [99]. These real signals can be written as the

vector sum of two signals in quadrature called I and Q space. The I-Q amplitudes can

be seen as the x and y projections of the signal computed as follows [10].

Iampl i t ud e = (symbol expression)cos(phase)

Qampl i t ud e = (symbol expression)sin(phase)
(3.5)
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FIGURE 3.12: Binary information representation using BPSK modulation scheme [10]

Thus, it can be easily observed from (3.5) that I = 1 for the first symbol and -1 for the

second symbol. The amplitude of Q on the other hand is zero for both symbols since

sin(0°) = sin(180°) = 0 [100]. The mapping rules that must be observed when using the

BPSK scheme are illustrated in Table 3.3

TABLE 3.3: Mapping procedure for BPSK scheme using two cosine signals [10]

Symbol Bit Expression I Q

S1 0
√

2Eb
T cos(ωt ) 1 0

S2 1
√

2Eb
T cos(ωt +π) -1 0

The carrier signals associated with the bits are transmitted rather than the bits them-

selves [101]. To illustrate how the expressions in Table 3.3 are derived, it was assumed

that the frequency of the carrier signal is 1, i.e. fc = 1 and express the BPSK waveform as

follows [101]:

Sb(t ) =
√

2Eb

Tb
cos(ωt +π(1−n)) (3.6)

For binary bit 0 and taking n = 0, we have that

S0(t ) =
√

2E0

T0
cos(ωt +π(1−0))

=
√

2E0

T0
cos(ωt +π)

(3.7)
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For binary bit 1 and taking n = 1, we have that

S1(t ) =
√

2E1

T1
cos(ωt +π(1−1))

=
√

2E1

T1
cos(ωt )

(3.8)

where E0 and E1 are the bit energies associated with the first and second signals respec-

tively. The BPSK bit error rate is the given by [102]

Pb =
1

2
erfc

√
Eb

N0
(3.9)

where Eb is the bit energy and N0 is the noise power spectral density.

The same OFDM system used in the PLC system is used in VLC system but it is modified

to suit the unique properties of VLC signals, such as non-negative value of VLC signal

since light intensity cannot be negative [63]. There are two methods that are commonly

used to generate non-negative signal: DC biased optical OFDM (DCO-OFDM) [63, 64]

and asymmetrical clipped optical OFDM (ACO-OFDM) [98, 103]. In this research, DCO-

OFDM was adopted in the VLC system as it offers better spectral efficiency than ACO-

OFDM [11].

3.5.2 DCO-OFDM System

Most of the optical wireless systems used for communications adopt intensity modulat-

ed/direct detection scheme due to its cost efficient property and this technique ensures

that only real and non-negative signals are transmitted [11]. At the transmitter, real sig-

nals can be generated using the IFFT that sacrifices half of the spectral efficiency by

making use of only signals with Hermitian symmetry at the input [98].

In DCO-OFDM, negative signals are made positive by adding a DC bias to normal OFDM

signals [104]. This increases the power requirement of the system since OFDM signals

require very high peak-to-average ratio resulting in the use of very high bias to eliminate
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FIGURE 3.13: DCO-OFDM system [11]

all negative peaks [11]. However, only a moderate bias is used and the remaining neg-

ative peaks are clipped to zero resulting in clipping noise affecting both odd and even

subcarriers [98].

DCO-OFDM is used to convert a bipolar OFDM signal into a unipolar signal. Adding

a DC bias to an OFDM signal has an adverse effect on both power requirement and

performance [98]. The performance of DCO-OFDM is determined by the bias level and

optimum bias that can be added depends on the size of the constellation being used.

Adding a small bias results in clipping noise that hampers performance while a large

bias increases the amount of required power [104]. DCO-OFDM offers data rate that

is twice that of ACO-OFDM as a result of Hermitian symmetry. Thus, there are N /2

independent complex inputs for an N IFFT point for a given constellation size [105].

3.6 The Impulsive Noise Model for PLC Channel

The PLC channel is well known to be very noisy and hostile for data communication.

Its characteristics constantly change with frequency, time, location and type of loads

that are connected to it [66]. The PLC channel is frequency selective and low frequency

harmonics (10 kHz to 200 kHz) are mostly affected by interference [65, 69]. In addition

to white noise that is always present, power line channel is typically subjected to back-

ground noise, impulsive noise, frequency selective fading and narrowband interference
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[4]. Noise affecting OFDM subcarrier signals in PLC channel is modeled as AWGN only

in frequency domain due to Fourier transform of the received signal. However, in the

time domain, PLC channel is affected by non-AWGN [2]. Noise that occur in PLC chan-

nel is a combination of impulsive noise (synchronous and asynchronous), Gaussian

background noise, and narrowband interference as described in [2, 65, 80, 106, 107].

Due to all these factors, there has been a lot of research investigation in modeling of

such a complex channel as shown in [66, 108–110].

The PLC channel adopted in this research is modeled as Middleton Class-A noise model.

Additionally, additive white Gaussian noise (AWGN) component is added to model the

ever present thermal noise produced by the receiver. This model has been widely adopted

in many literatures to model the effects of impulse noise in a communication systems

[65, 106, 107, 111–116]. The probability density function (PDF) of a noise sample, zp

given by Middleton Class-A is represented as [12]

F (zp ) =
∞∑

m=0
Pm N (zp ;0,σ2

m) (3.10)

where N (zp ;µ,σ2) denotes a Gaussian PDF with the meanµ and varianceσ2 from which

the sample is taken.

Pm = (e−A)Am

m!
(3.11)

and

σ2
m =σ2

I +σ2
g =σ2

g

( m

AΓ
+1

)
(3.12)

where σ2
I is the variance of the impulse noise and σ2

g is the variance of the background

noise (AWGN). The parameter m is the random noise state that describes each sam-

ple and is chosen from the set m ∈ (0,1,2, ...,∞) and has a Poisson-distribution that is

given by (3.11). The parameter Γ = σ2
g /σ2

I is the ratio of the mean power of the Gaus-

sian component to mean power of the impulsive noise component [115]. It should be

noted that if zp is completely AWGN then Γ approaches ∞. However, when Γ 6= 0 and

m = 0, the noise component is completely Gaussian [2]. Therefore, it can be concluded
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that the Middleton Class-A PDF presented in (3.10) is simply the summation of all the

conditional-Gaussian PDFs multiplied by the probabilities of occurrence of the asso-

ciated states [107]. The parameter A is the density of impulses within an observation

period. Thus, it can be represented as A = ητ/T0, where η is the average number of im-

pulses per second and τ is the average duration of each impulse and all impulses are

assumed to have the same duration [12]. Noise samples are assumed to be i.i.d. (inde-

pendent and identically distributed) and each noise sample has a Gaussian distribution

and densities of the impulse noise are shown to occur according to the Poisson distri-

bution (3.11). The density of the impulse noise is accepted as impulsive index A ≤ 1 and

during observation period T0, if ητ> T0 then A is set to 1 no matter how large ητ is [2]. It

is worth noting that whether impulses occur in burst (one after the other) or at separate

intervals, the calculation of impulsive index follows the same procedure [12]. The signal

to noise ratio (SNR) of PLC channel is given by [2]

SN Rp = E [|hp x|2]

σm
(3.13)

where the expected value is calculated over all possible values of x. If the impulse noise

is too high, then impulsive noise powers may be in the orders of magnitude greater than

that of AWGN [111]. In a situation like this, low values of SN Rp are considered only

when characterizing the system performance since SN Rp is determined by the total

noise [106]. The capacity of the PLC channel is given by [2]

Cp = log2(1+SN Rp ) (3.14)

A two-state representation of Middleton Class-A is shown in Fig. 3.14. It can be seen

σg
2

σg
2 + σI

2

A

Rk

1− A

A

−
Rk

FIGURE 3.14: Middleton Class-A model for two-state PLC channel [12]
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from this model that only the state with variance σ2
g has Gaussian distribution and the

state with impulse noise does not necessarily have a Gaussian distribution [65]. The

process by which each OFDM symbol Rk is affected by impulse noise is illustrated in

Fig. 3.14, where the channel also has additive white Gaussian noise (AWGN) [107]. Each

data symbol entering the channel is either corrupted by only AWGN noise having a vari-

ance of σ2
g with a probability 1− A or is corrupted by both AWGN and impulse noise

having a variance of σ2
g +σ2

I with a probability of A [72]. Impulse noise variance for

the states with impulse noise is divided by the probability (A) of entering into that state

resulting in impulse noise variance of the system being σ2
I [68]. From (3.10) –(3.12), it

can be observed that impulse noise variance of state m is (σ2
I /m) as given by (3.12) and

this state variance occurs with probability Pm as shown in (3.11) [2]. Thus, the average

impulse noise variance of Middleton Class-A noise model can be expressed as [12]

∞∑
m=0

Pm
σ2

I m

A
=σ

2
I

A

∞∑
m=0

mPm =
(
σ2

I

A

)
A =σ2

I (3.15)

From a simulation point of view and assuming that N OFDM symbols are transmitted,

the derivation of (3.15) can be explained as follows: each symbol in the vector length

N must be affected by impulse noise variance σ2
I /A and as such it can be shown that

this will result in impulse noise over the N symbols being σ2
I [116]. This is because im-

pulse noise occurs with the probability of A and for N symbols (provided that N is very

large), it can be seen that approximately AN symbols are affected by the impulse noise

having a variance of σ2
I /A [113]. And as a result, the impulse noise in the N samples

can be expressed as σ2
N = AN (σ2

I /A) = Nσ2
I and the average impulse noise variance

over N symbols will then be given as σ2
N /N =σ2

I which is same result obtained in (3.15)

[12]. The Middleton Class-A noise distribution is used to model noise in a PLC chan-

nel because of the simplicity of its PDF, since it has only three parameters of interest:

the impulsive index, A, which characterizes the impulsiveness of the noise, Gaussian

to impulsive noise power ratio, Γ and the total variance of the PLC Class-A noise, σm

[72]. In addition, it allows noise sources to be constructed and simulated using real

world measured data. Thus, noise characteristics can be quantified based on real world

measurements [2].
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3.7 The LOS Propagation Model for VLC Channel

The VLC system shown in Fig. 3.1 has a physical layer that is also modeled according

to PLC G3 physical layer specification [4]. The VLC channel is the space between the

transmitter (LED) and the receiver photodetector (PD) [30]. The VLC channel adopted

in this research is modeled as a line of sight (LOS) propagation model. In directed LOS

transmission, reflections are neglected and path loss is calculated using the transmit-

ter’s beam divergence, receiver’s size and separation distance [14]. The configuration of

topology that is adopted in this model is classified according to [13]:

1. Degree of directionality of the transmitter and the receiver

2. Existence of LOS between the transmitter and the receiver

TransmitterInput

m(t )

LED

Pt (t )

PD

Ip (t )

Receiver Output

FIGURE 3.15: Optical intensity direct detection communication channel [13]

Channel

Rh(t )
+Pt Ip(t )

n(t )

FIGURE 3.16: Equivalent diagram of VLC channel model using IM/DD [13]

The drive current of the source is directly modulated by modulating the signal m(t ) that

varies the intensity of the source Pi as depicted in Fig. 3.15 [13]. The photodetector (PD)

at the receiver’s side has a response that is equivalent to the integration of numerous
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short wavelengths of the incoming optical signal that produces a photocurrent Ip (t )

[117] and this signal can be represented as [13]

Ip (t ) = RPt (t )⊗h(t )+n(t ) (3.16)

where R is the PD responsivity, Pt (t ) is the instantaneous optical transmitted power,

h(t ) is the channel impulse response, n(t ) is the AWGN with a double-sided power spec-

tral density (PSD) of N0/2 representing the shot noise produced by the signal and ⊗
denotes convolution [13]. The effects of dispersion experienced in the indoor optical

wireless communication (OWC) is modeled as a linear baseband channel impulse re-

sponse h(t ) [118]. The characteristics of an OWC channel can be considered fixed for

a certain position of the transmitter, receiver and intervening reflecting objects. The

channel characteristics only change when the positions of these parameters have been

altered in order of centimeters [14].

3.7.1 LOS Propagation Model

Indoor OWC uses LED as its source and PD with large area as the receiver [29]. The an-

gular distribution of the radiation intensity pattern can be modeled according to gener-

alized Lambertian radiant intensity and its distribution is given by [13]

R0(φ) =


(m1+1)

2π cosm1 (φ) φ ∈ [−π/2,π/2]

0 φ≥π/2
(3.17)

where m1 is the Lambertian emission order indicating the directivity of the source beam,

φ is the angle of radiated power which is maximum at φ = 0 [29]. The relationship be-

tween m1 and LED semi-angle at half-powerΦ1/2 is given by [119]

m1 = −ln2

ln(cosΦ1/2)
(3.18)
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and the radiant intensity is calculated as follows [13]

S(φ) = Pt
m1 +1

2π
cosm1 (φ) (3.19)

The PD is modeled as an active area Ar that traps the incident radiation at an angle Ψ

that is smaller that the detector’s field of view (FOV) [14]. Since the incident radiation

cannot occupy the entire Ar , the effective area of the PD can be defined as [29]

Ae f f (Ψ) =


Ar cosΨ 0 ≤Ψ≤π/2

0 Ψ>π/2
(3.20)

To collect as much power as possible at the receiver, a PD with large area is often de-

ployed but there are issues that affect the choice of large area PD such as increased cost,

increased junction capacitance resulting in reduced receiver’s bandwidth and increased

receiver’s noise [120]. However, non-imaging concentrator which is cost effective can be

used to increase the overall effective area [121]. For an ideal non-imaging concentrator

with internal refractive index of n, the optical gain is given by [13]

g (Ψ) =


n2

sin2Ψc
, 0 ≤Ψ≤Ψc

0, Ψ>Ψc

(3.21)

where Ψc ≤ π/2 is the FOV. The relationship between FOV of the receiver’s system and

area of lens Acoi l and PD area according to constance radiance theorem can be ex-

pressed as [13]

Acoi l sin
Ψc

2
≤ Ar (3.22)

From (3.22), it can be seen that reduction in FOV results in increase in concentrator

gain.
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FIGURE 3.17: LOS propagation model [14]

In an indoor OWC, attenuation due to absorption and scattering is relatively low due to

the short length of the OWC link [117]. For a receiver with an optical bandpass filter of

transmission Ts(Ψ) and a non-imaging concentrator of gain g (Ψ), the DC gain for the

receiver located at distance d from the source and angle φ with respect to the source as

shown in Fig. 3.17 can be approximated as [13]

HLOS(0) =


Ar (m1+1)

2πd 2 cosm1 (φ)Ts(Ψ)g (Ψ)cos(Ψ), 0 ≤Ψ≤Ψc

0, otherwise
(3.23)

Thus the received power is then given by [14]

Pr−LOS = HLOS(0)Pt (3.24)

The increase in an LOS signal as a result of aligning the source and the receiver is ex-

pressed as [13]

HLOS(m1) = (m1 +1)

2
HLOS (3.25)

where HLOS is used to indicate a Lambertian source with m1 = 1 [121]. In a short-

distance LOS link (as investigated in this research work), multipath dispersion is consid-

ered non-existent and LOS channel is modeled as a linear attenuation and delay [118].

The LOS link is considered as non-frequency selective resulting in path loss being solely
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dependent on the square of the distance between the source and the receiver [29]. Con-

sequently, the impulse response of the LOS channel is given by [122]

HLOS(t ) = Ar (m1 +1)

2πd 2
cosm1 (φ)Ts(Ψ)g (Ψ)cos(Ψ)δ

(
t − d

c

)
(3.26)

where c is the speed of light in the free space, δ(.) is the Dirac function and δ(t −d/c) is

the signal propagation delay [122]. There are few assumptions that were made in order

to realize the expression in (3.26) [120]

i The angle of orientation between the source and the receiver is less than 90o . That

is, φ< 90.

ii The angle at which radiation is incident on the active area is less than the FOV. That

is,Ψ< FOV.

iii And lastly, the distance of separation between the source and the receiver is much

greater than the square root of the active area. That is, d >>p
Ar .

The time average optical transmitted power is given by [14]

Pt = lim
T→∞

1

T

∫ T

0
Pi (3.27)

The average received optical power is expressed as Pr = H(0)Pt , where H(0) is the DC

channel gain given in (3.23) [13].

3.7.2 SNR Analysis

VLC transmission is affected by noise produced by sources such as sunlight, incandes-

cent and fluorescent light present in the operating environment [30]. Additionally, the

receiver produces thermal and shot noise as a result of photon’s impact. The thermal

noise is produced as a result of energy equilibrium fluctuations and shot noise is pro-

duced as a result of current fluctuations [29]. The variance of the total noise affecting
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transmission in VLC system is the summation of the variances of the shot and thermal

noise [30]

σ2
n =σ2

shot +σ2
th

(3.28)

where

σ2
shot = 2B q [RPr + IB I2] (3.29)

and

σ2
th = 8πK Tk

Gol
Cpd AI2B 2 + 16πK TkΓ

gm
C 2

pd A2I3B 3 (3.30)

where q is the electric charge, Pr is the received average optical power, B is the noise

bandwidth, IB is the photocurrent due to background radiation, Rr is the photoreceiver

responsivity, ς is the factor related to noise bandwidth, K is Boltzmann constant, Tk

is the absolute temperature, A is the detection area, Gol is the open-loop voltage gain,

and gm is the field effect transistor (FET) transconductance, Γ is the FET channel noise

factor and noise bandwidth factors I2 and I3 are 0.562 and 0.0868 respectively [61, 123]

.

Considering inter-symbol interference (ISI) resulting from multipath propagation, the

received power due to ISI affects the SNR [124]. In VLC systems, the noise vector appears

as the combination of shot and thermal noise and it is assumed that the total noise is

dominated by AWGN. Therefore the SNR is given by [30]

SN Rv = R2
r P 2

r

σ2
n

(3.31)

The capacity of the channels is expressed by [3]

Cv = log2[1+SN Rv ] (3.32)

The noise affecting both PLC and VLC OFDM subcarrier signals was modeled as additive

white Gaussian noise (AWGN) in both channels since AWGN represents a good model
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in the frequency domain due to the Fourier transform of the received samples [2].

3.8 Summary

There are nine sections in this chapter. Introduction to what to expect in this chapter

was provided in Section 3.1 and the system model that is used in this research inves-

tigation and how the OFDM system was modified in the VLC system to eliminate the

possibility of transmitting bipolar signal was described in Section 3.2. In Section 3.3,

the PLC G3 physical layer that was adopted in modeling both PLC and VLC physical

layers of the system used in this research investigation Fig. 3.1 was presented. Further-

more, the operation mechanism of the PLC G3 system model was described in details

in this section. Section 3.4 discussed the various components that make up the parallel

PLC-VLC system model and how each component plays an important role in combating

both random and burst errors, reducing multipath fading and frequency deep fading.

Sections 3.5 and 3.6 analyzed the role the PLC OFDM and VLC DCO-OFDM play in help-

ing our system achieve better system performance. The modulation scheme adopted in

the OFDM system was described in Section 3.7 and it was stated why BPSK modulation

scheme was chosen over QPSK modulation scheme. Section 3.8 provided detailed anal-

ysis of the noise model for PLC channel and showed that by modeling the PLC channel

as an impulsive noise model with Middleton Class-A noise distribution, it is possible to

quantify the noise sources based on real world measurements. Finally in Section 3.9,

the VLC channel model was presented as a LOS propagation model that is affected by

attenuation and it was showed that the power of signal available at the receiver can be

hugely affected by the angle of orientation and effective area of the receiver depending

on the distance of separation between the source and the receiver.



Chapter 4

JOINT DECODING SCHEME

4.1 Introduction

The parallel combination of PLC and VLC networks offers a good option for high-speed

communication and good signal quality. To further harness the advantages presented

by a system of this topology and improve the overall system performance, a joint de-

coding technique is proposed in this research. This technique has been used in many

applications and the results demonstrated by these applications show significant im-

provement in the system performance in terms of BER, spectral efficiency, throughput

and signal quality [2, 47–51]. This chapter first presents a benchmark decoding scheme,

and the issues that are encountered in this type of approach led to the idea of joint de-

coding as an alternative to overcoming these problems. To carry out the joint decoding

technique, decoding algorithms such as Viterbi and Berlekamp-Massey algorithms are

considered for joint decoding at the convolutional and Reed-Solomon decoders respec-

tively. The chapter concludes with looking at the concept of erasure decoding to further

improve decoding performance and scenarios and cases used in applying joint decod-

ing are described.

53
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4.2 Benchmark Decoding Scheme

The FEC decoder shown in Fig. 3.1 consists of Reed-Solomon and convolutional de-

coders in cascade [4]. Thus, in conventional decoding, each channel (PLC or VLC) is

decoded separately using its own FEC decoder. This scenario represents the bench-

mark decoding scheme that is used to formulate our system model and is depicted in

Fig. 4.1.

FEC Encoder

PLC Channel

VLC Channel

Convolutional

Decoder

(CD)

Reed-Solomon

Decoder

(RSD)

Convolutional

Decoder

(CD)

Reed-Solomon

Decoder

(RSD)

FIGURE 4.1: Block diagram of separate decoding

The scenario presented in Fig.4.1 involves using two decoders in each channel (four

decoders in total) to decode the received codeword. This technique increases the de-

coding and implementation complexity since two decoders are used in each channel

[125]. One way of overcoming this problem is to use a joint decoding technique. Thus,

this research proposes joint decoding of parallel PLC-VLC systems.

4.3 Joint Decoding

Joint decoding is a technique that combines the received codewords from two differ-

ent channels into one codeword and then decodes the combined codeword using one

or more decoders. Many applications have deployed joint decoding techniques to im-

prove system performance. In [84], joint decoding was applied in overloaded MIMO-

OFDM system to improve the BER performance of the system, it was also used in [47] to
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enhance the image quality, and in [48, 50, 51] to increase the spectral efficiency of the

system. Furthermore, joint decoding has been used to provide diversity in many appli-

cations such as in [2, 3] where it was used in an indoor application to decode a paral-

lel PLC and Wi-Fi system in order to explore media diversity in an office environment.

They used both coding and modulation diversities to enable efficient use of parallel

transmission channels. In [38], binary information transmitted over different parallel

channels was decoded using one maximum-likelihood (ML) decoder and in [39], ML

joint decoding was also used to decode Turbo-like code transmitted over multiple par-

allel channels. A hybrid FSO/RF communication system was decoded in [40, 41] using a

joint decoding technique to optimize combined capacity and improve system reliabil-

ity. The information from FSO and RF channels were combined at the receiver using a

bit metrics multiplexer and decoded using a binary decoder [41].

One of the objectives of this research is to apply joint decoding to the system shown in

Fig. 4.1. Thus, the codewords from the channels will first be combined and then de-

coded either at the inner or outer decoder. The main advantage that this system has is

that it is optimized to the sum of the capacities of the two channels (i.e. CPLC +CV LC ) in-

stead of individual channel capacities CPLC and CV LC [40] and also improves the power

spectral density (PSD) of the system [49].

4.3.1 Joint Decoding at the Convolutional Decoder

To perform joint decoding at the convolutional decoder, the information coming from

both PLC and VLC channels are first combined at the output of both channels and de-

coded using only the convolutional decoder. This process is regarded as joint soft deci-

sion decoding (JSDD) at the convolutional decoder and is carried out using the Viterbi

algorithm. This scenario is shown in Fig. 4.2.



Chapter 4. Joint Decoding Scheme 56

FEC Encoder

PLC Channel

VLC Channel

Combiner
Convolutional

Decoder

FIGURE 4.2: Block diagram of joint soft decoding technique at the convolutional de-
coder

Another way of performing joint decoding at the convolutional decoder is to first pass

the information coming from both channels through their individual demodulators and

then combine the bits at the output of both decoders. This approach is regarded as joint

hard decision decoding (JHDD) and is carried out using the Viterbi algorithm. This

scenario is shown in Fig. 4.3.

FEC Encoder

PLC Channel

VLC Channel

PLC

Demodulator

VLC

Demodulator

Combiner
Convolutinal

Decoder

FIGURE 4.3: Block diagram of joint hard decoding technique at the convolutional de-
coder

In applying the joint decoding technique on the hard information combined after the

demodulators, the erasure decoding technique is used in order to improve the BER per-

formance of the system. Besides the convolutional decoder, joint decoding is also ap-

plied at the Reed-Solomon decoder.

4.3.2 Joint Decoding at the Reed-Solomon Decoder

At the Reed-Solomon decoder, only one option is available for application of the joint

decoding technique. That is, only joint hard decision decoding can be performed since
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the information at the output of the convolutional decoder is regarded as hard bits (1

or 0). Adopting this approach requires the information at the output of the channels to

be first decoded separately using convolutional decoder. The outputs of the two con-

volutional decoders are combined and then decoded again using one Reed-Solomon

decoder as shown in Fig. 4.4. The Berlekamp-Massey algorithm is used in the Reed-

Solomon decoder.

FEC Encoder

PLC Channel

VLC Channel

Convolutional

Decoder

Convolutional

Decoder

Combiner
Reed-Solomon

Decoder

FIGURE 4.4: Block diagram of joint hard decoding technique at the Reed-Solomon de-
coder

The diagrams in Figs. 4.2, 4.3 and 4.4 show the application of the joint soft decoding

technique at the convolutional decoder, joint hard decoding technique at the convo-

lutional decoder and joint hard decoding at the Reed-Solomon decoder respectively.

The information bit streams to be transmitted are encoded using a single FEC encoder

(Reed-Solomon encoder in cascade with convolutional encoder) and then transmitted

through different channels [4]. At the receiver, joint decoding is applied on the coded

signal using hard decision decoding (HDD), Viterbi decoding for the convolutional code

and Berlekamp-Massey decoding for the Reed-Solomon code [9]. The HDD of convo-

lutional codes can be implemented using either a sequential algorithm or Viterbi al-

gorithm but in this research, the Viterbi algorithm has been adopted for HDD of the

convolutional codes as it offers maximum likelihood (ML) decoding and is very suitable

in correcting random errors [15, 86]. Furthermore, the Berlekamp-Massey algorithm is

used for the Reed-Solomon code due to its strong error correction mechanism (capable

of correcting both random and burst errors) [126]. In Fig. 4.2, soft information from the

two channels are combined and then decoded at the inner (convolutional) decoder, in

Fig. 4.3, hard information are combined at the output of the demodulators and decoded

at the convolutional decoder and in Fig.4.4, hard information bits at the output of the
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two convolutional decoders are combined and decoded at the outer (Reed-Solomon)

decoder.

To carry out joint decoding, it is important to use decoding algorithms that are efficient

in error correction. To perform both the JSDD and JHDD at the convolutional decoder,

the Viterbi algorithm is used and to perform the JHDD at the Reed-Solomon decoder,

the Berlekamp-Massey algorithm is used.

4.4 Hard Decision Decoding of Convolutional Code

The Viterbi algorithm is used for decoding convolutional codes due to its suitability for

correcting random errors [6, 127]. The Viterbi algorithm finds the maximum likelihood

(ML) estimate of the transmitted sequence c from the corresponding received sequence

r through the maximization of the probability p(r/c) provided that sequence r is re-

ceived conditioned on the estimated code sequence c [15]. The transmitted sequence c

must be a valid codeword [16].

The channel used for transmission is assumed to be memoryless in the sense that the

noise sample affecting one received bit is independent from the one affecting the other

bits [6]. The Viterbi algorithm uses trellis diagram to compute path metrics and de-

coding operation starts at the 00 state [90]. When a corrupted codeword is received,

the branch metric of each branch is determined by calculating the Hamming distance

(the dot product of the received codeword and the allowable codeword) of the received

codeword from the valid codeword associated with the branch [8]. Path metrics of all

the branches associated with all the states are also calculated in the same way. At the

receiver, the code trellis is generated and the decoder navigates through the code trel-

lis state by state searching for the transmitted codeword [16]. At each state of the code

trellis, the decoder performs three functions that make up the decoding procedure. It

does computation, addition and selection (CAS) [15]. It basically solves an optimization

problem by navigating from one state of the trellis to another capturing errors intro-

duced in the received sequence, accumulating these errors along a path and generating
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the estimate of the total number of errors along the path [87]. The path with the smallest

number of errors is stored as the survival path [128]. The Viterbi algorithm is a maxi-

mum likelihood decoder that determines the most likely path. It takes advantage of

future knowledge to break ties which may result in paths previously considered as most

likely at some point to change [15, 127].

The golden rule in Viterbi decoding is that prior to decoding, the shift register is initial-

ized to all zero-state [128]. This implies that no matter what has been received, decoding

starts at all zero-state and then make transitions to a new states [90]. In search of the

encoded sequence, Viterbi algorithm performs three tasks at each current state [15]:

• Computation - it computes branch and path metrics for the previous state leading

to the new state.

• Addition - it adds branch and path metrics for all paths arriving at the current

state.

• Selection - it selects the path with the largest metric between the initial and the

current states. This is the path with the smallest accumulated errors up to the

current state [129].

TABLE 4.1: Hamming metric based on what was received and the valid codewords at
that state [6]

Received Bits Valid Codeword 1 Valid Codeword 2 Hamming Metric 1 Hamming Metric 2

00 00 11 2 0

01 10 01 0 2

10 00 11 1 1

The metrics are accumulated along each path so the path with the lowest metric is cho-

sen as the most likely path [128]. From the trellis diagram shown in Fig.3.9, it can be

seen that each state can be reached through two paths from the previous state and the

path with the lowest accumulated path metric is chosen [15]. The basic operations of

the Viterbi algorithm in decoding a received codeword are summarized below [6]:

i. Determine the branch metrics of all the states.
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ii. The accumulated path metrics of all the paths leading to a new state are calculated

taking into account the accumulated path metrics of the previous states from where

the most recent branches emerged.

iii. Out of all the paths entering into the new state, only the path with the minimum

accumulated path metric is chosen as the survivor path.

iv. The information bits associated with the branches making the paths are stored.

v. Trace back the history of the survival path to identify the codeword associated with

the first branch of the path and accept this codeword as the most likely transmitted

first codeword.

The above procedure is then repeated for each received codeword and a decoding de-

cision is only made once all the codewords have been received [15]. Let us decode a

received sequence 01 11 01 11 01 01 11 for a (2,1,4) convolutional code having a rate of

1/2.

At t = 0, bits 01 are received at the input of the decoder. The decoder always starts

decoding operation at 000 state and received bits are injected into the decoder one at

a time [16]. Thus, there are two possible paths available (for value of input bit = 0 and

1) as illustrated in Fig. 4.5 [15]. The decoder computes the branch metrics of these two

paths and continues along these paths simultaneously [8]. The path metrics for the two

branches are equal to 1, which means that one bit from each output matches with one

bit from the incoming bits [6].
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FIGURE 4.5: Viterbi decoding - step 1 [15]

At t = 1, the incoming bits at the input are 11. The decoding operation expands from

two possible states to four possible states as shown in Fig. 4.6 [15]. The branch metrics

are computed by looking at the concord between the incoming bits and the output bits.

The branch metric at the new state is calculated from the previous states leading to the

new state [128].
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FIGURE 4.6: Viterbi decoding - step 2 [15]

At t = 2, the states grow from four to eight in order to show all the possible paths. The

path metrics for incoming bits 01 are calculated and added to the path metrics of the
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previous states at t = 1 [6]. It can be seen from Fig. 4.7 that the trellis is fully populated

resulting in each node having at least one path coming into it [130].
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FIGURE 4.7: Viterbi decoding - step 3 [15]

At t = 3, the paths start converging at the nodes and there are two metrics for each path

arriving at a node [6]. According to the ML principle, the path with the lower metric

is discarded as it is considered the least likely path [15]. The efficiency of the Viterbi

algorithm lies in its ability to discard the least likely path at each node thereby reducing

the number of paths to be processed by the algorithm [129].
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FIGURE 4.8: Viterbi decoding - step 4 [15]
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To proceed with the decoding process, all the paths with lower metrics at each node

have to be eliminated and only the path with the highest metric should be retained [16].

After discarding the paths with lower metrics, the surviving paths are shown in Fig. 4.9.
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FIGURE 4.9: Viterbi decoding - step 4, after discarding [15]

At t = 4, the algorithm moves to the new node after discarding the paths with the lower

metrics at the previous node [6]. The new metrics are computed for the converging

paths at the new node and paths with the lower metrics are discarded as usual but paths

with the same metrics at the same state are retained [15] as shown in Fig. 4.10.
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FIGURE 4.10: Viterbi decoding - step 5, after discarding [15]
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At t = 5, proceed forward and compute the metrics at the next node after discarding

paths with lower metrics at the previous node and again paths with same metrics are

retained [6] as depicted in Fig. 4.11.
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FIGURE 4.11: Viterbi decoding - step 6, after discarding [15]

At t = 6, bits 11 are received and again the metrics are computed for all paths at the

new node. As done previously, all the paths with smaller metrics are eliminated and

path with highest metric is retained [6]. If two paths have equal metrics, both paths are

retained as shown in Fig. 4.12 [15].
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FIGURE 4.12: Viterbi decoding - step 7 [15]
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The navigation through the trellis is completed after the seventh step. The next step is

to determine the path with the highest metric using the traceback technique as shown

in Fig. 4.12 [15]. The traceback path is indicated with the red line with the states going

backward given by 000 - 001 - 011 - 110 - 101 - 010 - 100 - 000 and the corresponding

decoded sequence is given as 1011000 [131]. This type of trellis decoding is also used

for Trellis Coded Modulation (TCM) [132].

4.5 Soft Decision Decoding of Convolutional Code

The bits (0,1) that are received at the receiver are represented using signal spectrum.

However, when the bits are corrupted by noise, the spectrum used to represent the bits

makes decoding decision complicated [21]. This is because the signal spreads out and

the energy from one signal flows into the other [133].

−A A

0 1

v

FIGURE 4.13: Signal representation of bits 0 and 1 [16]

If the noise corrupting the signal is small, i.e. noise variance is small (since noise power

= noise variance), then the spread is small and vice versa as shown in Fig. 4.14 [6]. It

can be easily deduced from the diagrams that if the S/N is high or the noise variance

is small, then it is less likely to encounter decoding errors [21]. Carrying out a HDD

involves setting a decision threshold between the two signals such that if the received

voltage is positive then the signal is decoded as bit 1 and if otherwise, it is decoded as

bit 0 as shown in Fig. 4.13 [6]. This process is what is regarded as Maximum likelihood

(ML) decoding.
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FIGURE 4.14: (a) Noise of S/N = 2 and (b) Noise of S/N = 4 spread out to spill energy
from one decision region to another [6]

To perform SDD, subdivide the decision space into regions greater than two [134]. SDD

improves the sensitivity of the decoding metrics and significantly improves the perfor-

mance of the decoder when compared to HDD [16]. The errors that are associated with

the decoding decision can be quantified and the probability that a 0 will be decoded

given that a 1 was transmitted is a function of the two areas (indicated by 1 and 2) as

shown in Fig. 4.14 [6]. The energy associated with bit 1 that has landed in the opposite

decision region is indicated by area 1 [15]. And this results in erroneous decoding of the

bit as 0. The area 2 represents the energy associated with bit 0 that has landed in the

region of interest. This is subtracted from the received voltage resulting in a decoding

decision error [128]. Now given that 1 was sent, the probability that it will be decoded

as a 0 is given by [6]

Pe1 = 1

2
erfc

A− vtp
2σ

(4.1)
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where vt is the decision threshold voltage and σ is the noise variance or noise power.

Thus, (4.1) can be rewritten as a function of signal-to-noise ratio (S/N) as [16]

Pe1 = 1

2
erfc

(√
S

N

)
(4.2)

This is a familiar error rate equation that assumes that HDD has been used [135]. Now,

let us divide the decision making area into four regions, instead of two, as shown in Fig.

4.15 and the probability of making a correct decoding decision is calculated from the

area under the Gaussian curve [136].
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1
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4

FIGURE 4.15: Creating four regions for decoding decision [6]

Let us select four regions from the above diagram as follows [6]:

• Region 1 = received voltage is greater than 0.8 v

• Region 2 = received voltage is greater than 0 but less than 0.8 v

• Region 3 = received voltage is greater than -0.8 v but less than 0

• Region 4 = received voltage is less than -0.8 v

Now assuming that the received voltage falls in region 3, the dilemma is what is the

probability of error that a 1 was sent? For HDD, this probability can easily be computed

using (4.2) but for multi-region space, calculate similar probabilities [131]. To accom-

plish this task, make use of the Q-function that provides the area under the tail defined

by the distance from the mean to any other values. Thus, Q(2) for a signal having a mean

of 2 would yield a probability of a value that is equal to 4 or greater [17].
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FIGURE 4.16: Q-function for determining the probabilities of a normally distributed
variable [17]

The equations for the probabilities associated with the four regions can be deduced as

follows [6]:

• The probability that the received voltage is in region 1 provided that a 1 was sent

is Pe1 = 1−Q(A− vt /σ)

• The probability that the received voltage is in region 4 provided that a 1 was sent

is Pe4 =Q(2(A+ vt )/σ)

• The probability that the received voltage is in region 2 provided that a 1 was sent

is Pe2 = 1−Pe1 −Q(A/σ)

• The probability that the received voltage is in region 3 provided that a 1 was sent

is Pe3 = 1−Pe1 −Pe2 −Pe4

The above probabilities have been computed for S/N = 1 with the assumptions that

vt = 0.8A and A = 1 [6]. It has been further assumed that both bits (0 and 1) are equiprob-

able. This is regarded as a priori probabilities for the bits 0 and 1 and they are always

assumed to be equal except in Radar applications [17]. This process of subdividing the

decision space into multiple regions greater than two is regarded as SDD. These proba-

bilities that are described above are called transition probabilities [133]. Each received

bit that requires a decoding decision has four different values of voltage associated with

it. The soft decision metrics can now be computed by making use of the probabilities

above [6], as shown in Fig. 4.5.
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TABLE 4.2: Computation of soft decision metric [6]

Sent v4 v3 v2 v1

1 0.03 0.12 0.25 0.60

0 0.6 0.25 0.12 0.03

Now taking the natural log of each value in Table. 4.2 and normalizing them so that one

of the values becomes 0, results in the values in Table. 4.3 after some number manipu-

lations [21].

TABLE 4.3: Normalized soft decision metric [21]

Sent v4 v3 v2 v1

1 −3 −1 −4 −10

0 −10 −4 −1 0

Now, multiply possible allowed codewords with the received bits (corresponding volt-

ages). During the decoding process, the decoder looks for the metric of that voltage in

its memory and then carries out the necessary calculations [136]. Assume voltage pair

(v3, v2) are received, and the allowed codewords are 01 and 10.

Metric for 01 = p(0|v3)+p(1|v2) =−4+−4 =−8

Metric for 10 = p(1|v3)+p(0|v2) =−1+−1 =−2

Looking at the metric calculations above, it can be observed that 01 has more likelihood

than 10 and when these metrics add, they exaggerate the difference and aid decoding

results [135].

The decoding performance of the algorithm can be improved by applying log likelihood

metric that takes into account the channel error probability and it is expressed as [6]

Metric for agreement = log10 2(1−p)

log10 2
(4.3)
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and

Metric for disagreement = log10 2p

log10 2
(4.4)

For p = 0.1, metric for agreement is −20 and disagreement is −1. Thus, if 01 were re-

ceived and allowed codeword is 00, then the total metric would be −20+−1 =−21 and

the metric for complete agreement would be −40 [133].

In summary, SDD also makes use of the Viterbi algorithm to decode a received se-

quence. However, the demodulator does not assign a 0 or 1 to each received bit as in

HDD, rather it makes use of multi-bit quantized values [15]. Therefore, instead of using

Hamming distance to calculate the branch metrics it uses squared Euclidean distance.

Consequently, this makes the performance of SDD much better compared to its HDD

counterpart [21]. The computational complexity of the Viterbi decoder increases expo-

nentially as a function of the constraint length (K ) and as such it is limited to K = 9 in

practice [137].

4.6 Hard Decision Decoding of Reed-Solomon Code

Reed-Solomon (RS) codes are used in many data storage and digital communication

systems and as such, efficient encoding and decoding are paramount for improved sys-

tem performance [18]. RS codes are capable of correcting all errors within the error

capability of the code. Reed-Solomon codes are used in many applications because of

their high capability of correcting both random and burst errors; and the existence of

efficient decoding algorithms such as the Berlekamp-Massey (BM) algorithm used to

decode Reed-Solomon codes [138]. RS codes that are used in storage devices are de-

coded using an algebraic method known as hard decision decoding (HDD) [139]. A

t = (n −k)/2 error-correcting RS code in GF (2m) has the following properties [140]:

• Block length = n = 2m −1

• Number of parity-check = n −k = 2t

• Minimum distance = dmi n = 2t +1
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The RS decoder in its decoding operation carries out two tasks: detecting errors in the

received codeword and correcting the detected errors [140]. The error-correcting ca-

pability is entirely dependent on the RS code used. The RS decoder consists mainly

of three parts: syndrome decoder for computing syndrome components, Berlekamp-

Massey algorithm for solving the key equation and the Chien search for error correction

[125]. The general steps that are involved in decoding Reed-Solomon codes are sum-

marized as follows [140]:

• Computation of syndrome vector (S1,S2, ..,S2t ) whose 2t components belong to

GF (2m).

• Determine error-location polynomial σ(X ) of degree t or less over GF (2m) from

the syndromes using the Berlekamp-Massey algorithm.

• Determine the error-locations from step 2.

• Calculate error values using the Chien search and perform error correction using

Forney algorithm.

These steps are illustrated in Fig. 4.17.

Syndrome

computation

Berlekamp-

Massey

Algorithm

Chien search

and

Error cor-

rection

Delay

r(X ) S(X ) Z0(X ) c(X )

FIGURE 4.17: Reed-Solomon Decoder [18]
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4.6.1 Syndrome Computation

Syndromes are indicators of whether errors are present in the received codeword or not.

Thus, if the value of the syndrome computation is zero, it indicates that the received

codeword contains no errors and a non-zero value indicates the presence of errors in

the received message [141]. If the transmitted codeword is invalid, syndrome calcula-

tion will only produce components up to t errors but if a valid codeword is generated,

syndrome computation will produce a syndrome polynomial up to 2t errors with all

zero coefficients [142]. Let α in GF (2m) be a primitive polynomial of t error-correcting

RS code of length 2m −1. Then the generator polynomial G(X ) is the polynomial of de-

gree n−k whose coefficients are from GF (2m) and hasα,α2, ...,α2t as its roots [140]. Let

k(X ) be the message polynomial, then the encoded codeword can be represented in a

systematic form as [18]

c(X ) = k(X )n−k +Mod
[

k(X )X n−k /G(X )
]

(4.5)

where Mod
[
k(X )X n−k /G(X )

]
is the remainder polynomial obtained by dividing k(X )

by G(X ). The received polynomial is given by [140]

r(X ) = c(X )+e(X )

= r0 + r1X + r2X 2 +·· ·+ rn−k X n−1
(4.6)

where e(X ) = e0 + e1X + e2X 2 + ·· · + en−k X n−1 is the error pattern introduced by the

channel noise. The coefficients of c(X ), e(X ) and r (X ) are all elements in GF (2m). The

syndrome components of the received polynomial can be computed as follows [143]:

S0
i = r (αi ) = e(αi )

=
t∑

j=1
Y j X i

j i = 1,2, ...,2t
(4.7)

where X j represents the error location of the j th erroneous symbol and Y j is the corre-

sponding error value. Therefore, to decode a particular RS code with given syndrome
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values, the error locator polynomials and the corresponding error values have to be de-

termined [125].

4.6.2 Berlekamp-Massey Algorithm

The Berlekamp-Massey algorithm is an iterative algorithm that is used to find the error-

location polynomialσ(X ) [140]. Berlekamp published his algorithm in 1968 and shortly

after that, Massey also published his variation of the algorithm in 1969 [144]. The algo-

rithm is considered to be a fast way of inverting matrices that have constant diagonals

and it works over any field, but is mostly used in finite fields that occur more frequently

in coding theory [126].

The application and implementation of the algorithm were further advanced by Massey

through the use of physical interpretation of a linear feedback shift register (LFSR) as a

tool to provide better understanding of the algorithm. The LFSR is used in encoding

and decoding of a sequence using a simple linear formula [140]. The use of physical

interpretation in the algorithm helps to provide a physical explanation of the length of

the encoded information which is a valuable insight needed by the decoder. He defined

the length of the information as twice the length of the LFSR [145].

The main task of the RS decoder is to solve the key equation Z0(X ) that has 2t linearly

dependent equations [18].

σ(X )S(X ) =Z0(X )mod(X 2t ) (4.8)

where σ(X ) is the error-location polynomial that contains information about the lo-

cations of corrupted symbols and Z0(X ) is the error-value evaluator polynomial that

has information regarding the magnitude of the corrupted symbols [18]. There are nu-

merous algorithms that can be used to solve for the key equation, but the BM algo-

rithm has been chosen in this research because of its less decoding complexity. To find

the error-value locator polynomialZ0(X ), first determine the error-locator polynomial

σ(X ) [139]. Suppose that the error pattern e(X ) presented in (4.6) contains v errors
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(nonzero components) at locations X j1 , X j2 , · · · , X jv with 0 ≤ j1 < j2 < ... < jv ≤ n − 1.

Then e(X ) can be rewritten as [138]

e(X ) = e j1 X j1 +e j2 X j2 +·· ·+e jv X jv (4.9)

where e j1 ,e j2 , · · · ,e jv are the error values. Therefore, to determine e(X ), first determine

the error locations X ji and error values e ji . To determine the error-location polynomial,

first compute the syndrome given by (4.7) [140]

Si = v(αi )+e(αi ) = e(αi ) (4.10)

From (4.9) and (4.10), formulate a set of equations that relates the error locations and

error values to the syndrome of the received polynomial r(X ) as follows [140]:

S1 = e j1α
j1 +e j2α

j2 +·· ·+e jvα
jv

S2 = e j1α
2 j1 +e j2α

2 j2 +·· ·+e jvα
2 jv

...

S2t = e j1α
2t j1 +e j2α

2t j2 +·· ·+e jvα
2t jv

(4.11)

For 1 ≤ i ≤ v , let βi , α ji and δi , e ji be the error-location numbers and error values

respectively. Thus, (4.11) can be expressed as [140]

S1 = δ1β1 +δ2β2 +·· ·+δvβv

S2 = δ1β
2
1 +δ2β

2
2 +·· ·+δvβ

2
v

...

S2t = δ1β
2t
1 +δ2β

2t
2 +·· ·+δvβ

2t
v

(4.12)

The error-location polynomial is expressed as [146]

σ(X ) = (1−β1X )(1−β2X ) · · · (1−βv X )

=σ0 +σ1X +σ2X 2 +·· ·+σv X v
(4.13)

where σ0 = 1. The error-location numbers are defined as the reciprocals of the σ(X ).
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A set of equations called generalized Newton’s identities that provides relationship be-

tween the coefficientsσ′
i s ofσ(X ) and the syndrome components S′

i s can be developed

from (4.12) and (4.13) as follows [140]:

Sv+1 +σ1Sv +σ2Sv−1 +·· ·+σvS1 = 0

Sv+2 +σ1Sv+1 +σ2Sv +·· ·+σvS2 = 0

...

S2t +σ1S2t−1 +σ2S2t−2 +·· ·+σvS2t−v = 0

(4.14)

The goal of the decoding algorithm is to find a minimum-degree polynomialσ(X ) whose

coefficients satisfy the generalized Newton’s identities and then, determine the error lo-

cations and error values [140]. The error-location polynomial σ(X ) is found in 2t itera-

tive steps using BM’s algorithm as shown in Table 4.4.

TABLE 4.4: BM’s iterative procedure for finding σ(X ) [22]

i qi −pi di zi

−1 −1

0 0 −1

1

.

.

.

2t

The first step is to fill −1 ≤ i ≤ 0 using expressions below [22].

q−1(x) = 1+ sm+1x + sm+2x2 +·· ·+ sm+2t x2t

q0(x) = sm+1 + sm+x2 +·· ·+ sm+2t x2t−1

p−1(x) = x2t+1

p0(x) = x2t

(4.15)
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d−1 =−1,d0 = 0 and z0 =−1

The second step is to fill blank spaces for 1 ≤ i ≤ 2t by first checking if qi−1,0 = 0. If this

condition is met, then fill the next available space using the following expressions [22]

qi (x) = qi−1(x)/x

pi (x) = pi−1(x)/x

di = di−1 +1

zi = zi−1

(4.16)

But if qi−1,0 6= 0, then fill the next available space using the following expressions [22].

qi (x) = (qi−1(x)+ (qi−1,0/qzi−1,0 )qzi−1 (x))/x

pi (x) = (pi−1(x)+ (qi−1,0/qzi−1,0 )pzi−1 (x))/x

di = 1+min{di−1,dzi−1 }

zi =


i −1, if di −1 ≥ dzi−1

zi−1, otherwise

(4.17)

At 2t iteration, a true error-location polynomial is obtained provided that the number

of errors in the error pattern does not exceed the error-correcting capability of the code

(i.e., v ≤ t ) [22]. After obtaining the error-location polynomial, find the error-locations

by first obtaining the roots ofσ(X ) and secondly, taking the inverse of these roots to ob-

tain the error-location numbers that indicate the positions where errors have occurred

in the received polynomial r(X ) [140].

4.6.3 Chien search Algorithm and Error Correction

The next step in the decoding procedure is to determine the error values by finding the

error-value evaluator using the Chien search algorithm and performing error correction

using the Forney algorithm when Chien sum is equal to zero [18]. Chien search is used

to obtain the roots of the error-location polynomial by using all the possible input val-

ues and checks to see if the corresponding outputs are zeros [138]. The delay block in
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the RS decoder is used for the adjustment of delays in the syndrome block and startup

delay in the Chien search block [126]. The syndrome polynomial S(X ) is defined as

[140]

S(X ), S1 +S2X +·· ·+S2t X 2t−1 +S2t+1X 2t +·· ·

=
∞∑

j=1
S j X j−1

(4.18)

where only the first 2t coefficients are known. For 1 ≤ j <∞,

S j =
v∑

l=1
δlβ

j
l (4.19)

By combining (4.18) and (4.19),S(X ) can be rewritten as

S(X ) =
∞∑

j=1
X j−1

v∑
l=1

δlβ
j
l

=
v∑

l=1
δlβ

j
l

∞∑
j=1

(βl X ) j−1
(4.20)

where
1

(1−βl X )
=

∞∑
j=1

(βl X ) j−1
(4.21)

And from (4.20) and (4.21),S(X ) can simplified as [140]

S(X ) =
v∑

l=1

δlβl

(1−βl X )
(4.22)

Now multiplying σ(X )S(X ) results in [140]

σ(X )S(X ) = (1+σ1X +·· ·+σv X v ).(S1 +S2X +S3X 2 +·· · )
= S1 + (S2 +σ1S1)X + (S3 +σ1S2 +σ2S1)X 2 +·· ·+
(S2t +σ1S2t−1 +·· ·+σv S2t−v )X 2t−1 +·· ·

(4.23)
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Adopting the format in (4.22), σ(X )S(X ) can be rearranged in the following form [140]:

σ(X )S(X ) =
[ v∏

i−1
(1−βi X )

]
.
[ v∑

l=1

δlβl

(1−βl X )

]
=

v∑
l=1

δlβl

(1−βl X )
.

v∏
i−1

(1−βi X )

=
v∑

l=1
δlβl

v∏
i−1,i 6=l

(1−βi X )

(4.24)

a polynomialZ0(X ) of degree v −1 can now be defined as follows [140]:

Z0(X ),
v∑

l=1
δlβl

v∏
i−1,i 6=l

(1−βi X ) (4.25)

From (4.23),(4.24) and (4.25), it can be observed thatZ0(X ) must be equal to the first v

terms from X 0 to X v−1 in (4.23). Thus,

Z0(X ) = S1 + (S2 +σ1S1)X + (S3 +σ1S2 +σ2S1)X 2

+·· ·+ (Sv +σ1Sv−1 +·· ·+σv−1S1)X v−1
(4.26)

Using the fact that the degree ofZ0(X ) is v −1, it can be deduced that the coefficients of

powers from X v to X 2t−1 in (4.23) must all equal zero. Thus, setting these coefficients

equal to zero, the same set of equations as in (4.14) is obtained [140]. Finally, it can

be shown that the error values can be evaluated from Z0(X ) and σ(X ). Thus, start by

substituting β−1
k for X in (4.25) as follows [18]:

Z0(β−1
k ) =

v∑
l=1

δlβl

v∏
i−1,i 6=l

(1−βiβ
−1
k )

= δkβk

v∏
i−1,i 6=l

(1−βiβ
−1
k )

(4.27)

Now taking the derivatives of σ(X ) in (4.13) results in

σ
′
(X ) = d

d X

v∏
i−1

(1−βi X )

=
v∑

l=1
βl

v∏
i−1,i 6=l

(1−βi X )
(4.28)
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And

σ
′
(β−1

k ) =−βk

v∏
i−1,i 6=l

(1−βiβ
−1
k ) (4.29)

From (4.27) and (4.29), it can be observed that error value δk at position βk is given by

[18]

δk = −Z0(β−1
k )

σ
′(β−1

k )
(4.30)

The expressionZ0(X ) is regarded as the error-value evaluator.

In summary, RS codes are used to effectively correct burst errors that occur due to im-

pulsive noise. Reed-Solomon codes are considered to be effectively optimal binary

burst-error-correcting codes [4]. Convolutional codes on the other hand, are a group

of probabilistic coding that is more concerned with finding the classes of codes that

optimize the average performance as a function of coding and decoding complexities.

Convolutional codes are mostly used to correct random errors and are usually decoded

using the Viterbi decoding algorithm [62]. The combination of Reed-Solomon encoding

and convolutional encoding in error correction provides a combined error correction

scheme that is capable of combating both burst and random errors. However, some

research have shown that even the combination of Reed-Solomon encoding and inter-

leaving may not sufficiently combat all the burst errors that occur in a PLC channel [9].

This is because the performance of the Reed-Solomon decoder (RCD) can drastically

degrade even when in conjunction with a powerful symbol interleaver in the presence

of impulsive interference [72]. This occurs due to the fact that while the symbol inter-

leaver converts burst errors into random errors, the number of residual burst errors at

the output of the interleaver may exceed the error correcting capability of the Reed-

Solomon code being used [75].

4.7 Erasure Decoding of Reed-Solomon Code

In an erasure channel, erasures occur at the receiver when the bits transmitted are ei-

ther received correctly or not received; that is, the bits get scrambled in such a way

that the receiver has no idea of what was transmitted [147]. In an erasure channel such
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as the internet, transmission delays are encountered due to possible retransmission of

erased or lost bits, but these delays can be eliminated through the use of forward error

correction [148]. Erasures occur due to channel distortion and in some cases, the bit

transmitted can get deleted or erased. In an attempt to recover what was transmitted,

erasure decoding is performed at the receiver.

An RS code over GF (2m) can be effectively used to correct all combinations of v errors

and u erasures provided that the condition v+u/2 ≤ t is maintained [140]. The conven-

tional Berlekamp-Massey algorithm adopted in the HDD of RS codes can be modified to

correct both errors and erasures effectively [149]. The conventional step-by-step decod-

ing algorithm first proposed by Massey for decoding RS codes can directly determine

whether the received symbol contains errors or not. It then finds the corresponding er-

ror value without having to find the error-location polynomial [145]. This conventional

decoding algorithm is required to perform 2m −1 iterations on each received symbol in

order to determine whether every nonzero received symbol is in error or not [149]. The

procedure for step-by-step error or erasure correction is described in [150]. Suppose

that the received codeword given by [140]:

r(X ) = r0 + r1X + r2X 2 +·· ·+ rn−1X n−1 (4.31)

contains v errors and u erasures introduced by the channel noise and that v errors and

u erasures are embedded in the positions X i1 , X i2 , · · · , X iv and X j1 , X j2 , · · · , X ju respec-

tively. Thus, the received codeword r(X ) can be modified to represent the sum of trans-

mitted codeword c(X ), the error pattern e(X ) and the erasure pattern f (X ) [140]. where

e(X ) = e0 +e1X +e2X 2 +·· ·+en−1X n−1

=
v∑

i=l
ei1 X l1 ei1 6= 0, l = 1,2, · · · , v

(4.32)

and

e(X ) = f0 + f1X + f2X 2 +·· ·+ fn−1X n−1

=
u∑

i=l
f j1 X j1 f j1 6= 0, l = 1,2, · · · ,u

(4.33)
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The erasure positions are known to the receiver but not the magnitudes of these era-

sures, therefore, the decoding operation is aimed at finding the locations of the errors

and the magnitudes of both errors and erasures [150]. Now, using the information from

the erasure locations, replace the erased positions in the received codeword r(X ) with

zeros bearing in mind that substitution with zeros can lead to introduction of additional

e errors and compute the syndrome values as follows [150]:

Si (X ) = r (αi )

=
v∑

i=1
ei1 (αi1 )i +

u∑
l=1

f j1 (α j1 ) j

=
v∑

i=1
ei1 (X l )i +

u∑
l=1

f j1 (Y l )l 1 ≤ i ≤ 2t

(4.34)

Forney in [151] introduced a linear transformation on the syndromes taking into ac-

count the information derived from the known erasure locations. This transformation

represented by Ŝ(X ) = Γ(X ).S(X ) mod X 2l+1, is called the modified syndrome polyno-

mial and erasure-location polynomial Γ(X ) is given by [151]

Γ(X ) = Γ0 +Γ1X +Γ2X 2 +·· ·+Γu X u

=
u∏

i=1
(1+Yi X ) =

u∏
i=1

(1+α j1 X )
(4.35)

and the syndrome polynomialS(X ) is given by [151]

S(X ) = S1 +S2X +S3X 2 +·· ·+S2t X 2t−1 (4.36)
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Therefore, the original 2t syndrome values can be transformed into 2t − u modified

error-syndromes as given by [150]

Ti = Ŝi+u

=
u∑

k=0
ΓkSi+u−k

=
u∑

k=0
Γk

[
v∑

i=1
ei1 X i+u−k

i +
u∑

i=1
fi1 Y i+u−k

i

]

=
u∑

k=0
Γk

[
v∑

i=1
ei1 X i+u−k

i

]
+

u∑
k=0
Γk

[
u∑

j=1
f j1 Y i+u−k

i

]

=
v∑

i=1
ei1 .X u

i .

[
u∑

k=0
Γk X −k

i

]
.X i

i +
u∑

i=1
f j1 .Y u

i .

[
u∑

k=0
Γk X −k

i

]
.Y i

i

=
v∑

i=1
ei1 .X u

i .Γ(X −1
i ).X 1

i +
u∑

i=1
f j1 .Y u

i .Γ(Y −1
i ).Y 1

i

=
v∑

i=1
ei1 .X u

i .Γ(X −1
i ).X 1

i

=
v∑

i=1
Ei1 .X 1

l 1 ≤ i ≤ 2t −u

(4.37)

where Ei1 = ei1 .X u
l .Γ(X −1

l ), l = 1,2, ..., v are the modified error values. It can be observed

from (4.37) that the modified syndrome values are similar to the original syndrome val-

ues obtained for error-only decoding [152]. This is because the transformation inserts

the erasure locators into the original syndrome values to produce modified syndrome

values that are dependent on the error locators [150].

The coefficients of the error-location polynomial given by [150]

Λ(X ) =
v∏

l=1
(1+αi1 X ) (4.38)

are then calculated using the modified syndrome values just as in error-only decod-

ing. The Chien algorithm is then used to find the error locators and using the informa-

tion from the error locators, compute the erasure locators, error-location polynomial,

erasure-location polynomial and modified syndrome polynomial [18]. Finally, use the

Forney algorithm to calculate the magnitudes of both errors and erasures as follows
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[140]:

ei1 =
XiΩ(X −1

i )

Φ
′
(X −1

i )
(4.39)

f j1 =
YlΩ(Y −1

l )

Φ
′
(Y −1

l )
(4.40)

where the error-evaluator polynomial and error/erasure-location polynomial are repre-

sented asΩ(X ) =Λ(X ).
[
1+ Ŝ(X )

]
mod X 2l+1 andΦ(X ) =Λ(X ).Γ(X ) respectively [153].

4.8 Joint Decoding Scenarios

The information received from each channel as shown in Fig. 3.1 is decoded under two

scenarios. In the first scenario, the received codewords are decoded separately using

each FEC decoder. In this case, each channel is decoded using its own FEC decoder re-

sulting in four decoders at the receiver. Thus, each system is decoded according to the

PLC G3 model and the joint decoding technique is not applicable. In the second sce-

nario, joint decoding is done for both hard decision decoding (HDD) and soft decision

decoding (SDD) for both convolutional and Reed-Solomon codes. Under this condi-

tion, a maximum of three decoders are used and there are three ways in which joint

decoding can be applied. Firstly, the received codewords are combined and jointly de-

coded using the convolutional decoder (CD) and the RS decoder (RSD) is completely

ignored. This technique results in the use of only one decoder for both systems. Sec-

ondly, the received codewords from both channels are combined and jointly decoded

at either CD or RSD. This techniques deploys two decoders in cascade to accomplish

the intended task. In the third option, the received codewords are separately decoded

using the convolutional decoders (one for each channel). The outputs of the two de-

coders are then combined and decoded using the RSD. This technique makes use of

three decoders to accomplish the required task. These scenarios are further expanded

and described below.
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• Joint SDD is performed at CD (inner decoder). The received codewords from both

channels are combined and jointly decoded at the CD. This method uses only one

decoder since RSD is completely ignored.

• Joint HDD is performed at CD. The combined codeword is jointly decoded at the

CD and the output of this decoder is then passed to RSD. Thus, only two decoders

are used in this process.

• Joint HDD is performed at CD. The combined codeword is jointly decoded at the

CD and the output of this decoder is then passed to RSD where erasure decoding

(ED) is performed. Only two decoders are used in this process.

• Joint HDD is performed at RSD (outer decoder). The output of each channel is

separately decoded using CD. The outputs of the two decoders are then combined

and jointly decoded at RSD. A maximum of three decoders are used in this pro-

cess.

• Joint HDD is performed at RSD. The output of each channel is separately decoded

using CD. The outputs of the two decoders are then combined and jointly de-

coded at RSD by applying ED technique. A maximum of three decoders are also

used in this process.

The above scenarios are applied to six different cases that are derived from the rela-

tionship between the source and the receiver. The application of these scenarios to the

cases and simplified diagram illustrating these situations are presented and in Fig.4.18.

Case 1: The above scenarios are applied when the angle of orientation between the

source and the receiver is zero. That is, θ = 0°.

Case 2: The scenarios are applied when θ = 10°.

Case 3: The scenarios are applied when θ = 15°.

Case 4: The above scenarios are also applied when the area of the receiver is 1 mm2.

That is, A = 1 mm2.
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Case 5: The scenarios are applied when A = 0.5 mm2.

Case 6: The scenarios are applied when A = 0.1 mm2.

1. Joint SDD at CD

2. RSD ignored

1. Joint HDD at CD

2. Decode output of CD at RSD

1. Joint HDD at CD

2. Decode output of

CD at RSD applying ED

1. Separate HDD at CD

2. Joint HDD at RSD

1. Separate HDD at CD

2. Joint HDD at RSD applying ED

1. BER analysis

2. Complexity analysis

Angle of orientation:

Case 1: θ = 0°

Case 2: θ = 10°

Case 3: θ = 15°

1. Joint HDD at CD

2. Decode output of

CD at RSD applying ED

1. Joint HDD at CD

2. Decode output of CD at RSD

1. Joint SDD at CD

2. RSD ignored

1. Separate HDD at CD

2. Joint HDD at RSD

1. Separate HDD at CD

2. Joint HDD at RSD applying ED

Effective area:

Case 1: A = 0.1 mm2

Case 2: A = 0.5 mm2

Case 3: A = 1 mm2

FIGURE 4.18: Application of joint decoding technique at either Reed-Solomon or con-
volutional decoder

After each of the three scenarios presented, the system performance is analyzed in

terms of BER using MATLAB and the performance of joint decoding is then compared

to that of separate decoding in terms of BER and complexity. The scenarios that are in-

volved in the methodology are summarized in Fig. 4.18. To further enhance the perfor-

mance of our systems, erasure decoding is performed on the combined received code-

word. This technique takes advantage of both interleaving and erasure decoding to im-

prove the error-correcting capability of our system. To achieve this added performance,

first decode the first codewords received from both channels from which error loca-

tions are determined. Then these error locations are assumed as erasure locations in

the subsequent codewords of the same interleaving block. Thus, remaining codewords

are decoded in parallel [147].
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4.9 Summary

There are eight sections in this chapter. Introduction that described the content of the

chapter was presented in Section 4.1. In Section 4.2, the concept of decoding for bench-

mark scheme was introduced as shown in Fig. 4.1 and the issues that are associated with

this technique were discussed. In order to overcome the issues that are encountered in

the application of separate decoding, the joint decoding technique was proposed in

Section 4.3. The advantages offered by this technique were described and different po-

sitions at which joint decoding can be applied in our proposed system were shown in

Figs. 4.2, 4.3 and 4.4. To apply joint decoding at either convolutional or Reed-Solomon

decoder, a decoding algorithm that is capable of correcting both random and burst er-

rors is needed. Thus, the Viterbi algorithm was introduced in Sections 4.4 and 4.5 for

hard decision decoding (HDD) and soft decision decoding (SDD) respectively. The op-

eration mechanism of this algorithm was properly demonstrated and examples were

used to show how both HDD and SDD are performed using the Viterbi algorithm. In

Section 4.6, the decoding procedure of the Berlekamp-Massey algorithm for HDD of

Reed-Solomon code was described. The section further showed how syndrome com-

ponents are calculated and how the Chien search and error correction are performed.

Section 4.7 presented the description of erasure decoding technique of Reed-Solomon

codes. This section showed how both errors and erasures present in the received code-

word can be detected and corrected. The chapter concluded with the presentation of

possible scenarios that are considered for the simulation of BER performance of joint

decoding technique in Section 4.8 and used a flowchart diagram to demonstrate how

these scenarios are applied during the joint decoding operation.



Chapter 5

SIMULATION RESULTS AND ANALYSIS

5.1 Introduction

The BER performances of the PLC, VLC and joint decoded systems are presented in this

chapter according to PLC and VLC channel models presented in Chapter 3 and adopt-

ing modulation scheme outlined by PLC G3 specification for narrowband operation in

the frequency band between 35.9 kHz and 90.6 kHz of CENELEC-A band also described

in Chapter 3 [4]. The BER results presented in this chapter are obtained under different

cases, such as angle of orientation and area of the receiver and these conditions affect

the power received differently. Consequently, BER performance is affected by the ef-

fects of these variations. In the simulation results presented in this chapter, a maximum

distance of 3 m is considered between the source and the receiver and the distance of

separation between the source and receiver planes is kept constant at 1 m. The PLC

and VLC SNRs are fixed at 2 dB and 4 dB respectively. According to [154–156], PLC SNR

can be considered fixed since attenuation is negligible for such a small distance in PLC

transmission. However, the signal-to-noise ratio of the VLC system can vary according

to distance due to attenuation [157] but in the simulations, it is kept constant so that

the effects of angle of orientation and area of the receiver can be properly studied. The

cases considered during the simulations are as follows:

87
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I. Angle of orientation between source and receiver. Under this condition, the area

of the receiver (A) is kept constant at 1 mm2 and angle of orientation (θ) is varied

between 0° and 15°. That is, θ = 0°, 10° and 15°.

II. Effective area of the receiver. Under this condition, the angle of orientation is kept

constant at 5° and area of the receiver is varied between 0.1 mm2 and 1 mm2. That

is, A = 0.1 mm2, 0.5 mm2 and 1 mm2.

From the above two cases, different scenarios for each case can be formulated that will

enable proper investigation of effects of the joint decoding technique. Simulations are

then carried out to observe how each scenario affects the BER performance. However,

before applying the joint decoding techniques, simulation of the system according to

PLC G3 is performed. The scenarios that are applied to each case for joint decoding are

described below.

1. Joint soft decision decoding (JSDD) at the convolutional decoder and the Reed-Solomon

decoder (RSD) is removed.

i. Joint decoding is applied at the convolutional decoder (CD) at θ = 0°.

ii. Joint decoding is applied at the convolutional decoder (CD) at θ = 10°.

iii. Joint decoding is applied at the convolutional decoder (CD) at θ = 15°.

The above three scenarios are repeated for different values of effective area of the re-

ceiver. That is, A = 0.1 mm2, 0.5 mm2, 1 mm2. Therefore, there are six scenarios for

performing JSDD at CD. The JSDD is only applied at CD whereas JHDD is applied at

both CD and Reed-Solomon decoder (RCD).

2. Joint hard decision decoding (JHDD) at θ = 0°, 10° and 15°.

i. Joint decoding is performed at the convolutional decoder (CD)while the Reed-

Solomon decoder (RSD) is ignored.

ii. Joint decoding is performed at the CD and output of the CD is then decoded

using the RSD.
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iii. Joint decoding is applied at the CD and output of the CD is decoded using the

RSD by applying the erasure decoding (ED) at RSD.

iv. Decode the output of each channel separately using their individual CD and the

outputs are combined and jointly decoded at the RSD.

v. Decode the output of each channel separately using their individual CD and the

outputs are combined and jointly decoded at the RSD by applying the ED at the

RSD.

3. Joint hard decision decoding (JHDD) at A = 0.1 mm2, 0.5 mm2, 1 mm2.

i. Joint decoding is performed at the CD while the RSD is ignored.

ii. Joint decoding is performed at the CD and output of the CD is then decoded

using the RSD.

iii. Joint decoding is applied at the CD and output of the CD is decoded using the

RSD by applying the ED at the RSD.

iv. Decode the output of each channel separately using their individual CD and the

outputs are combined and jointly decoded at the RSD.

v. Decode the output of each channel separately using their individual CD and the

outputs are combined and jointly decoded at the RSD by applying the ED at the

RSD.

The BER is measured by comparing the transmitted and the received signals and then

calculating the number of errors accumulated over the total number of bits transmitted

[8]. The BER performance is expressed in terms of SNR in some cases and in terms of

distance in other cases.

The RS encoder uses the (255,239) RS code and the encoded binary sequence coming

out from its output is transfered to the input end of the convolutional encoder where ev-

ery input bit is encoded using a standard code rate of 1/2, constraint length (K) of 7 and

generator polynomial of [171 133] [15]. Matlab simulations are used to determine the

BER performance in terms of SNR and distance considering AWGN channel with LOS
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propagation for the VLC system and AWGN channel with impulsive noise distribution

for the PLC system.

5.2 BPSK Modulation Scheme

The BPSK modulation scheme is adopted per subcarrier during transmission in order

to support up to 33.4 kbps data rate during normal mode transmission [4]. The phases

of the carriers in the adjacent symbols are then used as reference to detect the phases of

the current carriers [70]. The graph in Fig. 5.1 compares the BER performance in terms

of SNR per carrier for both theoretical and simulated BPSK. It can be observed that the

performance obtained through simulation is almost the same at each SNR value as the

theoretical performance.

FIGURE 5.1: BPSK modulation over AWGN channel

5.3 Convolutional and Reed-Solomon Codes

The effect of Reed-Solomon, convolutional and concatenated Reed-Solomon and con-

volutional coding on the BPSK system over AWGN channel is shown in Fig. 5.2.
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FIGURE 5.2: Effect of (255,239) Reed-Solomon, (7,[133 171]) convolutional and con-
catenated (255,239) Reed-Solomon and (7,[133 171]) convolutional coding on BPSK

system over AWGN channel

It is observed that BER performance increases as the signal to noise ratio increases.

From the graph in Fig. 5.2, it can be observed that as SNR value increases, the BER per-

formance increases as well in all four cases, this implies that for better performance, the

SNR must be high (i.e. noise must be as low as possible). It can also be seen that coding

improves the BER performance of the BPSK system. It can be seen that concatenated RS

and convolutional coding outperforms other coding schemes while convolutional cod-

ing outperforms RS coding. The difference between convolutional and concatenated

RS and convolutional coding was not visible at low SNR but as SNR increases, the dif-

ference becomes more noticeable. Thus, the simulation results for the joint decoding

technique presented in this research are obtained using concatenated RS and convolu-

tional codes in order to obtain improved system performance.

5.4 PLC and VLC Channels

The BER performance of concatenated RS and convolutional codes modulated using

BPSK modulation scheme and transmitted over PLC and VLC channels is shown in

Figs. 5.3 and 5.4. The PLC channel is modeled as AWGN channel with impulsive noise

distribution [12] and the VLC channel is modeled as AWGN channel with line-of-sight
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(LOS) propagation effect [157]. In the Matlab simulations for the PLC channel, a fixed

SNR value of 2 dB, impulsive index, A = 0.1 and ratio of Gaussian to impulsive noise,

Γ= 0.0001 were used. For the VLC channel, a fixed SNR value 4 dB was used.

FIGURE 5.3: BER vs. distance for PLC channel and VLC channel for different angles of
orientation between the source and the receiver using concatenated (255,239) Reed-

Solomon and (7,[133 171]) convolutional code and BPSK modulation scheme

FIGURE 5.4: BER vs. distance for PLC channel and VLC channel for different effective
receiver areas using concatenated (255,239) Reed-Solomon and (7,[133 171]) convolu-

tional code and BPSK modulation scheme

From Figs. 5.3 and 5.4, it can be noticed that BER performance of the PLC system re-

mains constant as the distance between the source and the receiver increases. On the

other hand, the BER performance of the VLC system decreases as the distance from the



Chapter 5. Simulation Results and Analysis 93

source increases. This degradation in the BER performance is associated with the ef-

fects of attenuation that heavily affect the VLC transmission. From the graph in Fig.

5.3, it can be seen that as the angle of orientation increases (i.e. direct LOS decreases),

the BER performance decreases. This is because an increase in the angle of orientation

leads to an increase in the distance between the source and the receiver and this re-

sults in increase in the attenuation. The attenuation weakens the strength of the signal

resulting in less signal power being received at the receiver and consequently, the BER

performance of the system suffers. Maximum signal power is received at θ = 0° because

the receiver is directly positioned below the source. Similarly from Fig. 5.4, an increase

in the effective area of the receiver leads to better BER performance. This is because

increase in the effective area results in more incident signal power being captured by

the receiver and more signal at the receiver means an improvement in the BER perfor-

mance. Maximum signal power is captured at the receiver when the effective area is at

maximum, i.e. A = 1 mm2.

The graphs presented in Figs. 5.3 and 5.4 show that the PLC system performs better

than the VLC system at certain distances from the transmitter. From Figs. 5.4, it can

be observed that up to almost 1.4 m from the source, the VLC system provides better

BER performance and as such the receiver can rely on the VLC system for better sig-

nal quality up to this distance. However, VLC system in Figs. 5.3 provides better BER

performance up to 1.65 m and the performance becomes worse than the PLC system.

Therefore at distance further than 1.65 m, the receiver can rely on PLC system for better

signal quality but BER performance provided by the PLC channel is not as good as that

provided by the VLC channel at distances much closer to the source. Thus, there is a

need for a system that can harness the advantages provided by both systems to provide

better signal quality than PLC and VLC systems at almost any distance from the source.

To achieve this purpose, the joint decoding technique is utilized.
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5.5 Joint Soft Decision Decoding Technique at Different

Angles of Orientation

The angle of orientation determines the degree of line of sight (LOS) between the source

and the receiver. A small value of angle of orientation implies that the receiver is at

better LOS with respect to the source and as such, a better BER performance is expected.

In Figs. 5.5 to 5.7, the simulation results of the joint soft decision decoding application

at different degrees of LOS between the source and the receiver are presented.

FIGURE 5.5: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 0°

FIGURE 5.6: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 10°
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FIGURE 5.7: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 15°

5.6 Joint Soft Decision Decoding Technique at Different

Effective Receiver Areas

The surface area of the receiver (PD) is responsible for capturing the incident signal

power radiating from the source (LED). However, depending on the alignment of the

receiver with respect to the source, the incident signal power can be captured by the

entire surface area of the receiver or by only a portion of it. Thus, the effective area

of the receiver refers to the actual portion of the total surface area of the receiver that

captures the incident signal power. In Figs 5.8 to 5.10, the joint soft decision decoding

at different receiver’s areas is demonstrated.
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FIGURE 5.8: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 1 mm2

FIGURE 5.9: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 0.5 mm2
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FIGURE 5.10: The joint soft decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 0.1 mm2

The joint soft decision decoding is applied only at the convolutional decoder. From

Figs. 5.5 to 5.7, it can be observed that an increase in the angle of orientation leads to a

decrease in the BER performance due to loss of direct LOS between the source and the

receiver which results in less signal power being captured by the receiver. From Figs.

5.8 to 5.10, it is seen that reducing the effective area of the receiver directly reduces the

amount of signal power captured by the receiver which impacts negatively on the BER

performance of both VLC and joint decoded systems.

5.7 Joint Hard Decision Decoding Technique at Different

Angles of Orientation

The diagrams shown in Figs. 5.11 to 5.15 represent the BER performance of the VLC and

joint decoded systems when there is a perfect LOS between the source and the receiver.

In other words, the angle of orientation between the source and the receiver is at θ = 0°.

It should be emphasized that under this condition, the receiver’s movements relative to

the source are only possible along the vertical direction since both the source and the

receiver are perfectly aligned with each other.
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FIGURE 5.11: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 0°

FIGURE 5.12: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for θ = 0°
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FIGURE 5.13: The joint hard decision decoding technique is performed at the con-
volutional decoder. Output of convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for θ = 0°

FIGURE 5.14: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the

joint hard decision decoding is performed at the Reed-Solomon decoder for θ = 0°



Chapter 5. Simulation Results and Analysis 100

FIGURE 5.15: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for θ = 0°

From Fig. 5.11, it can be seen that at an angle of 0°, only a distance of 2 m directly be-

low the source can be reached. This is because at an angle of 0°, movements relative to

the source is only possible in the vertical direction directly below the source since hor-

izontal component of the position vector is zero. It can also be observed that at close

distance (up to 1.4 m) to the source, the VLC system outperforms both PLC and JD sys-

tems. The BER of the VLC system at close distance is approximately zero which implies

that at close distance the receiver can depend on the VLC system to provide better sig-

nal quality for the receiver. However, as the receiver moves further away (beyond 1.4 m)

from the source, the JD system performs better than both VLC and PLC systems. The

best BER performance for the JD system at an angle of 0° is shown in Fig. 5.13 when the

JD technique is applied at the convolutional decoder and the output is then decoded

again at the Reed-Solomon decoder applying erasure decoding at the Reed-Solomon

decoder. It can be seen that by applying erasure decoding at the RSD, the JD system

outperforms the VLC system from a closer distance (1.25 m) than 1.4 m obtained in Fig.

5.11. The BER performance of the JD system however worsened when joint decoding

was performed at RSD as shown in Figs. 5.14 and 5.15. This is as a result of combin-

ing hard information bits at the output of the convolutional decoders. Therefore, at an



Chapter 5. Simulation Results and Analysis 101

angle of 0° and distance > 1.4 m, the receiver can depend on the JD system for better

signal quality at the receiver.

Having investigated the effects of joint decoding when there is a perfect LOS between

the source and the receiver, the diagrams shown in Figs. 5.16 and 5.20 will describe

what happens when the angle of orientation is increased from 0° to 10°. This results in

the receiver losing its perfect LOS with the source and also at further distance from the

source. Consequently, the BER performance degrades.

FIGURE 5.16: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 10°

FIGURE 5.17: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for θ = 10°



Chapter 5. Simulation Results and Analysis 102

FIGURE 5.18: The joint hard decision decoding technique is performed at the con-
volutional decoder. Output of convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for θ = 10°

FIGURE 5.19: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the

joint hard decision decoding is performed at the Reed-Solomon decoder for θ = 10°
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FIGURE 5.20: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for θ = 10°

The simulation results showing the effects of further increasing the angle of orientation

from 10° to 15° are shown in Figs. 5.21 to 5.25. As was the case at θ = 10°, increasing

the angle of orientation to 15° causes the receiver to lose more LOS advantage with the

source by pushing the receiver much further away from the source and as a result, the

BER performance becomes worse than it was at θ = 10° for both VLC and joint decoded

systems.

FIGURE 5.21: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for θ = 15°
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FIGURE 5.22: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for θ = 15°

FIGURE 5.23: The joint hard decision decoding technique is performed at the con-
volutional decoder. Output of convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for θ = 15°
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FIGURE 5.24: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the

joint hard decision decoding is performed at the Reed-Solomon decoder for θ = 15°

FIGURE 5.25: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for θ = 15°

By increasing the angle of orientation to 10° and 15°, as depicted in Figs. 5.16 to 5.20

and 5.21 to 5.25 respectively, distances of approximately 2.5 m and 2.7 m can be reached

from the source. However, an increase in distance results in a decrease in the BER per-

formance of both the VLC and the JD systems due to an increase in the attenuation

affecting the VLC system which ultimately reduces the incident signal power at the re-

ceiver. The BER performance at angle 10° and 15° follows the same pattern as at angle
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0° where the best performance is obtained by applying the JD technique at the CD and

then decoding the output of the CD at the RSD deploying erasure decoding at the RSD

and the worst BER performance is obtained when the outputs of the two convolutional

decoders are combined and jointly decoded at the RSD.

The simulation results for application of joint decoding at both inner and outer de-

coders when the angle of orientation between the source and the receiver is 0°, 10° and

15° are presented in Figs. 5.11 to 5.25. It can be observed from these graphs that an

increase in the angle of orientation leads to a decrease in the BER performance of both

the VLC and the joint decoded systems. This is because an increase in the angle results

in an increase in the distance of separation between the source and the receiver. As the

receiver moves further away from the source, it gradually loses direct LOS advantage

and as a result, the BER performance of the system decreases.

5.8 Joint Hard Decision Decoding Technique at Different

Effective Receiver Areas

In Figs. 5.26 to 5.40, the effect of the joint decoding application at different effective

areas of the receiver is demonstrated. The angle of orientation was kept constant at 5°

and the maximum distance that can be reached at this angle was approximately 2.2 m.

From the graphs, it is noticed that the BER performance deteriorates as the effective

receiver area decreases. This is in agreement with the theoretical expectation since a

decrease in the receiver area leads to a decrease in the amount of incident signal power

being captured by the receiver. Thus, a decrease in the amount of signal power at the

receiver results in the degradation of the BER performance as the signal captured at the

receiver is dominated by noise.



Chapter 5. Simulation Results and Analysis 107

FIGURE 5.26: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 1 mm2

FIGURE 5.27: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for A = 1 mm2
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FIGURE 5.28: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for A = 1 mm2

FIGURE 5.29: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder for A = 1 mm2
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FIGURE 5.30: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for A = 1 mm2

The graphs in Figs. 5.26 to 5.30 show the simulation results obtained by applying the

JD technique at either the CD or the RSD when the effective receiver area is kept at 1

mm2. In Fig. 5.26, the JD was applied at the CD while the RSD was ignored. It can be

seen from the graph that the JD system has better BER performance than both VLC and

PLC systems from a distance of 1.1 m to approximately 2.2 m. Thus, within this region,

the receiver can rely on the the JD system to provide better signal quality at the receiver.

In Fig. 5.27, the JD was applied at the CD and the output of the CD was then decoded

using the RSD. It can be seen that by decoding the output of the CD using the RSD, it is

possible to gain more system performance in terms of BER since the the joint decoded

system outperforms the VLC system from a shorter distance (much closer to the source).

However, as the receiver moves further away from the source, the BER performance

gradually approaches that obtained in Fig. 5.26. In Fig. 5.27, erasure decoding was

then used at the RSD in order to gain more system performance. It can be observed

that the joint decoded system now outperforms the VLC system from a distance of 1

m. Thus, it is possible to obtain a system that outperforms both the PLC and the VLC

systems by applying the JD at the CD and then use ED at the RSD to decode the output

of the CD. The BER performance drastically worsened as the JD was applied at the RSD

as shown in Figs. 5.29 and 5.30. The BER performance became much worse than that
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of the VLC system and at a distance of 1.3 m, it became worse than that of the PLC

system. To apply the JD at the RSD, first decode the soft information coming from each

channel separately using the CD and combine the hard information coming out of the

two convolutional decoders and then decode using the RSD.

Having observed the effect of joint decoding at maximum incident signal reception in

Figs. 5.26 to 5.30, the graphs in Figs. 5.31 to 5.35 demonstrate what happens when the

effective area is reduced from 1 mm2 to 0.5 mm2. It can be observed from these graphs

that as the effective area decreases, the BER performance at each scenario decreases.

This is as expected because a reduction in effective area means that less signal power

is received and ultimately, the BER performance deteriorates as a result of more signal

noise being received.

FIGURE 5.31: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 0.5 mm2
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FIGURE 5.32: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for A = 0.5 mm2

FIGURE 5.33: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for A = 0.5 mm2
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FIGURE 5.34: Outputs of the PLC and the VLC channels are decoded individually at
the convolutional decoders. Outputs the convolutional decoders are combined and
the joint hard decision decoding is performed at the Reed-Solomon decoder for A = 0.5

mm2

FIGURE 5.35: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for A = 0.5 mm2

The graphs in Figs. 5.36 to 5.40 show that a further decrease in the effective area from

0.5 mm2 to 0.1 mm2 results in very poor BER performance of both the VLC and the joint

decoded systems. This poor BER performance can be attributed to very little signal

power being captured at the receiver as the effective area has significantly reduced from

1 mm2 to 0.1 mm2 .
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FIGURE 5.36: The joint hard decision decoding technique is performed at the convolu-
tional decoder with the Reed-Solomon decoder removed for A = 0.1 mm2

FIGURE 5.37: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder for A = 0.1 mm2
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FIGURE 5.38: The joint hard decision decoding technique is performed at the convo-
lutional decoder. Output of the convolutional decoder is further decoded at the Reed-

Solomon decoder applying the erasure decoding for A = 0.1 mm2

FIGURE 5.39: Outputs of the PLC and the VLC channels are decoded individually at
the convolutional decoders. Outputs the convolutional decoders are combined and
the joint hard decision decoding is performed at the Reed-Solomon decoder for A = 0.1

mm2
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FIGURE 5.40: Outputs of the PLC and the VLC channels are decoded individually at the
convolutional decoders. Outputs the convolutional decoders are combined and the
joint hard decision decoding is performed at the Reed-Solomon decoder applying the

erasure decoding for A = 0.1 mm2

From the simulation results presented in Section 5.5, it can be deduced that the re-

ceiver can rely on the JD system for better signal quality when moving from one posi-

tion to another by keeping both the angle of orientation and effective area constant at

0° and 1 mm2 respectively. Furthermore, the joint decoding has to be applied at the

convolutional decoder and then decode the output of the convolutional decoder at the

Reed-Solomon decoder applying the erasure decoding technique.

5.9 BER Analysis

How good or bad a coded communication system performs is usually measured in terms

of the decoding error probability called the error probability and the coding gain com-

pared to an uncoded system that transmits information at the same rate. The error

probability can be categorized into two groups: word or block error probability and

bit error probability or bit error rate [140]. This research focused on bit error probability

since the information transmitted over the two channels are bit information. The BER is

the probability that the decoded bit at the output of either Viterbi or Reed-Solomon de-

coder contains an error. To maximize the performance of the transmission system, BER
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should be kept as low as possible while adhering to constraints such as power, band-

width and decoding complexity [22].

The number of transmitted symbols per bit in a coded communication system with

code rate R = k/n is given as 1/R and the energy associated with each transmitted sym-

bol is represented as Es . Thus, the energy in each transmitted bit is given as [140]

Eb = Es/R (5.1)

The error probability of a coded transmission system is given as the ratio of Eb to one-

sided PSD N0 of the channel noise.

5.9.1 Decoded BER calculations for the convolutional decoder

The inner convolutional code used in this research has a code rate of 1/2 with con-

straint length K =7 and generator polynomial of [133 171] [4]. The convolutional code

was transmitted using the BPSK modulation through an AWGN channel. Thus, the up-

per bound on the BER can be obtained using union bound argument on the transfer

function of the convolutional code [158]. Assuming that all zero sequence was trans-

mitted, the probability that the decoder selected an incorrect path through the trellis

that differs from the correct path by d bits is given by [140]

P (d) =
d∑
k

(
d

k

)
pk (1−p)d−k (5.2)

where d is odd and k = d+1
2 . However, in a case where d is even, the probability is given

by [140]

P (d) =
d∑
k

(
d

k

)
pk (1−p)d−k +0.5

(
d

d/2

)
pd/2(1−p)d/2 (5.3)

And the upper bound on the BER using the union bound is then expressed as [159]

Pe ≤
∞∑

d=d f r ee

ad Pd (5.4)
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where ad is the number of paths at distance d . For the convolutional code used in this

research (r =1/2, k =7,[133 171]), the d f r ee value is given as 10 in [159]. This probability

(5.4) is called the event probability which is the probability that at any given time, the

Viterbi algorithm will select an incorrect path that introduces errors into the decoded

sequence [92].

5.9.2 Decoded BER calculations for the Reed-Solomon decoder

The Reed-Solomon code is a non-binary code that uses symbols from GF(2m) and each

symbol contains m bits. The RS code used in this research is from GF(28) and its gener-

ator polynomial is given as [4]

G(x) =
2t∏

i=1
(x −αi ) (5.5)

where 2t = n−k, t is the error-correcting capability of the RS code andα is the primitive

element in GF(28). The RS decoder is capable of correcting all the errors in the received

codeword provided that number of errors in the received codeword does not exceed t .

In a case where the number of errors exceeds t , the decoder does either of the following

[160]

• Provides a mis-decoding result or

• Outputs an unchanged codeword due to decoding failure

For t ≥ 8 and n ≥ 5t , the probability of decoding failure is very high compared to mis-

decoding and thus, the chances of mis-decoding can be ignored. Therefore, the ratio of

BER to symbol error rate (SER) at the input and output of the RS decoder is the same.

The BER at the output of the RS decoder is given by [161]

Pbo = Pbi

Psi
Pso

= Pbi

Psi

1

n

n∑
i=t+1

i

(
i

n

)
P i

si (1−Psi )n−i
(5.6)



Chapter 5. Simulation Results and Analysis 118

where Pbi and Psi are the channel BER and SER at the input of the RS decoder and Pbo

and Pso are the BER and SER at the output of the RS decoder after decoding [161].

5.9.3 Decoded BER calculations for the Joint decoded system

In this research, the joint decoding is performed either at the CD or the RSD as demon-

strated in Chapter 4. For the joint decoding at the CD, the BER at the input of the CD is

given by

Pei n = Pe1 +Pe2 −Pe1 Pe2
(5.7)

where Pe1 and Pe2 are the BER at the output of the PLC and the VLC channels respec-

tively. This scenario is further explained in Fig. 5.41.

PLC Channel

VLC Channel

Convolutional

Decoder

Pe1

Pe2

Pei n Peout

FIGURE 5.41: Decoded BER at the output of the convolutional decoder

where the Peout is calculated using (5.4). To obtain the Pei n at the input of the RSD, (5.4)

is used at the output of each convolutional decoder and the resulting Pe1 and Pe2 are

then combined according to (5.7). The Peout at the output of the RSD is then calculated

using (5.6). This scenario is further explained in Fig. 5.42.
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Convolutional

Decoder

Convolutional

Decoder

Reed-Solomon

Decoder

Pe1

Pe2

Pei n Peout

FIGURE 5.42: Decoded BER at the output the Reed-Solomon decoder

5.10 Decoding Complexity Analysis

Recently, great interest has been shown in reduced decoding complexity [162]. The de-

coding complexity is expressed in terms of iteration complexity of the iterative decoders

where convolutional decoder lies at the heart of the iterative decoding [163]. The de-

coding complexity can be regarded as the number of real addition operations needed

to decode a single codeword. That is, the number of operations (additions and mul-

tiplications) needed to decode a received codeword using either Berlekamp-Massey’s

algorithm in the Reed-Solomon decoder or the Viterbi algorithm in the convolutional

decoder [164].

5.10.1 Decoding complexity of the convolutional decoder

In the simulations, a Viterbi decoder that has a rate of 1/2, constraint length (K) of 7

and generator polynomial of [133 171] was used according to PLC G3 specification [4].

The computational complexity of this iterative decoder is dependent on the number of

possible codewords and the length of the input bits. In this analysis, only multiplica-

tive operations is considered while excluding the additive operations [162]. The Viterbi

algorithm iterates for every position x along αi . Except for the first position, at each

position
∣∣αi

∣∣+2 the matches for all the most-likely ψ= ∣∣∑∣∣+1 possible codewords are
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examined [165]. The decoding process involves matching each codeword (δy ) in a back-

ward direction beginning with the bit at the input and ending with the bit at the position

x. Thus, the number of iterations needed for matching grows according to [166]

IM ∼ ∣∣αi
∣∣ψL (5.8)

where L is the length of the codeword. For each successful matching, evaluate possible

state transitions to the previously successful matches in the column (x − ∣∣δy
∣∣) and then

obtain the most-likely path. At each state, examine all possible codewords, and the

number of iterations, IL needed to compute the state transitions. This computation

grows according to [166]

IL ∼ ∣∣αi
∣∣ψ2 (5.9)

In addition to matching of codewords, the algorithm also clears all the table entries

T (., .) for the next translation. Thus, the number of iterations needed for clearing, IC is

given by [162]

IC ∼ ∣∣αi
∣∣ψ (5.10)

where IC is quadratic in the worst case. The estimated total CPU time can now be ob-

tained by combining (5.8) - (5.10) as expressed by [166]

T ∼CM IM +CL IL +CC IC

∼C1
∣∣αi

∣∣ψ2 +C2
∣∣αi

∣∣ψ (5.11)

where the C ′s are appropriate constants and L has been integrated into C2. The table

used to store the entries has a dimension of
∣∣αi

∣∣+2 andψ, the number of possible state

transition probabilities is given by ψ2 and the required storage space is expressed in

quadratic form as [165]

S ∼C3
∣∣αi

∣∣ψ+ψ2 (5.12)

where C3 is a constant whose size is dependent on the storage requirements for the

table entries T (., .) which are cumulative log probabilities including the most likely path

[165].
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5.10.2 Decoding complexity of the Reed-Solomon decoder

The Berlekamp-Massey algorithm (BMA) introduced by Massey allows for error and/or

erasure decoding of RS codes with a decoding complexity of O
(
n2

)
[164]. The decoding

complexity is determined by the number of multiplications, bearing in mind that both

multiplication and inversion over GF (2m) requires an area-time complexity of O
(
m2

)
,

whereas an addition operation requires an area-time complexity of O (m) [167]. The

decoding complexity due to inversion can be ignored since the number of inversions is

much smaller than those of multiplications [23]. The numbers of multiplications and

additions are both given by O
(
n2

)
[164]. The summary of the error-only decoding com-

plexity associated with BMA for RS (255,239) code is shown in Table. 5.1.

TABLE 5.1: Error-only decoding complexity of Berlekamp-Massey algorithm [23]

Multiplications Additions Inversions

Syndrome Computation 2t (n −1) 2t (n −1) 0

Key Equation Solver 4t (2t +2) 2t (2t +1) 0

Chien Search n(t −1) nt 0

Forney’s Formula 2t 2 t (2t −1) t

Total 3nt +10t 2 −n +6t 3nt +6t 2 − t t

The decoding complexity analysis can now be extended to the case where both errors

and erasures decoding is involved. Under this condition, erasure-locator polynomial

and modified syndrome polynomial are first computed [168]. This is followed by the

computation of error-locator polynomial using key equation solver and then error and

erasure values are then determined using Forney’s algorithm [169]. The analysis of de-

coding complexity assuming error and erasure decoding for RS (255,239) code is shown

in Table. 5.2.

TABLE 5.2: Error and erasure decoding complexity of Berlekamp-Massey algorithm [23]

(255,239) Multiplications Additions Inversions Overall

Syndrome Computation 149 4012 0 6396

Key Equation Solver 1088 1040 16 18704

Chien Search 586 6900 0 16276

Forney’s Formula 512 496 16 8944

Total 2335 12448 32 50320
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The decoding complexity is dependent on the number of multiplicative and additive

operations that the algorithm (Viterbi or Berlekamp-Massey) has to perform in order to

successfully decode a received codeword. From the simulation results presented in this

chapter, it can be seen that best BER performance for the joint decoded system is ob-

tained at convolutional decoder. That is, when JSDD is performed at the convolutional

decoder for either different angles of orientation or effective areas of the receiver.

By performing the joint decoding at the convolutional decoder, only one decoder is uti-

lized. Thus, reducing the number of multiplications and additions compared to either

the joint decoding at the RS decoder (three decoders used in this case) or the bench-

mark decoding scheme (two decoders used in this case). Therefore, the joint decoding

technique reduces complexity as it requires less number of multiplicative and additive

operations to produce better BER performance.

5.11 Summary

This chapter consists of ten sections. The chapter started with an explanation of what

the chapter contains in Section 5.1. The cases and scenarios utilized in the applica-

tion of joint decoding technique were also presented in this section. Section 5.2 pre-

sented the BER performance of theoretical and uncoded simulated BPSK modulation

scheme passed over an AWGN channel. In Section 5.3, the effect of applying coding to

BPSK modulation was demonstrated. The BER performance of Reed-Solomon (255,239)

coding, convolutional (7,[133 171]) coding and concatenated Reed-Solomon (255,239)

and convolutional (7,[133 171]) coding was compared. It was observed that the com-

bination of Reed-Solomon and convolutional coding provides better BER performance

compared to other two coding techniques. Section 5.4 showed how changing the angle

of orientation between the source and the receiver affects the BER performance of the

VLC system. It was noted that increasing the angle of orientation causes the BER perfor-

mance of the VLC system to degrade. The section also showed how changing the effec-

tive area of the receiver affects the BER performance. It was observed that by increasing

the effective area of signal reception, the BER performance increases as more signal
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are captured by the receiver. Sections 5.5 and 5.6 showed the effects of joint soft deci-

sion decoding at the convolutional decoder and how increasing the angle of orientation

or decreasing the effective area of the receiver on the BER performance. The effects of

joint hard decision decoding at both the convolutional and the Reed-Solomon decoders

while varying the angle of orientation or the effective area of the receiver affect the BER

performance were studied in Sections 5.7 and 5.8. From the scenarios investigated in

these sections for JHDD, it was observed that best BER performance was obtained when

joint decoding is applied at the convolutional decoder while keeping the angle of ori-

entation at 0°. In Section 5.9, the analysis of the simulation results was presented. And

finally in Section 5.10, analysis of the decoding complexities that are associated with

both convolutional and Reed-Solomon decoding in terms of the numbers of additive

and multiplicative operations that are performed by Viterbi and Berlekamp-Massey al-

gorithms in carrying out convolutional and Reed-Solomon decoding was presented.



Chapter 6

CONCLUSIONS AND FUTURE WORK

The PLC technology has the potential to become a successful and widespread tech-

nology that can be used for high-speed broadband Internet and network applications.

However, it suffers from serious channel impairments such as noise, attenuation, in-

terference etc. The VLC network despite being an emerging technology is fast gaining

momentum in digital communication and has been used in many indoor applications.

The visible light spectrum has range bandwidth that can be used to relieve the crowded

radio frequency (RF) spectrum [28]. The combination of the PLC and the VLC networks

can be used to harness the advantages of both systems with the PLC system acting as the

backbone for the VLC system. The joint decoding of a parallel PLC-VLC system at the

inner or outer decoder to improve system performance in terms of BER and decoding

complexity has been considered in this dissertation. In the later parts of this disserta-

tion, the problems affecting the combination of PLC and wireless systems and the PLC

and the VLC systems were studied. Furthermore, the system model that was adopted in

this research and joint decoding scenarios were presented.

6.1 Summary of Results

In carrying out this research investigation, the aim was to identify and complete spe-

cific tasks that are fundamental in achieving the overall research objective, which is to

124
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improve the overall system performance in terms of BER and computational complex-

ity using joint decoding technique. To achieve this objective, the effects of applying a

joint soft decision decoding technique at the inner decoder and a joint hard decision

decoding technique at the inner or outer decoder in terms of BER and computational

complexity have to be identified. Hence, the conclusion made in this dissertation will

be based on the observed effects. The tasks that are completed to achieve the primary

objective of this research investigation are summarized as follows:

• First, applications that have utilized the joint decoding technique were reviewed

in Chapter 2. The topologies, structures and physical properties of these appli-

cations were studied. It was shown through their simulation results and analysis

that joint decoding technique has a great potential to produce significant gain in

the overall system performance. Furthermore, it was observed that this technique

significantly improved the spectral efficiency, signal quality and BER.

Indoor applications that have deployed the combination of VLC and Wi-Fi net-

works, PLC and wireless systems, and PLC and VLC systems were also reviewed in

this chapter. In these applications, either the Wi-Fi or the PLC system is used as

the uplink system and the VLC system is used as the downlink system to increase

the overall network capacity. In this research work, the serial combination of the

PLC and Wi-Fi systems, and the PLC and VLC networks were presented as well

as the parallel combination of the PLC and Wi-Fi systems. To overcome deficien-

cies such as low data security, limited bandwidth and high channel interference

encountered in the Wi-Fi system, the VLC system was used to replace the Wi-Fi

system giving rise to the serial concatenation of the PLC and the VLC systems in

many applications. The problems associated with this topology such as double

attenuation and complete failure of the entire system due to breakdown of one

system can be overcome by adopting parallel combination. The parallel combi-

nation of the PLC and the Wi-Fi systems presented in this dissertation utilized the

joint hard decision decoding technique to recover the transmitted information at

the receiver. It was observed through simulation results that these combinations
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improved the overall system performance in terms of BER, throughput and im-

plementation complexity.

• In Chapter 3, the system model that was used in this research was presented and

thoroughly discussed. It was shown that the physical layers (PLC and VLC) were

adopted according to PLC G3 system model and the operational mechanism and

components of PLC G3 physical layer were studied. Furthermore, the OFDM

modulation scheme was selected for both PLC and VLC systems, due to its out-

standing advantages. In addition to robustness against multipath and frequency

selectivity, OFDM reduces the effect of impulsive noise by spreading its effect

over multiple symbols. When combined with adaptive modulation techniques,

the performance and efficiency of OFDM based systems can be significantly im-

proved. The DCO-OFDM system was used in the VLC channel to allow only for

transmission of positive signals across the channel. The PLC channel was mod-

eled as AWGN channel with impulsive noise distribution. The impulsive noise

was modeled as Middleton Class-A noise model. The VLC channel was modeled

as AWGN channel with LOS propagation effect. Special attention was paid to how

changes in the angle of orientation and effective area of the receiver affect the

channel behavior in terms of BER.

• The application of joint decoding technique and joint decoding scenarios were

considered in Chapter 4. It was shown that joint decoding was applied either at

the inner or at the outer decoder depending on whether either JSDD or JHDD

is required. To implement the joint decoding, the Viterbi and the Berlekamp-

Massey decoding algorithms were used at the inner and outer decoders respec-

tively. A thorough study of these algorithms was presented and the chapter con-

cluded with the demonstration of joint decoding scenarios. It was shown that

JSDD was only performed at the inner decoder while JHDD was performed at

both inner and outer decoders. It was also demonstrated how joint decoding was

performed at different positions at the receiver based on changes in angle of ori-

entation and effective area of the receiver.
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• Chapter 5 of this dissertation presented the simulation results for joint decod-

ing technique according to scenarios outlined in Chapter 4. Simulation results

were obtained for two cases: increase in the angle of orientation and increase

in the effective area of the receiver. Each case was further developed into differ-

ent scenarios for JSDD or JHDD. The BER performance of VLC and joint decoded

systems shows that increasing the angle of orientation affects both systems nega-

tively while increasing the effective area of the receiver improves the performance

of both systems.

In conclusion, the specific tasks that needed to be completed in other to answer the

research question stated in Section 1.4 were successfully achieved. In Chapter 2, a tech-

nical review of applications that have utilized joint decoding technique, serial and par-

allel combinations was presented. It was shown that joint decoding technique improves

the overall system performance in terms of spectral efficiency, signal quality and BER.

It was also shown that parallel combination offers more communication advantages

compared to serial combination that suffers double attenuation and dependence of one

system on the other. The knowledge gained from these reviews showed that by adopt-

ing parallel combination and applying joint decoding technique at the receiver, the BER

performance can be significantly improved. The system model that was adopted in this

research work was presented and properly described in Chapter 3. The different com-

ponents that make up the physical layer were explained and the channel model for both

the PLC and the VLC channels were technically presented. The knowledge gained from

this chapter enabled the exploitation of the adopted physical layer to improve transmis-

sion across the two distinct channels. The Chapter 4 clearly presented the joint decod-

ing technique adopted in this investigation and the joint decoding scenarios regarding

the application of joint decoding technique. These scenarios were then used in Chapter

5 to carry out the simulations. The simulation results were clearly presented and tech-

nical result analysis was provided. The simulation results showed that the quality of the

signal captured at the receiver varies according to the angle of orientation, distance of

separation between the source and the receiver, and the effective area of the receiver.

Based on these three factors, the joint decoding technique was then applied at different
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positions at the receiver and the results showed that joint soft decision decoding out-

performs the joint hard decision decoding. Thus, it can be concluded that this research

investigation has successfully met the overall objective that was set in Chapter 1. This

claim is supported by the simulation results presented in Chapter 5 of this dissertation.

These results conclusively showed that the joint decoding technique can be used to im-

prove the BER performance of a parallel PLC-VLC system with significant reduction in

BER depending on the angle of orientation, distance of separation between the source

and the receiver, and the effective area of the receiver. Furthermore, the best BER per-

formance is obtained when SDD is used to perform joint decoding at the inner decoder

at a distance of approximately 1 mm2 from the source with a perfect LOS between the

source and the receiver and capturing the incident signal power at the maximum effec-

tive area at the receiver.

6.2 Recommendations for Future Work

The work presented in this research can be extended through further research as fol-

lows:

• LOS propagation model was presented in the Chapter 3 of this dissertation. More

research can be conducted by considering non-LOS propagation model where

multitude of factors such as the reflectivity of the ceiling, walls and objects within

the room can be considered in addition to the position and orientation of the

transmitter and receiver and room dimensions as considered in this research work.

• In this research, the concept of concatenated codes in the form of convolutional

and Reed-Solomon codes for the inner and outer decoders respectively was adopted.

However, in Chapter 4, only SDD of convolutional codes was used in performing

the joint decoding technique. This work can be extended to the SDD of the Reed-

Solomon codes.

• The results obtained in this research are based on computer simulations using

widely-accepted noise models to represent both the PLC and VLC channels. This
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approach can be extended by conducting practical measurements on actual power

line networks and indoor room environment. This will provide an additional tool

necessary to verify the practicality of the existing techniques.

The system model and the joint decoding techniques presented in this dissertation are

very useful many indoor applications that operate at narrowband speed. The joint de-

coding technique can be adopted in both image and video processing to reduce blurring

effect in order to improve both image and video quality. Due to existence of power lines

in almost every home networks, parallel combination of the PLC and the VLC systems

can be very useful in locations where the effect of EMI is of major concern. In the hos-

pitals, it can be used to perform MRI and e-health in order to enhance diagnosis, and

inside aircraft to enable communications. This technique is also very useful in smart

house lighting and indoor positioning systems to improve system efficiency. Further-

more, it can be used in the intelligent transport systems to improve inter vehicle com-

munication and communication between aircrafts or trains and the control station. The

technique presented in this dissertation can also be useful in street lighting, sign boards,

airports, cinemas, hotels, traffic lights etc. All these areas of application make the im-

portance of the outcomes of this research investigation more appealing and should be

exploited in digital communication to enhance the overall system performance.
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(2m) Without Using Syndromes.” Signal Processing Systems, pp. 1–10, Oct 2007.

[24] N. K. Ram Krishna, R.K. Siddhatha and G. Jogi. “Broadband over power lines

(bpl).” 2007.

[25] T. Zhang and W. Liu. “FFT-Based OFDM in Broadband-PLC and Narrowband-

PLC.” In 2012 International Conference on Cyber-Enabled Distributed Computing

and Knowledge Discovery, pp. 473–478. Oct 2012.

[26] A. Pittolo and A. M. Tonello. “Physical layer security in power line communica-

tion networks: an emerging scenario, other than wireless.” IET Communications,

vol. 8, no. 8, pp. 1239–1247, May 2014.

[27] H. C. Ferreira, L. Lampe, J. Newbury, and T. G. Swart, editors. Power Line Com-

munications: Theory and Appl. for Narrowband and Broadband Communications

over Power Lines. Wiley, 1st ed., 2010.

http://www.sciencedirect.com/science/article/pii/S1389128614002369
http://www.sciencedirect.com/science/article/pii/S1389128614002369


Chapter 6. Conclusion 133

[28] A. R. Ndjiongue, H. C. Ferreira, K. Ouahada, and A. J. H. Vinckz. “Low-complexity

SOCPBFSK-OOK interface between PLC and VLC channels for low data rate trans-

mission applications.” In 18th IEEE International Symposium on Power Line Com-

munications and Its Applications, pp. 226–231. March 2014.

[29] K. Lee and H. Park. “Channel model and modulation schemes for visible light

communications.” In 2011 IEEE 54th International Midwest Symposium on Cir-

cuits and Systems (MWSCAS), pp. 1–4. Aug 2011.

[30] A. R. Ndjiongue, H. C. Ferreira, and T. M. N. Ngatched. “Visible Light Communi-

cations (VLC) Technology.” Wiley Encyclopedia of Electrical and Electronics Engi-

neering, pp. 1–15, 2015.

[31] J. Grubor, S. Randel, K. D. Langer, and J. W. Walewski. “Broadband Information

Broadcasting Using LED-Based Interior Lighting.” Journal of Lightwave Technol-

ogy, vol. 26, no. 24, pp. 3883–3892, Dec 2008.

[32] Y. Z. M. Saadi, L. Wattisuttikulkij and P. Sangwongngam. “Visible Light Commu-

nication : Opportunities , Challenges and Channel Models.” International Jour-

nal of Electronics & Informatics (IJEI), vol. 2, no. 1, pp. 1–11, Sept 2013. URL

http://www.ijei.org.

[33] W. Ding, F. Yang, H. Yang, J. Wang, X. Wang, X. Zhang, and J. Song. “A hybrid power

line and visible light communication system for indoor hospital applications.”

Computers in Industry, vol. 68, pp. 170–178, Feb 2015.

[34] J. Song, W. Ding, F. Yang, H. Yang, B. Yu, and H. Zhang. “An Indoor Broadband

Broadcasting System Based on PLC and VLC.” IEEE Transactions on Broadcasting,

vol. 61, no. 2, pp. 299–308, June 2015.

[35] M. J. Ball and J. Lillis. “E-health: Transforming the physician/patient relation-

ship.” International Journal of Medical Informatics, 2001.

[36] H. Ma, L. Lampe, and S. Hranilovic. “Integration of indoor visible light and power

line communication systems.” In 2013 IEEE 17th International Symposium on

Power Line Communications and Its Applications, pp. 291–296. March 2013.

http://www.ijei.org


Chapter 6. Conclusion 134

[37] J. N. Laneman, E. Martinian, G. W. Wornell, and J. G. Apostolopoulos. “Source-

channel diversity for parallel channels.” IEEE Transactions on Information The-

ory, vol. 51, no. 10, pp. 3518–3539, Oct 2005.

[38] R. Liu, P. Spasojevic, and E. Soljanin. “Reliable channel regions for good binary

codes transmitted over parallel channels.” IEEE Transactions on Information The-

ory, vol. 52, no. 4, pp. 1405–1424, April 2006.

[39] I. Sason and I. Goldenberg. “Coding for Parallel Channels: Gallager Bounds and

Applications to Turbo-Like Codes.” IEEE Transactions on Information Theory,

vol. 53, no. 7, pp. 2394–2428, July 2007.

[40] S. Vangala and H. Pishro-Nik. “A Highly Reliable FSO/RF Communication System

Using Efficient Codes.” In IEEE GLOBECOM 2007 - IEEE Global Telecommunica-

tions Conference, pp. 2232–2236. Nov 2007.

[41] A. Abdulhussein, A. Oka, T. T. Nguyen, and L. Lampe. “Rateless coding for hybrid

free-space optical and radio-frequency communication.” IEEE Transactions on

Wireless Communications, vol. 9, no. 3, pp. 907–913, March 2010.

[42] C. HÃd’ger, A. G. i. Amat, A. Alvarado, F. BrÃd’nnstrÃűm, and E. Agrell. “Opti-
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