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ABSTRACT

This study investigates the main factors of productionr theraction and influence
on cycle time efficiency for shovel-truck systemssoimface mines. The main factors
are truck payload, cycle time and operator proficiencig tow routine that shovel-
truck cycles are analysed using simulation methods. Tireritl, FPC, Talpac, Arena
and Machine Repair simulation models are discussed toimexptav their model
characteristics contribute to the differences inrthieported cycle efficiency as
indicated by productivity results. The Machine Repair Modsétdaon Markov chains
is adapted for shovel-truck systems and examined for agiloglshovel-truck cycle

times.

The various probability distributions that can be usentmlel particular cycle time
variables and some methods in selecting the “bestfdieaamined. Truck cycle time
variable sensitivity is examined by using the Excel® add-on pmg@Risk
(Palisade Corp.) in determining their respective weightingomtribution within the

total cycle time variability.

The analysis of cycle efficiency leads ultimatedysizing of a shovel-truck system.
When determining a fleet size for a particular surfaceratjpm the planning

engineers will tend to use one and to a lesser extenapetwo separate simulation
models. This study calculates the productivity (tonnes per)Hor a “virtual mine”

with a variable number of trucks, variable cycle distaremed variable truck loading
times. The study also includes a separate analysisctd tiyne variables and their
probability distributions for the Orapa diamond mine inda@ana, to show possible

distributions for various cycle variables.

The study concludes with a calculation of the truckt fiese using the Elbrond, FPC,
Talpac and Arena and Machine Repair models for the Opti@alery coal mine

and then compares the results and their correlation.
The main findings are that the calculation of waitimgetiis different for the various
models, each model yields a unique fleet sizing solutionaawydsolution in effect

represents a range of results.
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1 INTRODUCTION

Shovel-truck operations are generally discrete processeause truck loads are
delivered to a destination like a dump site or plant tippingabisomewhat variable
intervals. Irrespective of what shovel-truck, load-andtraining method will be

followed they all have the same load-and-haul cycle blsanamely: truck spotting
at shovel or loader, loading time, travel full tinteavel empty time, spotting at
destination (plant tipping bin or dump site), dumping time, mgitat shovel (or

wheeled loader) and waiting at destination.

The aim of this study is to investigate some of theous methods of calculating
cycle time and more specifically waiting time. Theaieas models associated with
these methods which are covered in this document are:

* |teration methods with discrete empirical valueéltto cycle components.
Example(s): Elbrond (1990), Winston (2004)

* Regressive models with waiting time as a function oftfle@tching and
bunching correction factors. They can also be describestadis simulation
algorithms which are driven by prescribed processing flowishaot dependent
on time or interaction of resources.

Example: FPC® (Caterpillar Inc.)

»  Stochastic Monte Carlo type simulations with probapilistributions fitted to
cycle components e.g. Loader bucket payload, loader ayade truck payload,
truck travel time and truck maintenance availability.

Example: Talpac® (Runge Software)

*  Stochastic graphic simulation methods with trucks andiedbq(loaders) being
represented with physical entities within a virtual envirenm following
probability distributions within a Monte Carlo simulatienvironment.

Example: Arena® (Rockwell Software)

Through the years there have been a number of othemeccial software packages
developed to calculate shovel-truck fleet sizes. Not induiethis study is the
Shovel Truck Analyses Package (STRAPAC) reported by Paoagi@and
Michalakopoulos (1994). STRAPAC was a family of IBM PC progsahat could be



used for the planning and analysis of shovel-truck systeMRABAC included
deterministic and stochastic simulators that could $eduo calculate cycle time
depending on shovel-truck system characteristics. This gmogead the functionality
to provide visual information of the system simulated geeel in association with
the GPSS/H® program (Wolverine Software Corp.). Toth@ySTRAPAC™ name is
associated with plastic holding ties produced by Sublett Co.

In a GPSS/H ® simulation model, transactions or bloeksesenting entities such as
trucks compete for the use of system resources, faniosta shovel. As transactions
flow through the process representation, they autontigtigaeue up when they
cannot gain control of a necessary resource in the sameer as trucks queue up at
a loader. The modeller does not have to specify thedctiog’s waiting time or its
gueuing behaviour for this to occur. Hence the passagmefitia GPSS/H® model
can be represented implicitly as in the case of avpaiting for a machine to become
free or like a truck being loaded, or explicitly, ashe tase of a part being processed
by a machine or a truck sent for repairs. The softwaversatile and can be used for
underground mine simulations like work done by Dowborn anglofa(2000).
GPSS/H® was also used by Sturgul (1996) in a hypothetical surtat@re mine
simulation and reported satisfactory results.

Caterpillar developed a stochastic model called Vehicteutation (VEHSIM) in the
late 1960’s with basically the same program setup and @nadiy as their current
Fleet Production and Costing (FPC) program. VEHSIM wamnamily developed for
sales and technical support for the 779 (85 ton) electric diffdi@ghway truck, but

was discontinued with the truck’s decline in use.

Vallée (2000) undertook a survey of the performance of miniogegtis world wide
(eighteen major mine developments that took place betw8é5 and 1981 were
included). For each project, four questions were asked:

*  Was the project on time?

* Did it expect any over run costs?

 Was the mine ultimately able to achieve design produtgios, if not why?

* Has the cashflow generated by the project met the fsireca



Highlights taken from this article are as follows:

» Even the best set of plans cannot always anticip&tedriability encountered in
real life mining. Cashflow generation is of paramount ingoace in achieving
all set goals within any project.

 Reaching a designed level of production is important as érgées the cashflow
needed to counter the high initial capital invested. Adestn the high
investment in plant equipment, mining equipment will canstia considerable
portion of the total cost.

* Inonly 11% of all cases were the wrong type of equipnsetécted, which
leaves it open to interpretation as to what importatice mineralogy or
equipment capacity to produce featured in the total 67%.

* Reaching production levels does however weigh heavier towagdgment
capacity and thus stresses the importance of adedaateng and optimal mine
equipment utilisation and processing infrastructure.

*  Equipment utilisation involves the analysis of cycle tithehus follows that for
a scoping or planning exercise it is important to include ashrmaadability as
possible, which involves fitting distributions on as maggle components as
possible. It is also important to understand the underlyingngstsons which
govern the results of any particular fleet sizing progoeimrmodel used as their
results differ.

Project planning and execution has, since this article puddished; significantly
improved the production and economical potential of prejelthe importance of this

article’s findings is however, timeless.

One of the variables impacting on the cycle time iefficy of a haul truck is the
waiting time observed at destinations. Waiting time is thberent within any load-
and-haul system and can have a minor or major roleflureimcing system efficiency.
The calculation of waiting time is complicated as iaiifunction of all other load-and-
haul cycle variables for a specific load-and-haul sysééd should such system be a
sub-system of a larger system, it becomes even monplimated. Waiting time is
thus a dependent variable amongst the cycle time comor&muld waiting time
be the only cycle time variable that is underestimatieen the implication is an
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“under-equipped” operation not able to realize planned praduttirgets. This loss
in potential production due to waiting time might not beicsat at first as there are a
multitude of other factors such as human, geologicahnieal and environmental
factors which can lead to, either directly or indingctproduction losses. It is
therefore vital to answer the question as to what waéing time will play in a

system in determining operational and economical effigienc

This study starts by investigating the main factors of proodldtiese being payload,
cycle time and operator proficiency and how they aiterand influence the cycle
time efficiency of a shovel-truck, load-and-haul system surface mines. The
Elbrond, FPC, Talpac, Arena and Machine Repair modealstian discussed to
explain how their model characteristics contributéht® differences in their reported
productivity results. A reason as to why the various moeath provide their own
unique solution is due to the way they process the cyuke variables in calculating
total truck cycle time which includes waiting time. The MaehRepair Model based
on Markov chains is adapted for shovel-truck systems anahiegd for calculating
shovel-truck cycle times.

This document examines the various probability distribgtitiat can be used to
model particular cycle time variable and some methodsl@tsng the “best” fit. The

truck cycle time variable sensitivity is examined using Exeel® add-on program,
@Risk (Palisade Corp.), in determining their respectieggiting or contribution

within the total cycle time variability.

In general, when determining a fleet size for a particslaface operation, the
planning engineers will use one or to a lesser extentsgparate models. This study
calculates the productivity (tonnes per hour) for a tattmine” with a variable
number of trucks, variable cycle distances and variabiektloading times. This
study also includes a separate study of cycle time vasadhd their probability
distributions for the Orapa diamond mine in Botswana.

The study concludes with a calculation of the truckt fiese using the Elbrond, FPC,
Talpac and Arena and Machine Repair models for the Opti@ahery coal mine
and then compares their results and examines theelaoon.



2 FACTORS OF PRODUCTION

There are a multitude of variables that influence the Ibad| and dump process. The
three main production factors - truck payload, cycle ting@perator efficiency— and
their relation to some of the other variables atesttated in Figure 2.1

- Y. Cashflow

Cost Items/
Variables

)3 g
=

PIT- LOADING DUMPING

Figure 2.1 The Value Rainbow

For a load-and-haul system, production involves loadinglinftaand dumping. The
bands within Figure 2.1 can be described as a “value rainbath’the revenue
related variables placed higher due to their relative itapoe in realising cashflow
goals. Mining operations generally focus only on the logdirea but, Figure 2.1
shows that hauling and dumping are equally important ilizieg cycle efficiency
and most importantly cashflow. Inherent to these manmabks is the concept of
waiting time. Waiting time is in effect a natural ocamnce throughout the load-and-
haul process with the main load-and-haul cycle stagésllaws:

*  Waiting at shovel (or loader)

*  Truck spotting at shovel or loader (loading unit)



 Loading time

e Travel full time (can include bunching or waiting for slvaulers on ramps).
*  Waiting at destination

*  Spotting at destination (plant tipping bin, stockpile or durte) si

*  Dumping time

*  Travel empty time (can include bunching or waiting for slaulers on ramps).

The relevance and complex interaction of these blsawith load-and-haul fleet
production, in relation to the three factors of productie discussed in the following

sections.

2.1 Payload

The volume to be conveyed by the hauler is fixed fepecific piece of equipment.
Calculating the number of haulers to satisfy the prodacequirement will mainly
depend on the pit profile, haulage route, hauler speedp(timand retarding
performance) and thus the cycle time.

The impact of these variables can be minimised by fogusn training and adopting
sound maintenance standards and practices. There is lmgphravailable such as
Caterpillar's VIMS (Vital Information Management Sgst) and its CAT 20-10-10
payload policy which monitors machine performance under loadl directly
improves machine availability. The CAT 20-10-10 payload poliaterpillar (2002,

p.1); states that'The mean or average of the payload distribution shall not exceed
the target payload and no more than 10% of payloads may exceed 1.1 timeskhe truc
target payload and no single payload shall ever exceed 1.2 times the targeidgay

The relationship between payload and waiting time is linkedh& cycle time
variables of the haulage system. For a specific haulaggork a specific truck size
and loader is selected. The number of trucks within ects@tewill predominantly
determine the amount of waiting time in the system. Agng progresses further or
deeper from the starting point (ramp, crusher or conyeyer haulage distances in

such a system will increase with time warranting aneiase in the number of trucks.



The attempt to maintain the initial level of productieith the associated increase in
the number of trucks will result in an increase in imgitime. Curbing the effective
productivity loss of an individual truck within the fleet migbrce the initial system
design to migrate towards a larger truck payload. Waiting tims tends to increase
truck payload demands.

2.2 Cycle Time

Cycle time is a function of service components, machimeracteristics (e.g. loader
bucket size, truck ability to travel on grade), machine iefiicy (shovel cycle time,
truck dumping time), material characteristics (e.g. netelensity, loading unit’s
bucket fill factor and swell) and system characteristibgch involve issues like the
number of servers and queue discipline. The aforementivagdbles and their
variability can be determined with some ease but waiiime is a system dependent

variable and is more complex to determine.

There are several methods for calculating cycle ame choosing the method to use
is primarily driven by the time available to set up atetysrepresenting the reality
and level of accuracy that is needed in the results.

In general, a Monte Carlo simulation process will yibigher levels of accuracy
compared to a queuing model using iterative calculationsathrhore variables can
be incorporated and fitted with their probability distribasowithin a simulation.
Higher levels of detail can thus be simulated for eXampdividual machine
availability and machine repair cycles.

In selecting iterative queue models there are a numbdayaits that can be used and
these are summarized in Table Z@hase, Richard B., Nicholas J. Aquilano and F.
Robert Jacobs, 1995



Table 2.1 Different Queue Models

. Arrival . Permissible
Service Source Queue* Service .
Model | Layout : Pattern S Queue Typical Example
Phase | Population Discipline Patterm
(Rate) Length
Single . - . . - .
1 Single Infinite Poisson FCFS Exponential Unlimited Drive-in Teller
Channel
2 Muli Single Infinite Poisson FCFS Constant Unlimited Roller Coaster
Channel
Single . - . . -
3 Single Infinite Poisson FCFS Exponential Unlimited Parts Counter
Channel
Single . . . . _ Machine Breakdown
4 Channel Single Finite Poisson FCFS Exponential Unlimited and Repair Shop

*FCFS: First Come, First Served

As can be seen from Table 2.1, arrival patterns (trumkd)service patterns (loader)
follow some form of distribution. In mining, service igldom constant and can be
expected to follow a distribution pattern. Reasons fois tcan be: material
fragmentation changes with a change in geology and Iastnology and/or
efficiency, machine life-cycle changes and deviation fr@mginal Equipment
Manufacturers (OEM) standards, operator technique (mulft siperations) and
environmental factors (night time visibility, climaten general, a load-and-haul
system can be described as model 4, the Machine Repairl.Mdu# is, trucks
represent a finite source population and can have a sgrattern (loading time) that
follows an exponential distribution with their arriviedte (trucks arriving per time
unit) following a Poisson distribution. In reality the opability distributions
representing the service times and inter-arrival ra@as follow any probability
distribution such as normal distributions, trianguldistributions or lognormal

distributions.

Figure 2.2 depicts the maximum truck loads for a specifiktfieet size and shovel
service time that can be expected over a haul route avitincrease in distance.
Figure 2.2 is based on a virtual mine with 10 m high benclastttend down to a
depth of 135 m. Its ramps have a 6% grade resistance amaualioads have a 4%
rolling resistance. It further assumes that inter-afrivates follow a Poisson
distribution with inter-arrival time and service timebath the loading unit and dump
destinations following an exponential distribution. Thdf ltycle travel distance

ranges between 600 m and 2200 m.



Figure 2.2 has several features:

* The loads per shift values are for shift a duration ob8r& with 30 minutes
deducted for shift change. The total active shift minuteghars 450.

* The shovel follows a single side loading technique. Whiesthovel is loading a
particular truck other trucks are not allowed to approaelshiovel.

* As the service time increases, the loads delivered decreas

* The loads delivered decrease with an increase in ti@staihce.

* The loads delivered increase with an increase in truckkeigircuit.

* The low-end shovel/ loader service time (3 minutes elaller exchange)
reaches a 140 loads/ shift “ceiling” with an increaseuokmumbers.

« The mid-range loading unit service time (4 minutes exclilednaexchange)
reaches a 110 loads/ shift ceiling with an increase ik tnumbers.

*  The high-end loading unit service time (6 minutes excllednaxchange) reaches
a 95 loads/ shift ceiling with an increase in truck numbers

 The lower-end service times series (3 minutes) experierggher rate drop in
loads per shift with increase in truck numbers and illustitageeffect distance
(travel time) and queue have on the system performance.

*  Within a particular service time series (loader totaVisertime) and with an
increase in distance it is also seen that as théeuof trucks increase the rate
change becomes lower. This can be explained by the graatder of trucks
that support a particular load per shift level with an iaseein distance.

* The incremental change in loads per shift and increaseiék numbers also
highlights the effect that with an increase in truck ham the benefit of each
additional truck decreases. In effect the introductibrmore trucks into the
system will increase the loads per shift but the individuatk efficiency is
lowered due to the higher total waiting time which is a fimmcof the number of
trucks in the system.

* Looking at the loads per shift curves (within a service tsedes and with
increase in service time), it appears that there isesamderlying power function
that governs the system’s results. This will be ingaséd in later sections.



QUEUE (Arena): SINGLE SIDE LOADING
Total Loads per Shift (1 Server, X Nrucks, 1 Destin  ation)
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Figure 2.2 Maximum Loads per 8 hr Shift, Arena
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A loading unit might predominantly be allocated to a speatfiaterial type or
production zone based on its setup of ground engaging toeIE)(Bucket type (rock
bucket or bucket for soft material) and bench charatit=ri@natched to its maximum
reach or ability to load trucks). Trucks however can asintases be loaded anywhere

in a mine production environment provided that the loaderazshthem.

2.3 Variance in the Virtual Mine’s Production Resul ts

The loads per shift results of Figure 2.2 are not fixed Gadchange. This will be
explained in the following sub-sections on mine specifgigie truck characteristics,
actual loading time, operator proficiency, ergonomicsramdber of trucks.

2.3.1 Mine Specific Design

The travel time full versus empty travel time (rai®p function of a mine’s design or
production method. Open pit mines are more sensitive tp ewign compared to
bench stripping operations where more emphasis isgplatdench road conditions.
Bench striping operations with a generally lower nunddeamp switches and bends
(depending on the pit depth) can have a lower differeat@den the individual full
and empty travel times compared to quarries and pits wheraverage full and
empty travel times are wider apart compared to the foeationed (more ramp
travelling on grade).

2.3.2 Truck Characteristics

Machine gradeability and retardability influences its trawme full (TF) versus
empty travel time (TE), ratio, and varies between dlieerent manufacturers and
types of technology (electric drive vs. mechanical driv@®r a truck with a lower
travel time full versus empty travel time (ratio) @truck with less engine power a

lower total cycle speed can be expected which will deerigasoads per shift.
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Truck bowl design can also affect truck productivity. There two types of bowls,
standard truck bowls and Mine Specific Design’s (MSD). Botluence the weight

of the truck, its sensitivity to underfoot condition atsitotal cycle travel time.

There is currently a debate between the real berfedieotric drive trucks with their
high under-the-line speed (at low fuel consumption) arel dal Panto-graph
utilization as a percentage of the total course distgdhagher of-the-line fuel
consumption due to added weight of Panto structure ainutie).

2.3.3 Real truck loading time

Loading method can be a single sided or a double sideth¢ptthnique. In the case
of double sided loading, the shovel utilizes the secondteidbg while a truck is
spotting to provide a reduced loading cycle or an approaching utilizies the open
space to reduce its waiting time. Double sided loading effett a combined single
and double sided method, this is due to such a shovetmaliy loading on the high
wall side as the muck pile is being loaded out. When loaatindpe high wall side the
second side is blocked by the shovel which increases thé getvice time and
reduces the second loading side benefit. Figure 2.2 was waesktrfor discrete
service times of 3, 4 and 5 minutes, with real truck loatdmgs that can differ and

either cause higher or lower truck productivity.

2.3.4 Operator proficiency

Adequate and continuous training of operators can lowercgetwvne and increase
productivity. Machine features that enhance machine contl|raanoeuvrability
such as operator controls and hydraulic control featses) as Caterpillar's Auto
Dig feature with the machine automatically performing dertdig and load
operations more proficiently, can reduce service timegeéneral, a lower truck

service time can increase truck productivity.
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2.3.5 Ergonomics

The move towards continuous operations driven by high cahtyndemand and the
need to lower operating cost and increase worker prodychigs operators working
12 hour shifts. Machine comfort and operator isolation frelements such as
temperature, dust and sound therefore becomes paramoansuning continuous
optimal productivity through consistent service time. Tdlg applies to the trucks
and truck operators and their impact on travel time, queaindestinations, the

shovel’'s productivity and the loads per shift delivered.

2.3.6 Number of trucks and tipping points

The individual shovel and truck circuits, dependent on tinebeu of tipping points at
the plant destination and the collective number ofkswsharing such facilities, will
individually suffer a reduction in their performance whishproportional to the
percentage of the total truck number. Waiting time featasethie main driver in such
instances. In an open-end circuit such as a dump destina@t@rserver), the
possibility exists that the support equipment is not abviglar that dumping space is
constricted which will cause the loads per shift to cesze

The above examples serve to illustrate the dynamieronment within which load-

and-haul systems function causing performance to vdrgrelTare other issues like
workers striking, unexpected changes in geology or market dethandan change

the current system and thus the system performance.

Figure 2.3 is constructed for 8 mine trucks (CAT 769D to Cat 79dth)varying
payloads and illustrates the impact that grade % (roatination) and rolling
resistance % (condition) has on the travel time gnipttravel time full ratio. In
general, the lower the total resistance, the lowerdifference in load speed and the
faster the over-all system will be.
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Figure 2.3 Travel Empty to Travel Full Relationship

Figure 2.3 shows that where there is no grade percentagie,as on a flat road
segment, the travel times of an empty truck are about@sfpared to that of a fully
loaded truck and the difference increases as a fully loadekl is subjected to grade.

2.4 Operator Proficiency

Proficiency refers to being competently or well quadifphysically and intellectually
in a required skill and is a better way to describe hueffaciency. Production tonnes
are directly reduced by the combined proficiencies oftihek and shovel operators
and to a lesser extent the plant operator. Plantatgst on the mine side interface,
use rock hammers for the size reduction of materiavifig through tipping grids.

Apart from the shovel, truck and plant operators theee sscondary equipment

operators using wheel loaders or dozers for dump management.
It is thus vital to ensure that this resource is adetyu#atained to ensure optimal

safety, optimal production and subsequently the optimdl 8aw is obtained and

maintained.
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A few ways in which operator proficiency influences eytimes and thus waiting
time is described:

*  Lunch Breaks
When a shift starts the trucks will generally bunch,hwbunching gradually
clearing with time. A reason for this is that operatorsa specific shift will enter
the system at the same time normally from a cominpaging area. Should
there be a number of loaders in a fleet serving theskstqueference will be
given to certain loaders based primarily on availgbdihd production priority.
The shovels are said to be “non- collaborative” wéabheother or certain shovels
are over-trucked in order to reach a set priority. Wiitle progressing into the
shift they might become more collaborative which aileviate the bunching of
trucks. Should lunch breaks not be managed it can leadiotw@al” shift re-
start which will cause bunching or waiting time to inseand shift productivity
to decrease.

. Training and skill of shovel and truck operators

Operators are the only single variable present throughewvtole system. They
thus affect most of the load-and-haul variables in actliand indirect way.

Loading methodology is an art on its own to ensure mam machine

performance and protection. Adequate training also ensuresncatha
operational performance and thus cashflow generationhineprotection and

thus machine availability and reduced maintenance and reystiirAn operator

not fully proficient might incorrectly align the shoved the face and truck
loading position which will cause inefficient digging andctigrge of the load

into the truck bowl. The total load cycle will be longerdacan cause truck
loading cycles to be longer. Longer truck loading cyclélsewentually lead to a

higher probability for trucks to bunch or queue at either ghovel and or the
dumping destinations.

* Bad habitssuch as the over-loading of trucks results in highens®etimes and
disrupts truck cycles leading to increased waiting time.nkgative effects
cascade throughout the system with machine structuresapnesly failing
causing unavailability which reverts back to heightened pressur the

remaining equipment.
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3 CYCLE TIME CALCULATION MODELS

In this section the various methods that exist for utat;ng cycle time will be

discussed. It should be noted that waiting time or queumg is integral to the

calculation of cycle time.

The models that will be examined are:

1.
2.

Elbrond (1990), an iterative queue model.

These two are iterative methods, hence can be simulated in Excel.

Talpac® (Runge Software), a stochastic Monte Carlo symeilation.

Winston (2004), an iterative queue model based on the Machiner Requel.

FPC® (Caterpillar’s: Fleet Production and Costing),qaessive model.

Both these models are commonly used within the mining industry.

Arena can be programmed with any probability model and will be used as the

benchmark for this study.

3.1 Queue Model Notation

Arena® (Rockwell Software), a graphic Monte Carlo siriafa

Kendall (1951) devised a notation by which any queue system caledogibed by

using 6 characters shown in Table 3.1 (Winston, 2004).

Table 3.1 Kendall Notation for Queue Systems

Kendall Notation (1,2,3,4,5,6)
Notation
Number 1 2 3 4 5 6
No. of Customers Population
Component| Inter Arrival Time Service Time Parallel | Queue Discipling in Service F;ize
Servers and Waiting|
Indepgndent, Indepgndent, FCES: First
Identically Identically Come. First Servie
Distributed (idd) Distributed (idd) ' i
Number o
. . . . LCLS: Last .
Interarrival Times al|Interarrival Times alle.g.. Come. Last Population
idd and deterministifidd and deterministifTipping ' from which
L . Served
Variation bins or At customers
or Interarrival Times af|lnterarrival Times afnumber ) .|l individual ||(e.g.. Trucks
VI L . . SIRO: Service in
Descriptionflidd and Erlangs withjidd and Erlangs wittjloading Server [are drawn
. Random Order
shape parameter k [[shape parameter k [sides at a and can be
- - - - loading infinite
Interarrival times arginterarrival times ar unit
idd and governed byfidd and governed b GD: General
some general some general Queue Discipling
distributions distributions
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As an example: M/M/R/GD/K/K describes the Machine Repaadel with the inter-
arrival times and service times both having an exponedigadibution, withR repair
bays,K-trucks serviced by some general queue discipline and with'thestating that
the trucks come from a population with size

Definitions:

independent, identical distributed (iid)

Preceding inter-arrival rate or service time provideghdaation as to subsequent inter-
arrival rates or service times. The remaining timeitgatb the following inter-arrival
rate and / or service time is not dependent on the cutireator past values but is
governed by some general distribution.

Deterministic

Inter-arrival times and service rates have zero vegian

3.2 Elbrond Queue Model

Elbrond (1990) devised a system of queuing equations that comborddone by
three other persons on queue systems, based on threm sgstditions:

* Average service time that has random length and is ¢égulaé standard deviation
of the service time, with a return time (average)} thkaandom and equal to its
standard deviation. This was based on work done by Pastd@eaholtz (1967).

* Service time that is constant (deterministic) with theurn time being random.
This was based on work done by Ashcroft (1957).

* Service and Return time are both constant (trivial case)

The simplest load-and-haul system has two serversshtbeel and the tipping bin or

crusher (or dump site) and this will now be discussed.
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The following notation is used to describe the system:

TS: Service Time

PA:

STS: Standard deviation of service time p:

RT: Returntime

WA:

SRT: Standard deviation of return time  \WRB:

N: Number of clients
k =TS/RT
PP Utilization factor of Palm (1947)

STE: Standard deviation of travel empty  STF:

time

The interpolation procedure:

WS:
TF:
TE:

Utilization Factor of Ashcroft (1957)
Palm’s (1947) waiting time
Ashcroft’s (1957) waiting time
Waiting time in constant case
Adjusted waiting time

Travel Time Full

Travel Time Empty

Standard deviation of travel time full

The queue system can be graphically illustrated as shokigune 3.1.

Server 1

TS, STS

WS |<

RTi, SRT

TF, STF N Clients
RT2, SR®T Server 2

AA 4

we | TS,

TE, STE

STS

WS = f(N,, TS, STS,RT, SRT)

v

RT, =TF+WS, +TS, +TE SRT=(STF? +WS’ + STS® + STE)?
1
RT, =TF+WS +TS +TE | SRT =(STF* +WS® +STS’ + STF’)?

WS = f(N,,TS,,STS,RT,, SRT)

v s

Figure 3.1 Elbrond (1990) Queue Equation System

Figure 3.1 is for a system with one server (shovel)itmpttucks which dump at a

single destination server (plant or dump).
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Elbrond (1990, p 744) describes the calculation processlasso

“...the waiting time WS ) at the first server is calculated using thevisertime TS )

and the return time RT, ), which is known and which is the sum of theefrime (TF)

to the second server, its service tinie&S() and the travel time (TE) back to the first
server. The standard deviatior5T$S ) of the service time is known and the standard
deviation (SRT ) of the return time is estimated as the siedistsum of the

component’s standard deviations.... The calculatierthen reversed to the second

server, whereby the waiting tim&/§ ) at the server is calculated using the senme t
(TS, ) and the return timeRT, ), which is now known, namely the sum of thestrtawme
to the first server (TE), just calculated waitine at the first serverWS ), its service
time (TS ), and the travel time back (TF). The standardal®n of the service time
(STS ) is known and the standard deviation of theaurmettime SRT ) is

estimated...hereby the standard deviation of thenas¢id waiting time is assumed to be
equal to the waiting time itself. The procedurentineverses to calculate a new waiting

time using the second server in the return time”.

For this procedure, Waiting Time (WS) £(WP, TS STSWA SRTWB,RT) with the

formulae as follows:

STS

. cons A-STS, SRT 1-STS, . 2*SRT

WS=WP Te + 2* WA* ( < % BT +WB* ( < % @ RT ) (3.1)

P =1-[1+ Y [N =i 4D *1g] (3.2)

pA:l—[1+{N*k*(1+n§::|j (N =) *i(e '_1)}-1]-l (3.3)
TS

WP=N*—-(TS+R 3.4
- (TS+RT) (3.4)

WA= N*1>_(TS+RT) (3.5)
PA

WB= N*TS— (TS+RT) (3.6)
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Elbrond’s method, 1960-1970, was based on empirical obsmmgatalculating the
relationship ofWPWAWB in terms of two ratioSSTSTSand SRT/RT ratios. In his

observations both these ratios were about 0.3atidig that the various systems had a
varying degree of randomness, with zero randommggssenting a deterministic case.

The concept where the number of trucks (N) in ty&esn multiplied by the service
time (TS) is reduced by the sum of the service tand the return time (excluding
waiting time at the server, which needs to be daled) will also feature later when the
calculation method used by FPC is examined. ltcaffely calculates the difference in
time a truck spends at the loading unit and the tinspends away or alternatively, the
shovel matching. Should the time spent away frogrstiovel be high, the shovel will be
under-utilized and is said to be under-truckedhén follows that with the net sum
being high (short haul distance) the adjustment k&l high for the various types of

randomness, which has a specific inter-relationshlpulated by Elbrond (1974).

Apart from pP and pA being functions of thelf'S/ RT ratio k) and the number of
trucks (N), examining the nature @P in Figure 3.2 andoAin Figure 3.3 provides

insight to the degree of randomness and underlyowger functions that can be present

in a system.

In Figure 3.2 and Figure 3.3 it can be seen thatW® and WA are driven by power

functions with bothpP and pA that increase with an increase in truck numbegsqnt

in a circuit and decrease as the return time deess@.e. whedS/ RT reaches one).

Alternatively, for a fixed number of trucks, as thme trucks spend away from the

shovel increases (less queuing e.g. longer hatdrdiss) theoP and pA values will

both decrease thus decreasing\Wie and WA values. As the waiting time at the server
WSis the sum ofWP, WA and WB, all decreasing; it follows that the waiting aeth

shovel will decrease as in the case of trucks lggamincrease in haul distance.

-20 -



pP Values
k-Value

1.0
0.9
0.8
0.7
0.6
pP 0.5 -
0.4
0.3
0.2

0.1

0.0 -+~
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

Number of Trucks

pA Values
k-Value

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Number of Trucks

Figure 3.3 Elbrond pA Values

Figure 3.4 shows that within Elbrond’s model, irrespectifz¢he shovel matching; an
increase in truck numbers will cause the system to bedess random4A> oP). It

also shows that in all cases of shovel matching tiseaidurning point where the system
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becomes more random with an increase in the numberuokstr This might be
explained in cases where a higher number of trucks ailse the inter-arrival rate to
increase which causes queuing to increase and placeshakel suinder pressure.
A practical example of this is when the load rate shavel increase, the frequency of a
shovel to relocate to other points in the muck pile widrease, this combined with
other activities like the movement of the electric cabéest poles will cause the service
rate to vary and thus add more randomness to the system.

Difference: pA Minus pP

k-Value

0.5

0.45

0.4

0.35

0.3

0.25

PA Minus pP

0.2

0.15

0.1

0.05

Number of Trucks

Figure 3.4 pA minus OP variation with no. of trucks (Elbrond Model)

The main observations made from this model are asafsilo

* There is a degree of randomness within any queue systethiamsl explained by
variance in the cycle components.

* TheTS/RT ratio is important as it bears directly on the sit¢he queue that can
be expected.

*  Calculating the net cycle time involves calculating teting time which is an
iterative process involving both end-servers being theirlgadnit and dumping
destination.
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The average waiting time trucks will experience at aesemv a single side loading

scenario is shown in Figure 3.5.

TS
Service Time, TS
TS TS
Server
TS TS TS
TS
Truck nr. 4 3 2
N trucks 1
N
. n-1
AvgWaiting =TS* > (—I\I) (3.7)
n=2

Figure 3.5 Accumulation of trucks and initial waiting time

Figure 3.5 shows that the waiting time follows a povegies.

Reasons why trucks might be in this situation are asvistl

e Shift start up, with trucks leaving a communal parking arearevipge-shift
inspections and safety talks are usually conducted.

* Relocation of a shovel, with trucks temporarily sent $ervice or relocated to
other shovels while the shovel move is conducted.

* In the field lunch breaks with the single most impottaperator, the shovel
operator, not in operation.

» After a shovel has received an in-field service orratbreakdown.

» Cable moves in the case of electric driven shovels dretemhe shovel is used to
move the heavy electric cable.

»  Shovel relocation due to blasting operations and moves&ieadistance.

*  Queue at repair bays.

From the above it can be seen that queuing in load-aridsystems is unavoidable and

is actually a very natural part for this type of system
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There are various ways to alleviate the compounded impactsuch disruptions have
on truck productivity as listed below:

« Making use of relief operators for the shovel operatusch breaks, stop for
toilette) or multi-skilling shift supervisors to assistsuch instances.

* Leaving some of the empty trucks at the shovel at theoémdshift to split the
trucks in distance and time by a take over shift. Thektard shovel operators
coming on duty are normally transported to the shovel aviight utility vehicle to
speed up the process of pre-shift checks preformed onjtifEneent.

* Leaving full trucks waiting to tip at plant or crusher destions just prior to shift
end. This has the same effect as the previously mewtipaint in that pressure is
removed from the shovel with the next shift’s start up.

* Using technical personnel such as diesel mechanics whetdirectly part of the
mining production personnel to examine the equipment during staft up
(especially at the shovel/ loader), thus removing thag tonsuming action from
the operators.

«  Where the number of technical personnel is low thelirgiilof operators to
effectively monitor the equipment during their shift cgmevent sudden
unexplained failures with the following shift’s start.

 Installing auto machine diagnostic systems on the equipteespeed up the
machine inspection process enabling the shovel-end of ttesrsys start up faster.
Caterpillar has such systems available e.g. VIMS®

*  Proficient planning of services and balanced machine alotatade possible by
adequately trained and equipped production personnel. Produstimduling
software such as Modular System’s Dispatch® program winhitors truck and
shovel production can be used to assist schedule personmelinitor and control
truck allocations. This scheduling software is howeveraative system based on a
set plan and real time fleet availability. Such softwaenages a fleet in real time
but cannot make forecasts needed for planning and doesawidepa production
plan.

 Having secondary production equipment or “construction” egeijgnthat are

highly mobile like diesel driven front end loaders thiatsely match the primary
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fleet sizes to assist the primary equipment with s$tdirt up or in the event of

breakdowns.

Elbrond (1990) also presented other systems to calcuaythe time for systems with
two circuits that can be expanded to accommodate mainp units to a specific
destination and also a machine repair circuit to caleula waiting time at machine

repair bays.

Maintenance extracts trucks from the system and iwiétffect reduce the number of
trucks in a specific circuit and thus reduce the waiting tand reduce the circuit time
or net truck cycle time. The combined circuit productivityl\ndwever suffer the loss
of such a truck for the portion of time it is sent foaintenance. In most commercial
software provision for such maintenance related produckiss is made by the
reduction of production hours. The reduction of availablepcton hours will cause
any such calculation to increase the required tonnesiquar requirement which will
result in either a truck payload increase and / or aeaser in the truck population size.

3.3 FPC® (Caterpillar Software)

Fleet Production and Costing (FPC) is a PC software designed to estimate the
productivity, cost, and time required for a wide varietyaifthmoving or other material
handling fleets, to move material from one locatio@bother over one or more courses.
FPC is widely used as the first method for establishing tanpial customer’s fleet

requirements.

FPC is further used as an input to Equipment Investment AsdiBA), a Caterpillar
software for calculating the financial implication afselected fleet in FPC. The main
drivers of EIA are haulage variables. These variablegrawel full, travel empty, load

time, dump time, spot or exchange time and waiting time wdmelcalculated by FPC.
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3.3.1 Process for FPC

Figure 3.6 shows the process followed for a typical FRflation.

FPC
Fleet Production &
Costing

CAT Performance ‘\_\_ - _FEeI_CEn;JnTpti_oE \\\
~
Handbook ~_  T-Km/hr, Haulage ‘\sEIA (Equipment
v

> Cycle Components, Investment

M&R (Malntenance -7 Consumable -7 Analyses)
& Repair)- - Consumption .~

hourly Cost J ~ T 7

Maximum Loading Unit and
Haulage Specification
Distance |:| |:|
Speed

Truck Utilization
Rolling Resistance %

i 0, . .
Grade Resistance % Cycle Time, Production, Consumables, Cost
Figure 3.6 FPC and EIA Simulation Process

In Figure 3.6 a simulation starts by specifying the machinaracteristics from
manufacturer performance handbooks or built in featusdhin the program.
Additional information such as the production hour distidoyt haul road
characteristics, material specifications and costinqypaments are programmed to

guantify and qualify the system.

The machine maintenance and repair cost values can hiespacthe program but is
usually calculated by specialist programs externally. dine is to calculate cashflow
and for this the values obtained from FPC are programmi® the E.I.A. program
considering various financial parameters like discourgsrainsurance rates and tax

rates.
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FPC has two important selections that can be made:

1. Degree of Bunching
2. Haul Road Discipline

The degree of bunching refers to the percentage of productsrdue to bunching or
gueuing and the haul road discipline refers to the aloifityucks to pass each other on a

particular haul course.
The FPC program uses empirical estimations to calcwatieng time or bunching
based on numerous field observations and case studiesvditing time is based on a

selection as indicated in Table 3.2, FPC Users Manual (20032).

Table 3.2 FPC Bunching Factor Selection

Bunching Choice Production Loss % Production Efficiency
None 0% 100%
Minimum 10% 90%
Average 15% 85%
Maximum 20% 80%

Production is thus de-rated based on field observatiorexperience, which is not

clearly qualified and quantified and thus left to the usepeecify.

Fleet Matching is calculated as follows:

Fleet Match = Load with Exchange (3.8)
Potential Cycle Time

= (Passes Required-1) x Shovel Cycle +First Bucket Dunguter Exchange (3.9)
Haul +Dump &Manoeuvre +Return
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The relationship between Fleet Match and Bunching is showigure 3.7 (FPC Users
Manual, 2003, p. 102).

Fleet Match vs. Bunching Factor
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Figure 3.7 FPC Matching vs. Bunching Correction Factor ()

From Figure 3.7 it follows that for a truck:

Left of the 1.00 Fleet Match value

Shovel matching decreases which might be due to less trncke isystem or

trucks travelling longer distances. A lower bunching cdioacfactor implies a

decrease in the total cycle time due to a reduction itingdime bringing it closer

to the potential cycle time. Production increases tefnfthis value.

Right of the 1.00 Fleet Match value

The time trucks spend at the shovel increases which sesethe bunching

correction factor. The result is a production increasetduée higher number of

trucks in the system and can be explained by the trucksndotte shovel

productivity to increase. The individual truck productivity does/éver decrease.

This phenomenon was also observed in Figure 2.2.
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The following extract describes how FPC evaluates bagcand shows the impact of
waiting, as stated in the FPC Users Manual (2003, p. 102-103):

“The loss in production due to bunching cannot be calculated in the precise manner
that “mismatch” can...extensive job studies have established a range of “bgichi
production losses tied to the “Fleet Match” or the ratio of the nundfdfaulers in the

fleet compared to the ideal number to just keep the Loader busy alltohthe if there

are too many Haulers in the fleet and the Haulers have to wait to be |@aysdy,
“bunching” does not contribute much more to their “wait time to be loadedFor.

fleets with the ideal number of Haulers for the Loaders, measoseds varied from 10

to 23 percent or a production efficiency of 77 to 90 percent.”

The statements are valid in that the accuracy of the amogmresults is reduced due to
the fact that mathematical formulas are used to reptesstochastic system. In reality
no program can incorporate all the variables present sgstem nor anticipate the
dynamic changes that might occur.

The underlying assumptions that define this model are-amteral times and service
times that follow an exponential distribution (artivate being a Poisson distribution),
an optimal number of servers at the final destinatioertsure minimal queuing and
trucks that adhere to a FCFS queue discipline which are dramwa finite population.
This is in effect a type of a machine repair model.

In FPC the potential production is calculated as indicatddhble 3.3 with a Caterpillar
793C Off-Highway truck and single Caterpillar 944D wheel &vaoin a simple course
where mining takes place at a 10 metre depth (Rolling fRess% = 4, Grade% =8).
The main calculation is essentially quite simple liwdtedit given to its designers) as

expressed in equation (3.10).

Total Cycle Time = Potential Cycle Time (minute(s))ledt Match (3.10)

Bunching Correction Factor
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Table 3.3 FPC Production Calculation example
FPC Production Calculation

Matching Calculation (793 C, 994D; Pit Depth 10 m.) Calculation
At Shovel 1Truck 2 Trucks 3 Trucks 4 Trucks 5 Trucks
1) System Passes 4.13 4.13 4.13 4.13 4.13
) Shovel Cycle (min.) 0.65 0.65 0.65 0.65 0.65
?3) Hauler Exchange Time (min.) 0.7 0.7 0.7 0.7 0.7
4) 3.38 3.38 3.38 3.38 3.38 (1)*(2)+(3)
Away from Shovel (minutes)
(5)  Haul 2.15 2.15 2.15 2.15 2.15
(6) Dump & Maneuver 1.2 1.2 1.2 1.2 1.2
@) Return 1.17 1.17 1.17 1.17 1.17
8) 4.52 4.52 4.52 4.52 4.52 (5)+(6)+(7)
9) Potential Cycle Time 7.90 7.90 7.90 7.90 7.90 (4)+(8)
(10)  Truck Match 0.43 0.43 0.43 0.43 0.43 (4)/(9)
(11)  Fleet Size 1.00 2.00 3.00 4.00 5.00
(12)  Fleet Match 0.43 0.86 1.28 171 2.14 (10)*(11)
(23) Bunching Correction Factor 100.0% 76.1% 94.5% 99.7% 99.7%  Figure 3.7 based on (12)
(14) Potential Cycle Time (min.) 7.92 7.92 7.92 7.92 7.92
(15)  Waiting Time (min.) 0.00 0.99 2.84 5.68 9.08 (16)-(14)
(16)  Total Cycle Time (min.) 7.92 8.91 10.76 13.60 17.00 (12)*(14)/(13)

Cycles per Hour Calculation

(17)  Cycles/ hr 7.58 6.73 5.57 4.41 3.53 60/(16)

(18)  Fleet Availability 81.00% 81.00% 88.67% 89.82% 89.98%

(19)  Operator Efficiency 81.00% 81.00% 81.00% 81.00% 81.00%

(20)  Utilization 100% 100% 100% 100% 100%

(21)  Cycles/ hr Deration 5.0 4.4 4.0 3.2 2.6 (17)*(18)*(19)*(20)

Tons per Hour Calculation

(22)  Truck Payload (tonnes) 222.9 2229 222.9 222.9 2229
(23)  Tons per Hour Calculated 1107.9 1969.0 2677.0 2862.0 2867.0 (11)*(21)*(22)
(24) T.PH.FPC 1108.0 1969.0 2677.0 2862.0 2867.0
(25)  Comparison 100% 100% 100% 100% 100%
(26)  Scheduled Hours 7250 7250 7250 7250 7250
Production Calculation (tonnes)
(27)  Tons/ Yr 8032379 14275250 19408250 20749500 20 785 750 (23)*(26)
(28)  FPC Calculated 8032379 14275250 19408250 20749500 20 785 750
(29)  Comparison 100% 100% 100% 100% 100%

The potential cycle time excludes queue time which is wvknand needs to be
calculated and the fleet match value relates toreRT ratio discussed in Section 3.2.
The bunching correction factor incorporates fleet sileet( match) and the potential to
total cycle time ratio. It therefore includes all themponents necessary to calculate
waiting time and thus cycle time. This compared to Eldi® method is a faster and
more stable method of calculation. Stability refershi use of computer spreadsheets
to conduct iterative calculations with the templatgsefating programs like Microsoft
Excel) having a tendency to fail occasionally due to lamgmbers of variables that are
interlinked. The main driver of the potential cycle tinsethe travel times (full and
empty). FPC is programmed to calculate most Caterptllavel times and can
programmed to incorporate user defined machines. The matikenbehind these
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calculations incorporates concepts like gradeability whngblves using rimpull curves

and retarding graphs.

Rimpull curves make use of the gross machine weight (magbeight plus payload),
rolling resistance % (RR%) and grade % (GR%) of a segr@ncalculate the
acceleration, speed and travel time per road segmeis.idlthen derated based on
operator proficiency over distance (gear shift frequearay loss of acceleration of the
machine). Retarding graphs are the reverse of rimpull s.ane focus on the machine’s
ability to gear down and brake over distance. The nesnraptions made (by the user)
in these calculations are the selection of RR% and @R#h is obtained through field

observations and cycle time studies.

Fleet matching involves the calculation of loading unitleyene, this is the number of
passes multiplied by the time per pass and if applicaMalliinclude the travel time
that the loader takes to reach the truck (load and cgreyations). This involves the

concept of truck and shovel matching.

A loader or shovel with a small bucket capacity to trbeiwl capacity ratio will require
a large number of passes to fill the truck and will tegullow truck matching and
therefore a high'S/ RT ratio which will cause an increase in waiting time.

The main observations made from this model are asafsilo

*  Calculating cycle time involves calculating waiting &ém

The number of trucks, servers and the queue disciplingé ¢batse) in the system
is very important in calculating cycle time.

« The TS/RT ratio which refers to shovel matching as discussed itidde8.2 is
also included in this model and in effect stresses the riampze of having the
correct truck and shovel match.

* The importance of accurately calculating travel tisw@ighlighted. It incorporates
machine specific characteristics like gradeability andrdatbility (which is haul
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segment specific, a function of the RR% and GR% Fkat tsegment and the
operator’s proficiency in correctly gearing the machine).
e The 3 most important factors of production: payload, cyctee tand operator

proficiency as seen earlier on in Figure 2.1 is reaffitme

3.4 Talpac® (Runge Software)

Talpac is similar to FPC in that it uses the same madipee haul road and production
calendar specifications for a simulation. The maifedénce between these packages is

in the calculation of waiting time.

Talpac uses a Monte Carlo type simulation based dnbdiSsons that are fitted to the
loader bucket payload, loader cycle time, truck payload, tttaskel time and truck
maintenance availability (payload, cycle time and operptoficiency). Unlike FPC
that has at its core a machine repair model type queuel,m@digac is not restricted in
that it is driven by the user defined distributions. Talpan in accordance with the
Kendall (1951) notation be described as a GI/G/R/GD/K/K queadel, with inter-
arrival rate and service times both having some genestilditions, withR parallel
servers at the destination (optimal number to ensuremaimqueue)K-trucks served by
some general queue discipline and with th&K2 stating that the trucks come from a
population with siz&.

3.4.1 Description of a Monte Carlo Simulation

Monte Carlo simulation refers to a method wheredis&ibution of possible outcomes
is generated by letting a computer recalculate a worksbpetitively, each time using
different randomly selected sets of values for the gitibadistributions in the cell
values and formulas. The computer program is effectivgingg all valid combinations
of the values of input variables to simulate all possilecomes. This is equivalent to
running hundreds or thousands of "what-if" analyses on a wegksiMonte Carlo
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sampling refers to the traditional technique for using randmmpseudo-random
numbers to sample from a probability distribution.

The term Monte Carlo was introduced during World Wardlaacode name for the
simulation of problems associated with the developmenhefatomic bomb. Today,
Monte Carlo techniques are applied to a wide variety ofptexnproblems involving

random behaviour. A wide variety of algorithms are awdelgfor generating random
samples from different types of probability distribuson

Monte Carlo sampling techniques are entirely random -ishany given sample may
fall anywhere within the range of the input distributi®@amples are more likely to be
drawn in areas of the distribution which have highebabilities of occurrence. For a
particular cumulative distribution, each Monte Casdomple uses a new random number
between 0 and 1. With enough iteration Monte Carlo samplecreates” the input
distributions through sampling.

TALPAC uses stochastic variables to simulate hausygeems. A stochastic variable is

not represented as a fixed number, but rather as a vamympger.

3.4.2 Stochastic Variable Parameters

Stochastic variables are described by probability distobsti which are defined by

parameters that include distribution type, spread valud¢randation value.

3.4.2.1Distribution Type

The distribution type may be one of the standard idigions such as normal, right
skewed, left skewed or uniform or it may be customized er dsfined distributions.
The mean of the distribution is defined as the value @friable for which there is a
50% probability of occurrence. If a deterministic (or éixealue) analysis was being
done, then the variable would have this value.
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3.4.2.2Spread Value

The spread value is defined as the value of the variableHarh there is an 84.1%
probability of occurrence such as one standard deviatioveaihe mean. The spread of
a distribution defines how narrow or wide the distribati®. The spread is expressed as
the percentage above the mean value of the variabher rian the actual value of the
variable. The larger the percentage, the greater thadmaue and the greater the

variation in the variable.

3.4.2.3Truncation Values

These are the minimum and maximum values obtainableebsttithastic variable. The
truncation values are used to restrict the range ofdik&ibution. The values are
expressed as a percentage probability of the distributitndefaults of 1% and 99%,
respectively. The only exception to this is the truck awality, which has maximum

truncation value defined as an absolute value ratheralthstribution percentage since
it is unrealistic to have an availability of more than 100%

3.4.3 Stochastic Variables in Talpac

The following variables are treated as stochastic bkesan Talpac:

«  Truck Travel Time

«  Truck Dumping Time
«  Truck Availability

+ Loader Cycle Time

«  Loader Bucket Load

All other cycle variables are fixed. Any of the aboveialsles may be fixed by using a

uniform distribution.
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The main observations made from this model are asafsilo

*  The three main variables depicted in Figure 2.1 namely péyehkich defines the
number of passes and thus loading unit cycle time), dyele or cycle time
components (truck travel time, truck dumping time and loagelectime) and
operator proficiency (build into all Talpac’'s stochastariables) are treated as
stochastic variables.

 Monte Carlo simulations can be used to replace iterafiicue models to simulate
cycle time.

« There are various distribution types that can be usedesuribe a variable’s
variability. This variability impacts on the three marariables which in turn
impacts on the calculation of production and inevitably tb@ calculation of
operational cost.

* This program can be programmed to follow a user defined llisvkn based on

site specific experience or values obtained on site.

3.5 Arena® (Rockwell Software)

Arena (2006), like Talpac, is a program that follows a Mo@Garlo type simulation
process. The main differences between Arena and Talpatistussed in the following

sub-section.

3.5.1 Differences between Arena and Talpac

The following differences do not influence in any way gle@eral accuracy of Talpac as
a program and only serves to compare the programs scuadéostand their respective

nature.
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3.5.1.1Graphic Presentation of Simulation

Arena provides a graphical presentation of trucks and loaakerentities during a
simulation run which enables the operator to monitwr @ontrol the logical operations
programmed. Apart from the visual validation processadted benefit to visually
seeing a simulation progress is that other system spetifiracteristics or phenomena
can be discovered which can be used in scenario analysi

3.5.1.2Truck Maintenance and Repair

Although Talpac treats a specific type of truck’s availgbds a stochastic variable, in
reality trucks within a fleet each have a specific hfstory which will influence their
repair and maintenance intervals and thus individual dikti@s. Arena is able to
record and track each individual truck’s performance durisgnalation and therefore
its availability and impact on production.

In practice the life cycle analysis of a truck is ayvwenportant and also a very difficult
variable to model and involves sophisticated software aghlyhirained individuals.
Companies placing orders for new machines that are capialksive will insist that a
Life Cycle Costing (LCC) be preformed. The technologyg mot been developed to
interlink machine production software with machine lifeleyanalytic tools to optimize
such LCC calculations.

3.5.1.3Dumping Site Specifics

FPC and Talpac are designed to simulate load-and-haldscgnd are not able to
simulate the dynamic interaction of trucks-and-loadeith wlant destinations. For
example, the number of parallel servers (tipping binsx @articular plant might be
restrictive and cause trucks to queue and thus influence piadutalpac and FPC are
both designed to calculate production for a destinatiadh the optimum number of
tipping bins. Should a user simulate a mine site withtless the optimum number of
bins at a particular level of production then the resught be an over estimation of
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production. It can be argued that fitting a distributiorthwa high variance in the
dumping time might simulate a destination similar geatination with a low number of
tipping points (bins) and thus “capture” the inefficiency. Thidl raise a question

regarding the characteristics of such a distribution.

In reality any particular loading unit might form part more than one destination
circuit (e.g. with material blending operations) and bynfifttsuch distributions the real
effect might be hard to isolate and verify. Arena isedl simulate the entire plant
process to link with the mine operation and can thus peowidre realistic production
estimation compared to both FPC and Talpac. Plant vasidb& will influence the

mine and thus the load-and-haul operations are for instgiaet scheduled

maintenances and unplanned breakdowns. The number oplajgets which warrants
such an intensive study of mine and plant dynamicsweter small in comparison to

the number of smaller projects and makes the ovesélreilatively low.

3.5.1.4User Friendliness and Setup Speed

Arena is a modular package meaning it has various typesilding blocks that can
represent for example a truck or shovel which makesadtee for a user to model a
system. This enables the user to provide accurate ressdter fwith graphical
presentations to assist in presenting the results pyogct team or customer. A
disadvantage of Arena is however, the higher levetahing and skill required from
the simulator. Talpac has been programmed with modaaiatrucks and loading units
on the market making it more user friendly compared &nay with quick comparisons

saving simulation time.

3.5.1.5Statistical Functionality

Arena has the functionality to analyze observatifvam field cycle time studies. The
simulation uses the field data to construct probabilistritbutions that are fitted to
stochastic variables. Although Talpac has the ability dcommodate user specified
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distributions to be fitted to its stochastic variablekcks the ability to analyse field
observations which complicates the distribution fittipgpcess. Talpac is able to
accommodate a maximum of 5 stochastic variables comhpar@rena which is able to
accommodate all cycle components as stochastic vesiabl

In reality, and specifically in “green field” projectéiere are no site specific values that
can be used to simulate a future operation. It can be catgpaé using any cycle time
calculation method will thus yield an acceptable reatlich can be re-simulated at a
future date to provide higher accuracy.

3.6 Adapted Machine Repair Model

The simulated model is an adaptation of the Machine R&fiadel and involves a truck
that is sent for loading at a shovel or dumping (whichegair at a workshop in the
original model) at every cycle with the number of #levoading sides or tipping bins
(repair bays) equal t® The inter-arrival time at the shovel (travel falhd empty,
waiting time and dumping time) and the service time (logdime) are both assumed to

have exponential distributions.

When arrivals to a system (trucks) are drawn from alspegiulation the arrival rate
may depend on the state of the system. The statsyst@m can be described as stable
or unstable. Winston (2004) explains this concept by stamirtgetine o as the traffic
intensity for an M/M/1/GD¢o/co queue or model (recall such system will have

exponential inter-arrival and service times).

Where, p :% (3.11)

A = arrival rate, e.g. 5 trucks per hour arriving at aseho

service rate or successful services per time ugitaeloading unit can service

=
I

10 trucks per hour.
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Then for this examplqozl—sO = 05<1 which means that the loader can handle the

number of trucks dispatched to it. This will be explained arardetail in this section.
Winston (2004) also showed that an M/M/1/G&jo queue process can be modelled
as a birth-death process with the following parameters:

A =4 (=0,1,2,..))
M, =0 (3.12)
U =u (=1,2,3,...)

These equations are also called the flow balance equatfoasbirth-death process,
with:
expected no. of departures from stgper unit time

= expected no. of entrances to sfader unit time

Winston then continued to define the steady state prateediihatj customers will be

present as:
2 i
T :ﬂ,ﬂz:)lﬂlzo, ...,ﬂjzAﬂle (3.13)

T, is described as the probability that at an instant indtsant futurej customers

(trucks) will be present or may be thought of (for timeetiin the distant future) as the
fraction of time that the customers are present at the shovel or dump.

Winston then defines:

T+ p+ o +0)=1 (3.14)

This infinite sum will diverge to infinity shoulgb >1, and shouldo =1 no steady state

will exist.

For the Machine Repair Model with a finite truck populatiorwds stated that the

arrival rate will depend on the state of the system. &ample, should all the trucks
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within a particular circuit be present at the loading antl experiencing an unexpected
breakdown; then the arrival rate will be zero. Whileuay other instant when there is
less than the maximum number of trucks at the loadingtiueit the arrival rate will be

positive.

It was stated in Section 3.1, that the Machine Repair Mode be described as
M/M/R/GD/K/K, with inter-arrival and service times tho having an exponential
distribution, withR repair baysK-trucks serviced by some general queue discipline and
with the 29K stating that the trucks come from a population with Kize

The length of time that a truck remains in good conditiolfows an exponential
distribution with ratel , and the time it takes to repair a truck can thusrasduo be

exponential with rateu .

The Machine Repair Model can be used to simulate showek-toad-and-haul cycles
as indicated by the analogy in Table 3.4. It is the opiniotlhe author that this model
has never been formally stated to be a valid and aecwaculation method for
load-and-haul systems.

Table 3.4 Analogy between Machine Repair Model and Adaptelllodel for load-and-haul shovel-
truck systems

Machine Repair Model Repair Model Adapted for Load

Notation and Haul System
Description
Expected number of trucks at the
L Expected number of broken trucks |lloading unit or destination server

(plant or dump)
Expected number of trucks waiting ||[Expected number of trucks waiting

Lq for service at the Workshop Repair ||for service at the Loading unit or
Bays dumping destination
W Average time a machine spends Average time a truck spends at the
broken (down time) loading unit or dump destination.
W Average time a truck spends waiting [|Average time a truck queue at the
) for service loading unit or the plant/ dump.
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The following section discusses how the model can bptaddo simulate shovel-truck
load-and-haul systems

If we define p = 4 , the steady state probability distribution will be:
Y7,

m = (K, )o'm (i=01,..R (3.15)
With,
K!
K )= (3.16)
) K =)
and with (3.16) substituted in (3.15) which is enqhed to include thi ™ state,
(K, )o' it |
T, :W ( =R+1,R+2,...,K) (3.17)
j=k
L=>jm (3.18)
j=0
j=K
L=Y AK-j)m =A(K-L) (3.19)

j-0

To obtain W andA, we will use Little’s Queuing Formula (Winston, 20(. 1226):

L =AW (3.20)
L, = AW, (3.21)

The average number of truck arrivals per unit tisngiven byﬁ, where

-~

_ = =K
A=37A =3 MK -j)m = A(K-L) (3.22)
j=0

4 J
j= j=

o

If (3.21) is applied to trucks being repaired ($sxd by loading unit or dumping) and
those trucks awaiting repairs (to be serviced)pbtain:
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=_ 3.23
y (3.23)
And applying (3.22) to trucks waiting to be repaired (to be sedyjave obtain:
— Lq
W, = 5 (3.24)

Later it will be shown that this model yields the samsults when simulated in Excel

compared to when simulated in Arena for a system witbx@onential inter-arrival and

service time.

Main observations made from this model are as follows:

The Adapted Machine Repair Model can be programmed intol Egoeadsheets.
This gives it the ability to be linked with risk calcutati packages such as
@Risk® program to provide a spread of results and to deterraystem

sensitivities that can be used to plan risk aversiveegfies.

The benefit of using this model to simulate load-and-kbgales is that it is stable
in programs like Excel®.

It can be expanded to include truck repair cycles.
A further benefit is that the exact number of tipping {Rscan be simulated to
match real life mine sites and thus be used to motivatiiadd tipping bins or

evaluate the impact of not having the sufficient numibéires.

In general, engineers use spreadsheets to model asppotgeots and this model
can easily interlink with these spreadsheets to delivesults faster.
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4 DISTRIBUTIONS

In the previous sections the importance of fitting ribstions on cycle variables was
discussed. In this section the various types of distobstrelevant to shovel-truck
simulations and their characteristics will be discussHiere are various types of
distributions that can represent the variability of guarticular cycle variable. The
distributions that this studywill cover are as follows:

* Normal Exponential
* Log Normal  Erlang
* Poisson

*In Chapter 7 the triangular distributions are used to cdradgensitivity analysis on cycle time variables
of the Elbrond and FPC models for the virtual mine usiijs&® program in Microsoft Excel.

In reality cycle time variables can assume any typerobability distribution. These
distributions can also represent the return times@wice. The reason why only these
distributions are examined is due to their higher rat@amurrence based on field
observations. There are a number of concepts commalh abthese distributions that
need to be explained and will serve as a basis for exagnihe implications associated
with these distributions.

4.1 Probability Density Function (PDF)
(Wikipedia, 2006a)

A probability density function (PDF) represents a prolgghbdistribution in terms of
integrals. Informally, a probability density function che seen as a "smoothed out"
version of a histogram. Should one empirically measahees of a continuous random
variable repeatedly and produce a histogram depicting vel&tquencies of output
ranges, then this histogram will resemble the randonmabla's probability density
(assuming that the variable is sampled often enough amdotitput ranges are
sufficiently narrow). Examples for the probability méedased in this document can be
viewed in Figure 4.1 and Figure 4.2
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4.2 Histogram
(Wikipedia, 2006b)

A histogram is a graphical display of tabulated frequendtas the graphical version of
a table which shows the proportion of cases thatirfadl each specified category. The

categories are usually specified as non-overlappingvaiteof some variable.

4.3 Cumulative Distribution Function (CDF)
(Wikipedia, 2006c)

The cumulative distribution function (CDF) completetlescribes the probability
distribution of a real-value random variable such asctiude time variable. Examples
for the probability models used in this document can lesved in Figure 4.1 and
Figure 4.2

4.4 Major Distributions Characteristics

The symbols used in Table 4.1 refer to the mean and var@rany cycle time variable
and does not necessarily bear reference to symbolsruSedtion 3.6. In Table 4.1 the

various probability model parameters are shown.

Table 4.1 Major Characteristics of Distributions used i this research

Pr(’z/lboa(:);lllty Probability Distribution Function Cumulalt__lztra‘clit)ilsrt]nbutlon Mean Variance
1 _(x-w)? 1 o X - U
Normal Jmexp[ 557 ] > @+ Erf U\/E) U o2
In(x - 1.1 of IN(x) —
Log Normal exp( ( 5 /J)]Z 12)l(xo /277') E + — Erf |: o2 /1_0'2/2 (e02 _D(e2ﬂ+02)
Ak

Poi e’ A rk +1,1)

oisson o - A A
Exponential Ae A 1- e—/lx 1t 272

Erlan A'x"e 1_7y(k,/1x)

g (k - 1)! (k - 1)! k/A k/A2

In Section 4.1 it was mentioned that the probability dgrignction is a “smoothed” out
version of a variable’s histogram. In analyzing a vaeablunderlying probability
distribution Figure 4.1 and Figure 4.2 serve as a visualemfe to which a histogram

of a variable is compared.

-46 -



Figure 4.1 and Figure 4.2 also show that the Lognormal alathd=distribution have,
depending on the sample mean and variance, featurésregbamble the normal
distribution and that the Erlang distribution can attwsely resemble the Exponential
distribution. Any particular variable can be fitted watlspecific probability distribution,
with the accuracy of this fit measured by the “goodnes#’of¥ithin a truck circuit the
individual variables can each have their own unique tyghstfibution. In general, the
decision regarding which model to use to calculate theeayale will depend on the
nature of the inter-arrival time of trucks at a serl@ading unit and dumping site) and
that of the service times at the servers.

4.5 Chi?-square Goodness of Fit

The Chi-square goodness of fit test will be used to testhein an observed probable
type of distribution is in fact a true reflection ospecific distribution model. Pearson's

chi-square (Chi?) goodness of fit test stati$tis given by:

TZ(OEE) (4.1)

i=1

Where,

O, is the observed counts per clags,is the expected count per class @ the
number of classes for which counts or frequencies ang lamalyzed. The test statistic
is approximately distributed as a Chi? random variable withdegrees of freedom.
Any stochastic variable can thus be classed and compaiegrmbability distribution
function and tested with the Chi? test statistic to mieitee if there is a correlation
between the observed and expected class values.

The Chi? approximation is adequate provided that all ofadhewing hold true:

* Total of observed counts ()10
*  Number of classek)= 3
*  All expected valueg 0.25

The following example is from the Orapa Diamond Mine @&ers) in Botswana.

The following observations of the service time of ae@aillar 789 Off-Highway Truck
(OHT) was made using the onboard Vital Information &ys(VIMS®, Caterpillar)

- 47 -



loading at an O&K RH200 face shovel in Kimberlite. Accaglito the OEM-
Caterpillar (2006, p. 9-7), a 789C OHT being loaded with hard rotk aviull bowl
liner (metal protective strips) will have a payload of appnately 180 tonnes. The
material being loaded has a loose density of about 3.2¢dmm@& The O&K RH200 has
a 14 m? bucket fitted and will have a bucket fill factboat 80% since it is hard rock.
On average, if a full truck strategy is followed, theh®uld be 5.1 passes per loading
cycle and according to manufacturers specification geds should take about 30
seconds (0.5 min) making the total loading time 2.15 minutes. &igu8 is a

summation oft t, ...,7000 observations made:

Observed Shovel Service Time Data

‘o o o AN
o o o u o
| | | |

Service Time (Minutes)
w w A~ A
o o1 o Ou

| | | |

n
(93]
|

n
o

1000 2000 3000 4000 5000 6000

Observation No.

o

Figure 4.3 Shovel service time observations

In order to answer the answer the question pertaining &b thib underlying distribution
is within this data 39 categories were constructed (i.e. k=8@pgories which is based
on population size. We then count the number of obsensaper category and compare
it with various probability density functions. We needdetermine the best fit in order
to know which statistics will give the highest level axdfcuracy. Using the Pearson’s
Chi? test statistic we might be able to answer the queskor the test we specify the
level of significanced) to be 0.05, which implies that there is a 5% chancd. (o 20

chance) of being wrong.
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The Chi2 distribution has one parametereferring to the degree of freedom which is

calculated as follows:

v=k-r-1 4.2)

Where,

k =number of classes, and

r =number of parameters needed to estimate the varmednhg tested (service
time).

Thea- value is graphically illustrated in the following Figurd 4s follows:

1.0

08l
0.6 |
0.4/

0.2 L

Figure 4.4 Chi2 PDF

Depending on the type of distribution evaluated the numbparametersrj will be:

Normal =W,o) =2
Lognormal =W,o0) =2
Exponential =4 =1
Erlang =k,A) =2

For this example witk = 39, we obtain from regular available percentiles loif @bles

the y’(P = 005). Levine, Ramsey and Smidt (2001, p. A-10).

Table 4.2 Chi2 values for the Orapa load time example

2
Probability Model V X, (P =005)
36 51
Lognormal 36 51
Exponential 37 5o
Erlang 36 51
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Figure 4.5 is a graphical representation of the observgddreies per category of data
and the expected probabilities based on the selectedbilityb@ensity function. The fit
of each model to the data can also be observed.

Observed Frequencies & Expected Probability

0.3

0.25

o
N
I

0.15 *;

Probability Density
o
=

0.05

0 L e e \’\ TS R G oot Qo ot Qo e e Gt et e e e Qo o ot o e e e et et ot oo
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39
Category No.

‘ =&—Observed Data —*— Normal LogNormal —=— Exponential Erlang ‘

Figure 4.5 Observed frequencies and expected probabiks per category

From Figure 4.5 it can be seen that with the exclusioth@fNormal PDF all other
probability functions match the data in certain categ@mekthat the Erlang PDF might
most probably best fit the data.

In order to determine what PDF “best” fits the data wileuse the goodness of fit to
test hypotheses about the shape or proportions of a poputiistribution. The null
hypothesis specifies the proportion of the population in eathgory. Should the
alternative hypothesis state that groups are not equal,tiieenull hypothesis would
state that the groups are equal in frequencies. More llgrma are interested in testing

(for the population of shovel service times) the follmywhypotheses:

Ho: tltz, .+l is a random sample from a random variable with denfsty

H a. tltz, ..l is not a random sample from a random variable dethsity f ()
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Given a value o# (the desired Typé error), we accepHo if x*(observedx x7Z.,_,

and accepH, if x*(observed) >x7_,

For the given example the results in Table 4.3 werarwuta

Table 4.3 Hypothesis test results for the given example

Decision:

2 2

i EP=005H i

Probability Model Hyo X ( )H . X* (observe Accept H, 2
Normal 51 327.17 No
Lognormal 51 0.04 Yes
Exponential 52 0.17 Yes
Erlang 51 0.01 Yes

From the table we accept tHdo hypothesis for all but the Normal Distribution and

conclude that we can accept the hypothesis that thecseiime could come from a

Lognormal, Exponential or Erlang distribution, with:

Mean Standard Deviation
Lognormal: 3.63 3.48
Exponential: 3.56 12.67
Erlang: 2.78 4.00

Although the means for the distributions that passedtiietest are quite close to each
other, the standard deviations are not. From Table 4&hibe seen that the difference
between the observed and expected frequencies is thst ltoweéhe Erlang distribution

and in fact this distribution might yield the “best” fAnother method to examine or
rank probability functions that passed the Chi? test satoulate the Standard Error of

the Estimate ©xy ).

4.6 Standard Error of the Estimate @Xy)

The standard error of estimate represents a measurari@ation around a fitted
regression line and is similar to the standard deviati@t measures the variation

around the mean.
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(4.3)

The sum of the squares of the errors is equal to tneo$the squared differences (SEE)
between the observed valMend the predicted valbéor the unexplained variation.

For the example th&, values are as follows:

Table 4.4 Standard error of estimate for given example

| Probability Model || S, |
Lognormal 0.00567
Exponential 0.0137
Erlang 0.00499

The S, values indicate that the Erlang distribution yields ltweest error between the
predicted loading times and the observed loading timé®ervthe S, values are very

small and close in comparison, it does not always irtidy the smallest value is indeed
the “best” fit. In practice the choice as to whichdabto use will depend on the user’s
preference for a specific model or be based on compo#dtiefficiency within a

particular computer programming environment.

Main observations made from Chapter 4 are as follows:

e Cycle variables have a mean and variance that capalmelated from field
observations and is determined by the type of probabilityilalision that best fits
the data.

* In determining the best fit, the Chi2 square goodness ofefit statistic can
generally be used to determine if there is a correldi@ween the observed and
expected class frequencies for a particular probabuitgtion. A low correlation
will eliminate any particular probability function as a pib¢e match for a certain
set of data.

*  When a number of probability functions for a specificdfetiata all pass the Chi?
square test, the Standard Error of Estimation can be asketdrmine which model

gives the best fit to the data.
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5 DISTRIBUTIONS OF CYCLE VARIABLES (Orapa Case
Study)

In this section, the distribution model charactersst€ some truck cycle components of
the Orapa Diamond Mine (De Beers, Botswana) will be imya&t®d. The goal of the
study was to determine the types of distribution models hbat fit the main cycle
components. The types of distributions found can theniggoan indication to the
relevance in using any particular cycle time calcufatimdel.

The data on which the observations are based was gahésathe Caterpillar VIMS ®
system which is built into the trucks. The VIMS systigged about 70,000 cycle
transactions on seven trucks (no.5, 6, 7, 8, 9, 10, 12) withper®@d of 4 years
(2002 — 2005). This number of cycle transactions was then mdabteut 20%) by
eliminating faulty readings which included readings with leaf zero (distance and
time) and inconsistencies between the reported totd dyoe and a summation of
individual cycle components. The cycle components invastigare: loading time,

travel time full, dumping time and empty travel time.

5.1 Process followed

The Arena program’s distribution fitting functionality svaused to fit all possible
probability distributions on a sample of data for tlaiaus cycle time components
investigated. Sample data was grouped into 3 categories wiechased on three
half-cycle travel distances being: (1) up to 2 km, (2) betw2 and 4 km and (3) above
4 km. These distances provide a linear scaling of reanlsare also typical ranges of

travel distances observed on operating mines.

The least square error method was used to calculaterriie of using a particular
probability model in modelling a particular cycle componenhe Tminimum and
maximum square error values were calculated and allocateslua of one to the
minimum and a value of zero to the maximum error vatssulated for a particular
model. This weighting process was then used to find th&we deviation of individual

models from the minimum square error to establish tloeuracy relevance.
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5.2 Research Findings on distributions for cycle variables

Observations made based on the results as indicatebia 3.1 are as follows:

The difference between the observed data and the varodsls fitted are very
close which is due to the least square error values beiygow. The least square
error method is not a definitive method for comparindristion model results
and is influenced by the sample population size which nigldur any particular
model. For this investigation the sample sizes wergivela large which should
have lessened this influence.

The results show a high level of accuracy for theousr main cycle components
compared.

The results also indicate that depending on the degfeprior knowledge
regarding the various types of distribution models farleyime variable values,
(example, their mean and deviation) the comparatifeerdnce or error in
selecting any particular model is almost insignificant.

To improve the accuracy when determining a cycle comgtnelstribution
characteristics which is used in cycle time calculatigethods, a sufficiently large
population of data is required. Obtaining this data is nwayd possible (green
fields projects) or it is complicated by conducting tisieidies during mine
operations.

It is surprising that no particular method significantlyndioated any particular
cycle component. A major disadvantage of using the ViMSystem exclusively
on trucks is the loss of destination specifics such edodding unit identity. The
data for a particular truck does not link it with a partac loading unit and with
other issues like haulage profile differences which mwiluence the results.

The importance of loading unit identity is vital to detere cycle characteristics
such as the inter-arrival time and inter-arrival natech can be used to determine
whether any particular probability distribution will idethe best fit.

The data also indicates that for a particular truck,pfedability distributions of
the cycle component values are not constant over Baged on the weighted least
squares error method, each cycle component can beerfmédy more than one
distribution type (Table 5.2). These results thus onlyesty illustrate the diversity
of possible models that can be present at a particniae and their relative

accuracy.
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Table 5.1 Weighted Least Square Errors for distribution malels applied to Orapa data

Weighted Difference with minimum Square Error

Distibution | Square Error
Model

One Way Travel Distance (TD), km.

Min. | Max.

(0<TD <2

2<TD<4

TD>4

Average

Beta

1%

1%

2%

1%

Erlanc

1%

1%

2%

1%

Exponentie

3%

3%

4%

4%

Gammi

1%

1%

2%

1%

Load |[Lognorma 0.000| 0.80(¢

1%

1%

2%

1%

Time |[[Normal

1%

1%

2%

2%

Triangular

2%

2%

3%

2%

Uniform

3%

3%

5%

4%

Weibull

4%

3%

5%

4%

Average

2%

2%

3%

Beta

0%

0%

2%

1%

Erlang

1%

0%

4%

2%

Exponentic

2%

2%

13%

6%

Gammi

1%

0%

4%

2%

Travel Lognorma 0.002| 0.576

1%

0%

6%

3%

Time

Full Norma

0%

0%

2%

1%

Triangular

1%

0%

6%

2%

Uniform

2%

2%

11%

5%

Weibull

1%

1%

2%

2%

Average

1%

1%

6%

Beta

1%

6%

0%

2%

Erlang

3%

5%

2%

3%

Exponential

3%

7%

2%

4%

Gammi

3%

5%

5%

5%

Dump |Lognorma 0.003] 0.521

2%

3%

2%

3%

Time [[Norma

13%

11%

12%

12%

Triangula

17%

14%

17%

16%

Uniform

19%

16%

19%

18%

Weibull

2%

6%

2%

3%

Average

7%

8%

7%

Beta

0%

0%

0%

0%

Erlanc

0%

0%

0%

0%

Exponential

1%

1%

3%

2%

Gamma

0%

0%

1%

0%

Travel Lognhorma 0.000| 0.190¢

0%

0%

1%

0%

Time
Norma

0%

0%

0%

0%

Empty Triangula

1%

0%

1%

1%

Uniform

1%

1%

2%

1%

Weibull

1%

0%

0%

0%

Average

1%

0%

1%

Table 5.2 Range of applicable distribution types for cycleariables for Orapa data

Cycle Variable

Distibution Model

Beta, Lognormal, Gamma, Erlang, Normal,

Load Time :
Triangular
. Beta, Normal, mma, Erlang, Weibull,
Travel Time Full e_a ormal, Gamma, Erlang, Weibu
Triangular
Dump Time Beta

Travel Time Empty

Beta, Normal, Erlang, Gamma, Lognormal,
Weibull, Triangular, Uniform, Exponential
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6 MODEL COMPARISON FOR VIRTUAL MINE MODEL

During the investigation of cycle times at producing minéswas observed that
circumstances do occur which influence the outcome oftse#An example of such a
circumstance is the breakdown of equipment which causelss to either be redirected
to other shovels or to queue excessively. Such changemfluénce the normal level

of production and complicate truck cycle times. The pryn@m might have been to
study a particular cycle component and due to such ocom@semore emphasis might
be placed on other components causing results to be skéwsdorobably for this

reason that those who develop cycle time models toakaeyears to study the nature

of cycle time on mines.

The nature of mining technology is also constantly ghmanthe cycle components. For
example, improving travel speed might lower travektibut will also change the nature
of queue at the end servers. On certain mines theret rbghvarious levels of
technology such as different truck sizes or models withi haul circuit which
complicates the process even further.

Surface mines in South Africa do however have cefiaits. Depth is such a limit, the
average mine does not normally exceed a depth of about 18&smeth the exception

of super pits which can extend down to about 250 metreagtia diamond mine, De
Beers Co.). When an ore body extends further tharettepths the mining method
normally changes from open pit to underground, for instantdock caving method

(Palabora copper mine, Rio Tinto Co.). Another lirhattinfluences truck cycle times is
that of ramp designs. Ramp designs vary in complexitytleit main or common

variable is GR% which is a function of machine gradeabditg retardability. Most

trucks can negotiate a GR% of about 10% but due to safesydevations such as over-
speed, braking distances and variable road conditions (shpgeroads), this value

normally ranges from 5% to 8%. In this section the owgsicycle time calculation

models will be compared for a virtual mine. The cycleetimalculation methods applied
to the virtual mine are Elbrond, FPC®, Talpac®, Arena® #re Adapted Machine

Repair Model.
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6.1 Virtual Mine Layout

The virtual mine (Figure 6.1) has 10 metre benches that@fitem the surface to a
depth of 135 metres and the ramp is constructed at an 8%ade-GR% with a 4%
RR% kept constant throughout the haul route. The ofivaay trucks (OHT) are loaded
with a wheel loader (WL) and dump their ore/ wastatheea plant or waste dump.

550 m. to Loading Area
550 m. to Dump/ Plant (flat haul)

(flat haul)

V.

0
135 8 %
GRADE
Bench Heigh 10 m. (Depth: 1(- 135 m.
Ramp Length: 168 — 2828 m.
Half Cycle Distance: 1268 m. — 2932 m.
Rolling Resistance: 4% constant

Figure 6.1 Virtual Mine Layout

Figure 6.2 indicates typical working ranges for the nebduipment, Caterpillar (2006,
p. 22-13). The hauling distances for rear dump trucks (offwagh is seen to vary
between 200 metres to 6500 meters, with the virtual minesepting an average mine.

| i i li:ls
Dozer | .\ |
[

i
3
| NN

Wheel Loaders

Scraper |

Articulated Truck |
Rear Dump Truck |

e

N 3
1 1
Wagon L.
10m 100 m 1000 m 10 000 m
321t 328 ft 3280 ft 32,800 ft

HAUL DISTANCE

Figure 6.2 Typical hauling distances for mobile equipment
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The 4% RR% is based on field observations with loadmmg@saand dumping areas
normally having a RR% higher than the best-case scen&i3%. It might be argued
that a 4% RR is high and in general represents a sytaims stressed. Caterpillar
(2006, p. 27-1) list the conditions associated with rollirgistance levels as shown in
Table 6.1

Table 6.1 Rolling Resistance Classification

Rolling Resistance, Percent*

Underfoot Condition Tyres Track** Track +
Bias Radial Tyres

A very hard, smooth roadway, concrete,
cold asphalt or dirt surface, 1.50% 1.20% 0% 1.00%
no penetration or flexing

A hard, smooth, stabilized surfaced
roadway without penetration under 2.00% 1.70% 0% 1.20%
load, watered, maintained

A firm, smooth, rolling roadway with

dirt or light surfacing, flexing slightl
g 9 ] g. g- y 3.00% 2.50% 0% 1.80%

under load or undulating, maintained

fairly regularly, watered

A dirt roadway, rutted or flexing

under load, little maintenance, no
) ] 4.00% 4.00% 0% 2.40%
water, 25 mm tire penetration

or flexing

A dirt roadway, rutted or flexing

under load, little maintenance, no
) ] 5.00% 5.00% 0% 3.00%
water, 50 mm tire penetration

or flexing

Rutted dirt roadway, soft under

travel, no maintenance, no stabilization,
) ] 8.00% 8.00% 0% 4.80%
100 mm tire penetration
or flexing

Loose sand or gravel 10.00% 10%) 2% 7.00%0

Rutted dirt roadway, soft under

travel, no maintenance, no stabilization,
) ] 14.00% 14% 5% 10.00%
200 mm tire penetration

and flexing

Very soft, muddy, rutted roadway,
300 mm tire penetration, no 20.00% 20% 8% 15.00%

flexing

*Percent of combined machine weight.
*Assumes drag load has been subtracted to givevBaia Pull for good to moderate
conditions. Some resistance added for very softlitions.

- 58 -



The main difference between a 3% and 4% RR% (Table 6.theiglegree of tyre
flexing (especially in turns) and a 25 millimetre extradrgeenetration. The problem
associated with tyre flexing can be alleviated by roadsbeesd in turns and by
avoiding sharp turns for loaded trucks. Most mines observ&duth Africa generally

do not camber main roads and temporary in-pit ramps ngrahalhot comply to GR %

standards nor have they adequate turning circle radiuggs\uent tyre flexing. The 4%
RR% selection might, from this point of view, provide arencealistic representation of
reality.

6.2 Cycle Variables of the Virtual Mine

For the virtual mine three scenarios of loader cyclmetiwere investigated:
(1) 3 minutes, (2) 4 minutes and (3) 5 minutes.

Another variable that was investigated is truck payloadthuasd truck size. Table 6.2
summarizes the machine and cycle variables for the suenarios.

Table 6.2 Machine an Cycle Variables for Virtual Mine

Scenario 1 Scenario 2 Scenario 3
Machine & Cycle Units Truck | Loader || Truck |Loader (Truck Lpader
Variables 992G#2 992G#2 994D
D i |77 | min | 7%%C | i i
Machine Number 1,2,....8 1 1,2,....8 1 1,2,...,.8 1
Target Payload kg. 90386 21772 || 90386] 21772 || 222904 | 30844
Actual Payload tonnes 87.73 17.55 90.21 15.25 | 215.46 | 30.78
Bucket/ Bowl Volume Loose- m3 51.61 11.47 51.61 11.47 119.70 [ 18.00
Fill Factor % - 95% - 95% - 95%
Loader Passes - 5 - 6 - 7
Material
- Loose Density tonnes/ m3 1.7 - 1.4 - 1.4 -
- Bank Density tonnes/ m3 2.2 - 1.6 - 1.6 -
Cycle Time
Loader Cycle Time minutes - 0.60 - 0.65 - 0.7
First Bucket Dump minutes - 0.60 - 0.65 - 0.70
Hauler Exchange Time minutes - 0.70 - 0.70 - 0.70
Load with Exchange minutes - 3.70 - 4.65 - 5.70
Dump & Maneuver minutes - 2.5 - 2.5 - 2.5

For the simulation the loads per shift will be usedhasiase unit for comparison as it is
the shortest period within which loading and hauling canuoc
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6.3 Simulation in Arena®

The Arena® program was modelled with the Machine Repair Magele time
characteristics and used as a benchmark against whiathé&e models mentioned in
Section 6 were compared. Figure 6.3 illustrates the proft@ssdiagram for this

simulation in Arena.

Haul Road fo Plant =
Trucks into System
SPOT
ReadWrite — — Plant_Arive
e 2 Variables 1 Processk—-—-| Sernver
$pot at Shovel Loa{i? Side Dispatch2Plant I m—
e o B SpotAtPlant
AriveAtShovel
DuplicateL S tF
Are_Na | o ?
—
- : =
Haul Read to Shovel Back?Shavel
—-< Dispose 2

Figure 6.3 Simulation process in Arena®

The Machine Repair Model characteristics incorporated enntbdel are loading and
dumping service times and inter-arrival times of truckdlofang exponential
distributions at the two end-servers (shovel and dogngite). The reason why Arena
was modelled in a similar manner to the Adapted Machine iRBjzalel (A-MRM) is
that the other models such as Elbrond, FPC and Talpagstablished models while the
A-MRM model needed to be benchmarked. Arena is alsorahsie the other models to
programme exponential distributions and the most nenroalel for this purpose. FPC
does not specify any probabilty model and Talpac has embedagnormal
distributions.

Arena was not set up to calculate “haul full” time dmdvel empty” time values and as
such relies on FPC and Talpac travel times for tleeifpd mine design. Trucks are
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represented as entities that are processed by resoshmogsl( loader) according to their
service times that follow an exponential probabilitgtdbution. At the start of a
simulation the entities enter the system as it acduring a shift start-up and servers are
programmed with variables such as service time anélttawes. The Arena program
has, like Talpac, the ability to track each truck’s pesgrthroughout the simulation and
report the total number of successful loads dumped atldhé [B-or this simulation, the
number of repetitions within which a standard shift is sitealavas set at 50,000. The
shift duration is 450 minutes (7.5 hours per shift) and theeseivere scheduled to stop

for 0.5 hours ever 7.5 hours representing non operatingdetalys.

The loads per shift results for the Elbrond model aregmted in Figure 6.4 while the
results for the FPC, Winston, Talpac and Arena maatelsn Appendix A.

6.4 Model Distribution Fitting

The models are programmed with the following distribugiditted to cycle time

variables:

» Elbrond:No distributions are fitted and average values are as$dion the loading
and dumping service times as well as for the traveldifod and empty. The
STS/TS and SRT/RT ratios were set equal to 0.3 (see Bad)l.

« FPC: No distributions can be fitted with average values assurfsame as
Elbrond).

 Winston’s Machine Repair moddWo specific distributions are fitted and average

values assumed (same as Elbrond).

» Talpac: Lognormal distributions on the travel time, dumping tirbacket cycle
time and bucket payload.

* Arena: Exponential distribution fitted on the loading and dumpiegvise times,
travel times and full and empty (in accordance with Adapted Machine Repair
Model).

The reason why the Elbrond, FPC and Machine repair maderds not fitted with

probability distributions is that their Excel-based a&tions do not require it.
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MODEL (ELBROND) : SINGLE SIDE LOADING
Total Loads per Shift (1 Server, N Trucks, 1 Destination)

.98

(N) Trucks: 1,..

(TS) Time Service: 3,4,5 min.
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Figure 6.4 Loads per Shift for Virtual Mine using Elbrond Model
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6.5 Main Observations in regards to the Loads per Shift

Figure 6.5 depicts the correlation of loads per shift betwihe various models and
Arena for all categories of haul distances per seruice at the loader.

Model Correlation with Arena: Across Service Time
1.000
Winston
0.995 A
0.990 A
© = —=-FPC
c
kel
T 0.985 -
[
/5]
O Talpac
0.980 A
0.975 A
—— Elbrond
0.970
3 4 5
Loader Service Time (min.)

Figure 6.5 Models Correlation with Arena (Virtual mine: loads/ shift)

The following observations are made in relation to Figuse 6.

* There is a general tendency of relatively high cormiat between all models and
Arena. (Correlations ranging between 97% - 100%)

* The Talpac model with its predominantly lognormal disttitns fitted to cycle
variables (standard distribution spreads embedded in proghaws s very high

correlation with the predominantly exponential distribos of Winston's Adapted
Machine Repair Model.
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Although no type of distribution is specified for FPQ@s icorrelation with

lognormal and exponential distribution based modells@\zery high.

The Elbrond model has the lowest relative correlatioth the other models
(including Arena) and this is primarily attributed to itieder-estimation of waiting

time for this virtual mine.

By increasing the STS/TS and SRT/RT ratios from 0.8.%othe deviation in the
Elbrond model decreases and results in this model havingraystorrelation with

all the other models. This increase in the deviationhefdervice time and the
return time of 20% is quite significant as it signifeeseduction in productivity and

an increase in system randomness.

With an increase in service time the correlation ofi$oper shift decreases for all
models compared to Arena. Arena reported slightly highedsigper shift with the
possible explanation being that the models are moreep@is/e in this instance

which might be a benefit to any user as it lowers nsfganeral.

The structural comments made previously as seen in FigRrapply to all the

above mentioned models.

The relative improvement in correlation of the WinstBRC and Talpac models
with the Arena Model as a result of the increase imicertime from 4 to 5 min.
can partially be explained by the difference in machimegacteristics between the
777D and 793C OHT’s and the difference in the gradeability@iiaddability.
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7 RISK CALCULATIONS FOR THE VIRTUAL MINE

Risk in terms of cycle time calculations is defined ar-estimating or under-
estimating cycle time which might include an under estiom or over-estimation of
waiting time respectively. The under-estimation of eytime will in reality result in
lower production causing cashflow generation to be at risktwlsica major factor
influencing any project’s feasibility. The following $ems focus on risk in cycle time
calculations with the financial implication discussednore detail in Section 7.3

7.1 Cycle Time Variation

There are various reasons why cycle time might be iactlyrestimated, some of the

reasons are discussed in the following sub-sections.

7.1.1 Real Operator Proficiency

Over-estimating operator proficiency might result ircleytimes that are longer than
planned times. Support of operator proficiency is freduerdt seen as an integral part
of primary production efficiency. For an example, shab&lwheel dozer operator’s not
function optimally (or dozer not be available), sHasleanups can take more time than

planned, which can lead to excessive waiting time causink tyudes to be longer.

7.1.2 Payload Implications

Payload is frequently used as a deciding factor to confpacks when choosing a
supplier to buy from. It was stated earlier on in $ecfl.1 that payload is a key factor
of production that influences cycle efficiency. Each awmere truck is designed for a
unique and specific density of material. Linked to that dgnsithe rated payload for
that specific truck, if this designed payload is not honouhedet can be benefits or
disadvantages to the operation. There have been instaesre the under-loading of
trucks was reported to be a problem. Closer investigagioeated that should the trucks
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have been correctly loaded the stresses imposed ohdhsi€ (due to the specific site’s
poor road conditions) would have seriously affected the dutogchanical availability
of trucks. Over-loading a truck will increase the normyalle times. There is a positive
correlation between the fuel consumption and the macHmeOverloading might in
the short run increase production per cycle but destrpgataand most importantly

future cashflows through increased maintenance and equipemscement.

Payload as factor of production is also a variableittilstences the loading strategy and
its efficiency. There are primarily two methods orattgies these being full shovel
buckets (integer pass number) or full trucks with the pd#gibf a non integer number
of passes to fill the truck. Equal support exists for bogithods with valid reasons on
each side to support the claim as to which method ts Bhe full truck strategy will in
most cases result in the loading time being longer aldtavise the total cycle time to
increase. The probability of over-loading trucks which aseng this method is also
greater. It is the author’s opinion that a full shawatket strategy is better even with the
risk that the full payload might not also be realizetlisTis due to the benefit of a
generally shorter cycle time and lower risk to the kisistructure. Payload is therefore
viewed as being subordinate to cycle time yet stiktiyy vmportant factor of production.
Over-loading and under-loading causes deviations fromvitimge anticipated payload

and cycle time.

7.1.3 Paper Mines

Another reason for why cycle time is frequently ogstimated in reality is due to the
difference between planned mine standards and future mealpiiactices. During the
design phase a “paper” mine is generated and can includeefedke cambered roads,
low rolling resistance, consistent and optimized rampiggaout in reality the bankable
document stipulating such standards are seldom reviewedfinincial approval. The

recent standards pertaining to resource and reservdfickgm as defined by the

International Valuation Standards Committee (I.V.S.@hich aims to improve

geological modelling might also improve the historicalideon of a mine’s production

planning in this case.
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7.1.4 Dump Site Neglect

Another reason for frequently under-estimating cyclestismdump-site neglect which is
more psychological in nature. Globally, most surfaceesican be described as waste
mines due to their grade characteristics with a by-produsty libe actual commodity
extracted. When platinum miners (for e.g.) are asked et mine, they almost
always answer that they mine platinum. In reality entbran 80% of the material mined
will be waste. This mindset has resulted in miners #gle the dump areas in favour
of loading areas causing the total cycle time to be higtear anticipated. Quantifying
these factors is difficult when planning and simulatirfgtare operation. The following
section will investigate the effect of variation in E&yelements as part of a sensitivity
analysis to determine its impact on estimating the |padshift.

7.2 Sensitivity Analysis

A sensitivity analysis was preformed on the virtual mioe the Elbrond, FPC and
Winston models to determine the impact the various cyelments have in affecting
the loads per shift. For the sensitivity analysis the s@Riprogram was used. @Risk
(Palisade Corporation) is an add-in for Microsoft Exaedl has the functionality to fit
distributions to spreadsheets and perform Monte Carlo sypelations on designed
systems. The reason for the exclusion of the TalpdcAmena programs is that they are
Monte Carlo type simulations packages with precise ttlon algorithms unknown

and thus not possible to simulate in Excel.

7.2.1 Distribution Fitting

In Table 7.1 the cycle variables of the Elbrond and FP@etsowere fitted with
triangular distributions where the minimum value, mblstly value and maximum
value were specified. This distribution type is freqlyensed to get quick insight into a
system. The reason for fitting them with triangulastmlbutions is that the Elbrond and
FPC models do not have definite model classificationsitawould be biased to force
an exponential model on them. The adapted machine repdelsi\@ycle variables
listed in Table 6.2 were fitted with exponential distribas for this sensitivity analysis.
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Table 7.1 Distributions fitted to cycle time variables ér the Virtual Mine

Triangular Distribution
Variable (Min, Avg., Maximum)
Scenario 1 | Scenario 2 | Scenario 3
Loading Time (3,3.1,4) | (3.9,4,5) | (4.9,5,6)
Spot at Loader (0.7,0.8,0.9)

Travel Full (Travel Full*0.95, Travel Full, Travel Full*1.15)
Travel Empty (Travel Empty*0.95, Travel Empty, Travel Empty*1.15)
Spot at Dump (0.5,0.6,0.7)

Dumping Time (1.8,2,2.5)
Shift Minutes (445,450,455)

In Table 7.1 the minimum loading time corresponds withrtiil@mum loading time
specified by equipment manufacturers. In practice loatimg can be shorter with
trucks being “half” loaded. This will influence the actualylpad and thus the
production which is not reflected by the loads per shifiebanit of measure. Another
observation is that of travel time which has a lagmead about the average. This can
be explained by a lower operator proficiency which is ntrsinant than lower cycle
times due to trucks being “half’ loaded (for instance). Tenping time and shift
minutes are both given low spreads and only serve to inchade variability into the

system.

Figure 7.1 is in fact the loads per shift for the FPC med#i the loader having an
average loading time of 3 minutes with the number of truckbe fleet varying from
1 to 8 over a haul course with the half cycle distaveneed between 800 and 2300
metres. Figure 7.1 shows typical results obtained flten=PC model for the 20th, 50th
and 80th percentile values.

The percentiles values are probability values statindpiloaving:
« 20™ There is an 80% probability values can be higher tisaspiecific value.
«  50™ representing the average value of probability.

« 80" This is the highest calculated value and states theae B0% chance that the

actual value can be lower than its specific value.
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The following can be noted in Figure 7.1, on the extremgies.53 minutes and
22.1 minutes of a specific service time and truck fleet s&rees, the percentile values
fall within an almost straight line. This is explainedtbg cumulative probability curve

for the same data in Figure 7.3.

FPC - Loads per Shift: 20th, 50th & 80th Percentil es
Shovel Service Time = 3 min.

Loads per Shift

120

Percentiles

8.53

m‘ ] o \2 0@ &
SE Y % % X L
Total Travel ~ ° 1 Trucks in Circuit

Time (mln') [ 20" Percentile I 50 ™ Percentile I 30 ™ Percentile

Figure 7.1 Loads per Shift Results of Scenario 1 using FPOr the Virtual Mine

In general, the loads per shift will never be constamt will fluctuate between the
minimum and maximum. Of interest is the extent to Whicis more likely to vary
either side of the 8Dpercentile value. In Figure 7.2 this difference is meststor the
Virtual Mine. Figure 7.3 shows that should the chosenvatesn the CDF curve be
made smaller, the remaining cumulative probabilities loarexpected as to lie on a
straight line with an increasingly higher level of redation. For this chosen interval
representing a 60% spread or an interval of 20% higher, 864 ,lthe deviation from

the 50% probability is given in Figure 7.2.
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Elbrond- Difference (Loads per Shift) : Percentile Value Range (20th, 80th) with 50th
Across

Truck fleet size (1,2,...8) and Travel Distance (800, 2300 meter)
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Trucks in Circuit

FPC- Difference (Loads per Shift) : Percentile Value Range (20th, 80th) with 50th
Across
Truck fleet size (1,2,...8) and Travel Distance (800, 2300 meter)

1 2 3 4 5 6 7 8
Trucks in Circuit

Winston- Difference (Loads per Shift) : Percentile Value Range (20th, 80th) with 50th
Across
Truck fleet size (1,2,...8) and Travel Distance (800, 2300 meter)

1 2 3 4 5 6 7 8
Trucks in Circuit

Figure 7.2 Difference in Percentile Values for the Vittal Mine

-70 -




From Figure 7.2 it can be seen that the deviation arounds@h percentile for the
virtual mine is fairly similar for the three models.€Fa is a strong correlation between
the deviation and the number of trucks within a circuith\the deviation increasing as
the number of trucks increase. The deviation decreasbs amvel distance of the haul
course increases. This might be explained by the signde of waiting time that
decreases with distance. In general, there is a l§liglgher tendency for values to be

lower than the average value.

CDF of Loads per Shift ( Elbrond)
Scenario 1
Half Cycle Distance 1580 m
4 Trucks in Fleet
1
X <=17.6 Mean = 18.33669 X<=19.08
5% 95%
0.8 P
206 | :
3 y ]
3 " :
2 04+ y |
o // 1
. |
0.2 . !
0 ] ' | ' |
16.5 17.375 18.25 19.125 20
Loads per Shift

Figure 7.3 Cumulative Distribution Function, Elbrond (Virtual Mine)

Figure 7.3 illustrates how the loads per shift can varySiognario 1 (see Table 7.1),
based on the chosen triangular distributions for thecte cycle variables within the
Elbrond model and specifically with 4 trucks in the fleet.
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@Risk also performs a sensitivity analysis on the inputibles and presents the results
in the form of a Tornado graph. The Sensitivity analyserformed on the output
variables and their associated inputs uses a multivesiapavise regression analysis.
The input distributions of the virtual mine are ranked byrthapact on the output
variable loads per shift. Stepwise regression is a techrauealculating regression

values with multiple input values.

The coefficients listed in the @RISK sensitivity repare normalized regression
coefficients associated with each input. A regressiorevadl® indicates that there is no
significant relationship between the input and the outphile a regression value of 1
or -1 indicates a 1 or -1 standard deviation change in theubd@r a 1 standard

deviation change in the input.

7.2.2 Sensitivity Analysis Results

The results of the sensitivity analysis are displapefigure 7.4 for the Elbrond model.
Results for the FPC and Adopted Machine Repair Model akppendix B.

The sensitivity results for the three models: ElbrondCFand Winston are set at a
specific haul distance of 1580 metre with 4 trucks in thidecyThe models generally
have the same degree of sensitivity for the various praxfugtiriables modelled. The
Elbrond model does however show a higher sensitivity rfavet time on the lower
loader cycle time level and with the increase in loadimg compares with the other
two models. The increase of shift minutes has a surplysimgh influence in view of
the low spread given and highlights the impact of propet staft-ups and closures.
The influence of truck payload is almost negligiblee&pgected as it does not constitute
a time value. The high proportion of load time observdtinvall three models does
however support the importance of payload as an imporiaié time component.
When the travel time was increased, the sensitivity teedidplayed a similar sensitivity
map with one major difference in that the proportibthe travel time decreases with an
increase in cycle distance, which can be explained by trpekator proficiency over
distance.
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Elbrond- Regression Sensitivity:
Half Cycle Haul Distance = 1580 m.
4 Trucks in Fleet
Avg. Loader Service = 3.0 min.

-0.726

0.196

-1 0.5

Std Coefficients

Elbrond- Regression Sensitivity:
Half Cycle Haul Distance = 1580 m.
4 Trucks in Fleet
Avg. Loader Service = 4.0 min.

0.187

-1 0.5

Std Coefficients

Elbrond- Rearession Sensitivity:

Half Cycle Haul Distance = 1580 m.
4 Trucks in Fleet
Avg. Loader Service = 5.0 min.

0.187

-1
Std Coefficients

Figure 7.4 Sensitivity Analysis Results: Elbrond (VirtualMine)
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Operator proficiency varies with distance and influeribeshaulage times as illustrated
in Figure 7.5 (FPC Users Manual 2003, p. 104).

Operator Proficiency on Distance

100%
a /
C

Q@

2 80%

o

a

300 900 1500 2100 2700
Haul Distance (m.)

Avg. Proficiency based on Scraper and Truck Measured Cycle Times vs.
Computer Simulation (Excl. wait for loading).

Figure 7.5 Operator Proficiency on Distance (FPC)

Figure 7.5 was developed by the Caterpillar FPC softwarelapmrs and based on
numerous field observations. In general, the operatafic@ncy will increase with an

increase in distance. A possible reason behind this impreneis that over distance
there are fewer stops that require truck deceleratioraeceleration with the operator
having a lower gear shift frequency which improves the potentizel speed and as a

result a lower travel time normally realizes.

7.3 Cashflow Risk

The motivation for using the loads per shift as thesbé&si comparing the various
models is to illustrate the “snow-ball” effect whistarts with loads per shift and ends
with cashflow generation. The basic undiscounted casltdédculation is as follows:

Mining Cashflow = Tonnesx ShlftsxOre Production % x —Gross Profit (7.1)

Shift  Year Tonne

The nature of all mines varies in regards to the@pe of operations (tonnes produced),
the type of commodity being mined (revenue per,upibcessing cost, equipment
capital layout), location (governmental duties, exand involvement, transport
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requirements) and reserve base (life of mine expectamtyayback period of capital).
These are just the most basic variables that villlemce the cashflow that is generated
by a mine within a variable market (commodity prices andesy and that is actually
reported. It provides valuable insight into the complexityolved in calculating
cashflow. The following assumptions are made for a cokiagd @xample:

US$ per Tonne: $ 55.00
Rand: US$ exchange rate R 7.50
Rand/ Tonne: R412.50
Profit margin: 25%

Profit Value: R103.13
Mining Cost % in Total Value Chain: 35%
Simulation total cost coverage (assumed): 69%
Assume Profit/ tonne (simulation): R25/ tonne
Production period: 5 Years

Cashflow: Undiscounted
» Site Scheduled Hours: 8480
*  Machine Scheduled Hours: 7653
*  Machine Operating Hours: 6907
»  Operator Combined Proficiency (Truck & Loader): 93%
»  Coal Production% 65%
e Truck Inter-arrival Time (Loader & Destination): Expotial
»  Service time (Loader & Destination): Exponential

Figure 7.6 illustrates the difference in cashflow (undistedinbased on the above
assumptions between the Elbrond model and Arena. RRefeuwl FPC, Winston and
Talpac are in Appendix C. The main assumption that interatime and service-time
is exponential has a profound impact on the values digplayd is biased towards the
Arena and Winston models (machine repair model) viewing thdefs in light of these
major assumptions. It illustrates the impact each mawd#l have on anticipated
cashflows, and can assist in deciding which model to use.
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CASHFLOW DIFF. PER ANNUM (1 Server, N Trucks, 1 Des tination)
DIFF. (Elbrond @ ARENA): SINGLE SIDE LOADING
Millions (TS) Time Service: 3,4,5 min. (N) Trucks: 1,...,8
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Trucks in Fleet

Figure 7.6 Cashflow Difference Results of Elbrond vs. véna for the Virtual Mine
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8 PRODUCTIVITY CALCULATIONS

8.1 Operating Active Hours

Part of the productivity calculation for any load-and-hsydtem is the calculation of
actual productive hours within the cycle. The calculatiwhdetermine the production
for a specified haulage system and fleet size. Thalasion of actual production hours
can vary in degree of complexity which is primarily caulsgedhe assumptions made by
the person conducting the calculation. These assumphtiolisie machine, operator and
destination efficiencies, utilisation and availabilitiedich will vary in complexity

based on the scope and complexity of the operation owette

The productivity calculation therefore needs to consttier loading unit, haul unit,

operator, destination and most importantly, the availgpitilization and efficiency of

the secondary equipment. There is a mindset in the tiydinst secondary equipment
has a secondary role in achieving production goals, and firighis reason that
secondary equipment should rather be referred to as pimduassist equipment.
Numerous studies conducted by Caterpillar and Barlowoalde hindicated that the
absence of production assist equipment can cause produttdrog by as much as

20%, which is quite severe when considering the cashflgigation it involves.

In Table 8.1 a typical truck calendar breakdown is shown.

Table 8.1 General Truck Calendar Breakdown

Calendar Hours per Annum 8760
Minimum Off Time Loss 3.2%
Site Scheduled Hours 8480
Operator Proficiency- Truck 90%
Proficiency Derated Hours 7632
Miss Match/ Bunching/ Queue Loss 15%
Cycle Inefficiency Derated Hours 6318
Truck Utilization 80%
Mining Utilization Hours 5054
Truck Availability 80%
Operational Hours 4043

Table 8.1 indicates that the annual hours are progressoxegrédd by efficiencies and

availabilities to derive the actual operational hourslalks within which production
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will in effect take place unhindered. The off time lospresents losses associated with
public holidays or days within which no production will takage. The Machine Hours
form part of the operational hours and the breakdowthede hours is based on work
done by Ramani (1990) and shown in Table 8.2.

Table 8.2 Machine Hours Breakdown

hriyr - % hriyr %

Operational Mining
Idle 182 3% Idle 182 3%
Operating, active 3601 57% Operating, active 3601 57%
Delays, fixed 607 10% Delays, fixed 607 10%
ggi‘gglaetg’e Maintenance,  ,5; 49, Standby 666  11%
Repair, Scheduled 262 4%
Repair, Unscheduled 156 2%
Standby 666 11%
Total 5726 91% Total 5057 80%
Maintenance Mechanical

Preventative Maintenance,

Scheduled 251 4%

Repair, Scheduled 262 4%

Repair, Unscheduled 156 2%
Idle 144 2% Idle 144 2%
Repair 442 7% Repair 442 7%
Total 586 9% Total 1255 20%
Machine Hours 6318 100% Machine Hours 6318 100%

Table 8.2 serves as an example of the two different waybich machine hours can be
broken down i.e. (1) Operational and Maintenance, ani{@pg and Mechanical time
divisions. The fixed delays in Table 8.2 are defined as peddé&fprior to the time of
occurrence. They represent time entities like shifhgka, machine inspections, breaks
(rest or lunch breaks), refuelling and operations stoppedblasting. Both these
divisions have the same Machine Hours and illustrate rtiporitance of mining (or

operations) in the time management of equipment.

The Operational and Maintenance division is the mosthmon form normally
presented to mine management. By presenting it in this fthe importance of
Maintenance portion in truck time management can be-loe&ed which can be as
high as 20% of the total machine hours.
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Based on Table 8.1 and Table 8.2 the following formulae @@ tasdetermine machine

availability and utilisation:

Physical Availability = Operating Active (hours) = 3601 (8.1)

Machine Hours 6218
=57 %
Use of Availability = Idle, Operational + Operating,tAe + Standby (8.2)
Operational, Total

= (182 + 3610 + 666) / 5726 =78 %

Effective Utilization = Physical Availability x Usef Availability (8.3)
=57% x 78% =44 %

This effective utilisation value of 44% effectively statbat with all time available to
production for hauling tonnes, only 44% of this time wilfeefively be used for
production purposes. Compared to a conveyor system a loalaaih system might be
less effective and more costly to operate but it isenfavoured because of its lower
capital cost and high mobility. It also makes projeessisensitive to life of mine
concerns such as payback period and changes in the geolagmai of a mine. This
low value also stresses the importance of accuratdbulating the cycle time of a
proposed fleet composition as the “window” within which prounctwill actually
realise is small. The values are highly subjective arlg gerve as an indication of the
extent to which individual time units can vary within theepall time distribution.

8.2 Interdependence of System Units

A load-and-haul system’s overall efficiency is dependentach of its components or
units functioning at an optimum level and having a high lexfebvailability. The
system units are typically the truck, loader, dump, opet@atd secondary equipment.
Productivity can be calculated for an individual systen sunch as a truck that is based
on machine, operator and loading unit standards. Actual pretydtr any particular
unit will be a function of all the units and their irdetion or alternatively their
interdependency. The interdependency is lower for tlpe tf system compared to a
conveyor system which can generally be described ases system with the former
having series and parallel links. An example for when |grihks form is when a
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loading unit can follow a double sided loading technique or véhdamp destination
providing more than one server to the trucks feedinghie. lower interdependency of a
load-and-haul system also provides it with a higher let/éexibility or lower over-all
risk profile compared to a conveyor system where if logle does not work, the entire
system is at risk of not working. Machine availability, liséition and operator
proficiency is part of the total system as the desbnasilso forms a vital part of the
system and plays an important role in determining praoduyctFigure 8.1 illustrates a
typical Load-and-haul System with the various primagdpiction and production assist

equipment.

Haul Unit: Dumping Site:

*Crusher

Loading Unit:

*Front end Loader/ Whee
Loader (WL)

eArticulated Dump
Truck (AT)

*Off Highway Truck
(OHT)/ Rigid Dump
Truck (RDT)

*Tipping Bins
*Hydraulic Excavator

(HEX) *Waste Dump

*Hydraulic Rope Shovel
*Bottom Dump Truck/
Haulers

Production Assist
(Dumping):
*Wheel Dozer/ Grader

*Small HEX with Rock
Hammer

eTrack Type Tractor (TTT) /
Dozer

Production Assist
(Loading and Hauling:

*Wheel Dozer/ Grader
(Loading Unit)

*Motor Grader (Road
Maintenance)

*Water truck (Loading
Unit and Haul Roads)

Light Utility Vehicle (LUV):
Transport of personnel

Figure 8.1 Types of machine in Load-and-Haul Systems

Figure 8.1 shows that a load-and-haul system does notqusist of a truck and a
shovel but includes production assist machines and can invateenplex plant and
dump arrangement. Also very important is the use ogla btility vehicle (LUV) to
prevent production equipment from being used as man-carAeralculation of actual
production hours using a simplistic method is illustratedable 8.3, the impact of not
accounting for the dump site availability, utilisatiordasperator proficiency is shown
to be 20% compared to the same model which includes the @athrepresents a over-
estimation of production.
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Table 8.3 A Simple Calculation of Actual Production Hours

Row _ _ Without With _ %_Diff.
No. Calculation String Du_mp Du_mp Calculation ONlthOL_Jt
Site Site Dump Site)

1 |Calendar Hours per Annum 8760 8760

2 [Min. Off Time Loss (3.2%) 280 280 (1) x 96.8%

3 |[[Site Scheduled Hours 8480 8480 @-©2) 0%

4 [Truck Utilisation 95% 95%

5 | Shovel Utilisation 95% 95%

6 [Dump Site Utilisation - 95%

7 |[[Machine Scheduled Hours 7632 7250 (3) x (4) x (5) x (6) 5%

8 [ Truck Availability 95% 95%

9 [ Shovel Availability 95% 95%

10 |[Dump Site Availability - 95%

11 |Machine Operating Hours (SMU)* 6888 6216 (7) x (8) x (9) x (10) 10%
12 | Operator Proficiency- Truck 89% 89%

13 || Operator Proficiency- Shovel 89% 899

14 | Operator Proficiency- Dump - 89%

15 ||Actual Production Hours 5475 4398 | (11 x(12) x (13) x (14) 20%

*SMU = Scheduled Machine Units

The following formulae can

be used to calculate production:

Tonnes per Scheduled Hour = Number of trucks

Combined Utilisation (%)
Operator Proficiency (%)
Combined Availability (%)

Truck Availability (%)

N
NC

n

n
P

n

P

na

Loading Unit*Avb. (%)

Dump Site Availability (%)

*Avb. = Availability

x 60/ Total Cycle Time (minutes)

X Truck Payload (tonnes)

x Combined Utilization % (truck, loading unit, dump)

x Operator Proficiency % (truck, loading unit, dump)

x Combined Availability % (truck, loading unit, dump)

(8.4)
= Trucks x Loading Unit x Dump 8.9
= Truck Operator x Loader Operaf@ump (8.6)
= Truck&Avb. x LoaderAvb. x Dump*Avb. (8.7)
n N-n

= NG, (R)"(Fa)™™ (binomial equation) 8.8)

= Number of units in system

= Combination of N things taken n at a time<(N)

= Number of units considered (Integer)

= Exactly n units are available

= A single unit is not available

= (8.9)

Loading Unit Avb. x Loading Unit Scheduled Hours
Site Scheduled Hours

Dump Avb. x Dump Scheduledutis
Site Scheduled Hours

(8.10)
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9 OPTIMUM COLLIERY CASE STUDY
9.1 Background

Optimum Colliery’'s Kwagga Section is a surface mine bgilog to Ingwe Coal

Corporation Ltd. and BHP Billiton Co. Overburden bemstiiping is done with three
Marion draglines after which coal is loaded into off-higiywtrucks and coal haulers
using front end loaders. Coal from Kwagga section sechifrom 3 areas being: North
(Rail), Central and South Sections.

Prior to this study, the equipment fleet complemerg:wa

* 4 x Caterpillar 776D coal haulers

7 xCaterpillar 777D OHT

* 2 x Caterpillar 992 G Wheel Loader (WL) with a high IHtL) arrangement
1 x Caterpillar 992 D WL HL

Run of mine (ROM) of about 11.77 million tonnes per yeartauled to 2 tips situated
at the Central and South Sections from where two manveyors feed the washing
plant delivering coal to the Hendrina Power Station. R@M value includes parting
material that is not handled by the above fleet, butostracted to Scharrighuisen
Holdings Ltd. The ROM value hauled by the above fleetosua 10.5 million tonnes

per annum.

The Central and South tipping points have separatelydatdd® weekly maintenance
days of an 8 to 12 hour duration taking place on eithereanésday or Thursday.
Material is hauled to stockpiles which are situated aibuarpoints connected to the
main roads. As soon as a tip becomes available, dlo&mke is consumed to lower the
risk of spontaneous combustion and to utilise the lotkavel distance which will
increase the production rate. By consuming the stockpftfaction of production is re-
handled which lowers the overall utilization of theders but increases the overall
utilization of the trucks. The aim of this project isdalculate the required number of
trucks to reach the tonnes per hour per section targetghvei various cycle calculation
models and to compare the results. Aerial photographshefthree sections are
indicated in Figure 9.1 to Figure 9.3.
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Figure 9.1 Aerial photograph of the North (Rail) Section
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Figure 9.2 Aerial photograph of the Central Section
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9.2 Geology

Understanding the geology is important as it influencee rdesigns, causing the mine
haulage profiles to change which directly impacts ontthek cycle efficiencies and
therefore the potential production. It further providelsi@ale information regarding the

material characteristics which will be handled by tredland-haul equipment.

The strata consist mainly of a relatively thick, whitearse grained massive sandstone
layer followed by a thick shale layer below. Thinner altting shale and sandstone

bands occur in places. The top 8 metres consistfiofisoonsolidated material.

Four seams of economic importance are present, naheetyumbers No. 4L, 2U, 2 and
2A seams. The numbers 2 and 2A seams are the only aledewneloped over the

entire area.

No major dolerite structures were found in the Southand Northern areas.
A relatively large dyke with a North West strike occur the Central Area. The general
dip of the floor is slightly South West.

The parting thickness between the No. 2 and 2A seanmanhagerage width of 1 metre.
The parting thickness between the No. 2 and 2U seamslis mconsistent with

relatively large variations in places.

Based on the geological description the in-face roads)qrected to have a slight dip.
This in-face dip dictates that the general mining dinacshould be up-dip so that the
gradient can be used to drain water away from the loagpegations. The fact that the
No. 2 and 2U seams have large variations in their paricgress periodically causes
problems for mine planning as they try to separate the siopérations from the
contractor operations which influences truck cycle edficy.

Figure 9.4 to Figure 9.6 provide vertical sections through theetproduction areas
illustrating the gradient change of in-face haul roads.
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VERTICAL SCALE IS 20 TIMES THE HORIZONTAL SCALE

Figure 9.4 Section through North (Rail) Area
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Figure 9.5 Section through Central Area
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9.3 Material Characteristics

There are two important material characteristics aniables that influence load-and-
haul systems, they are the material loose densyn@s/ m3) and loader bucket fill

factor, which is a function of the material swellttac

Material Density

Caterpillar (2006, p. 27-4) provides an indication of the varimuk (in situ) and loose
densities for various types of material as shown in Appeidi For this study the
material densities obtained from the geology departnrent a

* In situ density (bank density) 1.5 tonnes/ m3

* Loose density 1.2 tonnes/ m3

Bucket Fill Factor

Fill factors on wheel loaders are affected by facwush as the bucket penetration,
breakout force, bucket profile and the type of ground engatgiaty, for example,
bucket teeth or bolt-on replaceable cutting edges. AppeBdigrovides a good
description of bucket filling based on material classittwwatvhich is used for the study.
From Table E- 1 it can be seen that the coal mineassitied as loose material with a
fractional size of 24 mm and over. For this study thedoditl factors for both the CAT
992 D and 992 G wheel loaders were estimated by the minelsgyedepartment at
80% for loading the CAT 776D coal haulers and 90% for loathiegCAT 777D OHT
and are accordingly simulated with the same values. |[d&der bucket fill factors for
the coal haulers are lower than the minimum 85%/Hr ¢lass of material to match the

actual payload and number of passes, this being seven.

9.4 Simulation Process

Cycle time data was gathered during a time study conductesdteonvhich was then
compared to machine performance standards as suggested bpill@atier loader
cycle time per pass, truck travel times (full & em@dby) the various haul courses (using
FPC program) and truck dumping times (dump body raise avel kimes). These were
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found to have close correlation. The time study waselwver hampered by adverse
mining conditions caused by a two week period of heavy raios far the study. As a
result the main machine performance standards as suggestaddopillar will be used
in the FPC, Arena and Talpac programs and also used ttruxinge Elbrond and
Machine Repair models. These variables common to theugamodels are as follows:

 Loading Time: The number of passes as observed duringnbleestudy is used
with the 776D OHT having a 7-pass match and the 777D trucks ha\iAgaas
match. The wheel loaders follow a single side loadinggs® for loading trucks.

*  Spotting time at the loaders and at the dumping pointsad.fi

 Dumping Time is fixed for all trucks at both tips situatedCaintral and South
Sections.

The remaining cycle components are calculated using ti@usgarycle time calculation

models, these components are waiting time at therigasrver and dump destination
server and travel time. The average travel time @otl empty) as calculated by FPC
and Talpac was used for the Elbrond, Winston and Arengrgms as they are not
programmed with this functionality for this case stugyC and Talpac calculated their

own travel times.

9.5 Machine Standards

9.5.1 Machine Availability and Utilization

Based on historical records and recommendations froraribaeering department the

machine availabilities and utilization values are a®fod!:

. All truck Availabilities 88%
. All loader Availabilities 85%
»  Utilisation (all machines) 95%

The indicated availability values are somewhat high atderenore to new machines
which is not the case for this fleet, but these aneenmbeless achievable with well
structured machine maintenance practices. The annual macbums kwere not

provided. This would have enabled a better understanditigedfigh utilization value.
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A good correlation between the two indicates a welhaged operation within a very

stable production environment.

9.5.2 Cycle Components

The loader bucket capacity for the CAT 992G and D WL isas&t0.4 m3. Table 9.1
indicates the load cycle components for the CAT 776D heaalers and CAT 777D

OHT. This is based on the loading fill factors and matelensity which will result in a
7-pass and 5-pass match for the CAT 776D coal haulers ahd/ZAD OHT.

Table 9.1 Load Cycle Components

Scenario 1 Scenario 2 Scenario 3
Machine f;| Cycle Units Truck | Loader || Truck | Loader | Truck [Loader
Variables 992G#2 992G#2 994D

0 i |77 L@y | 72%C | i Ling
Machine Number 1,2,....8 1 1,2,....9 1 1,2,...,9 1
Target Payload kg. 90 386 21 77 90386 21f 72 D229 30844
Actual Payload tonnes 87.7 17.54 90.21 15.25 21546 7830
Bucket/ Bowl Volume Loose- m3 51.6] 11.47 51.41 11.47 .109| 18.00
Fill Factor % - 95% - 95% - 95%
Loader Passes 5 - 6 - 7
Material
- Loose Density tonnes/ m3 1.7 - 1.4 - 1.4
- Bank Density tonnes/ m3 2.2 - 1.6 1.6 -
Cycle Time
Loader Cycle Time minutes - 0.60 - 0.65 - 0.7
First Bucket Dump minutes - 0.60 0.65] 0.70
Hauler Exchange Time minutes - 0.70 - 0.7¢} - 0.7p
Load with Exchange minutes - 3.70 4.65 - 5.70
Dump & Manoeuvre minutes - 2.5 2.5 - 2.5

The first bucket dump value in Table 9.1 indicates that theelWloader is waiting for

the truck to manoeuvre into position with its bucki¢dl and indicating where the truck

should stop to receive the first payload drop. The laisr value is, the lower the''l

pass time will be. This value only bears referenceh¢of" pass. The successive passes

last the average cycle time. For this study thedss is equal to the successive passes.

In determining the annual production potential for this flékg annual change in

haulage layout, which will influence the total cycle tinier the various fleet

combinations per section, needs to be considereddidggines were fixed at specific

positions at the start of the study and followed a fixeguence, progressively moving

up-dip as to utilise the natural gravitational drainageater.
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9.6 Haulage Definition

Figure 9.7 illustrates the various ramp combinations fothiee sections scheduled at a
constant rate within a specific inter-sectional rdtio a period of one year starting
February 2006. These inter-sectional ratios are shoviahie 9.2.

Table 9.2 Annual Production per Section

Section ROM Tonnes Production %
North 2739 769 26%
Central 4 786 857 46%
South 2918 425 28%
Total 10 445 051 100%

The various ramp combinations, illustrated in Figure 9.7uemice the fleet cycle
efficiency in that the different groupings have différenface distances, ramp distances
and main haul road distances, which are mined with afgpé#leet size. This specific
fleet size may or may not be able to handle theabégiload-and-haul conditions which
will influence the dragline efficiency. In reality duefficiency changes, due to the load-
and-haul system not being able to handle a specific grouwill cause the schedule to
deviate from plan. Also seen in Figure 9.7 is that, fer various months there are
combinations of ramp groupings with varying travel distandégse groupings that
involve the highest combined travel distances were seldct calculate the truck fleet
size that will reach the respective sectional torpershour requirement. In reality any
calculated fleet size will thus be able to handle tleximum production demand and
during periods where lower travel distances occur, betald&ceed the required target.
This study does not provide for events like accident damagegber than normal

delays caused by rains such as that which was experidnoed the time study.

9.6.1 Travel Distance

Table 9.3 shows the haulage profile breakdown for the wargections and section
ramps. It can be seen that the rolling resistancetiats4% for the in-face and ramp-to-
haulage roads which is higher than that of the maih faaas which is set at 3%. This
is due to the dynamic nature of the primary productioasaend the unavailability of
proper road building material causing the rolling resistatewebe higher which
negatively effects the travel times of trucks.
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Name 08 Dec  [06 Jan 08 Feb |06 Mar 06 Apr 06 Ma 06 Jun 06 Jul 06 Aug 06 Se 06 Oct 06 Mow |06 Dec  [07 Jan 07 Feb

NORTH
Morth_Ramp1_Strip1
Morth_Ramp1_5Strip2
Morth_Ramp1_Strip3
Morth_Ramp2_Strip1
Morth_Ramp2_Strip2
Morth_Ramp3_Strip1
Morth_Ramp3_Strip?2

CENTRAL
Central_Ramp1_Strip2
Central_Ramp1_Strip3
Central_Ramp2_Strip1
Central_Ramp2_Strip2
Central_Ramp2_Strip3
Central_Ramp3_Strip1
Central_Ramp3_Strip2
Central_Ramp4_Strip1
Central_Ramp4_Strip2

SOUTH
South_Ramp2_Strip2
South_Ramp?2_Strip3
South_Ramp3_Strip2
South_Ramp3_Strip3
South_Ram p4_Strip1
South_Ramp4_Strip2
South_Ramp4_Strip3
South_Ramp5_Strip1
South_Rampb_Strnip?2
South_Ramp5_Strip3
South_Ramp6_Strip1
South_Ramp6_Strip2
South_Ramp7_Strip1

. South Ramp7? Strip2

Figure 9.7 Production Schedule (Feb. 06 — Jan.’07)
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The travel distances are seen to be moderate f@@e¢h&ral and South sections with the
North (Rail) section seen to have long haul distanoere suited for the CAT 776D
coal haulers. It is for this reason that the CAT 776@l dmulers are predominantly

confined to the North (Rail) section.

Table 9.3 Haulage Profile Breakdown

Section Face to Ramp Ramp to Haulage Haulage to tip Total
Distance \| Grade % \| RR% Distance | Grade % \| RR % || Distance | Grade %| RR % Distance
[INorth
[[Ramp 1] 1050 5% 4% 800 9.5%) 4% 4100 0% 39 595/
||Ramp 2 40C 5% 4% 500 9.5% 4% 871¢ 0% 3% 961¢
[Ramp 3 Load from Stockpile 600 9.5% 4% 10000 0% 3% 10600
26165
[Central |
[[Ramp 1 200 5% 4% 400 9.5% 4% 200( 0% 39 260[)
IRamp 2 ||  35¢C 5% 4% 450 9.5% 4% 130C 0% 3% 210(
lIRamp 3|f  40cC 5% 4% 400 9.5% 4% 70C 0% 3% 150(
[Ramp 4 650 5% 4% 500 9.5% 4% 400 0% 39 155{)
7750
[South |
|Ramp 2 500 5% 4% 1000 9.5%) 4% 1000 0% 39 250[D
lIRamp 3 ||  45¢C 5% 4% 700 9.5% 4% 40C 0% 3% 155(
IRamp 4 ||  35¢C 5% 4% 700 9.5% 4% 40C 0% 3% 145(
|Ramp 5| 30c 50 4% 400 9.5% 4% 110C 0% 3% 180(
|Ramp 6 || 25c 50 4% 600 9.5% 4% 150( 0% 3% 235(
[Ramp 7 350 5% 4% 700 9.5% 4% 1904 0% 3% 2950
12600
Distance = Travel in metres (One Way)
Grade % = Grade Resistance %
RR % = Rolling Resistance %

9.6.2 Speed Restriction

The mine has a code of practice which limits the tr@psled of trucks as shown in
Table 9.4.

Table 9.4 Speed Restriction

Grade Resistance" Haul Distance (metres
v 450 | 600 | 900 | 1500
Speed Limit (km./hr.)
4% to 5% 50 50 50 50
6% to 8% 50 50 40 30
9% to 10% 40 40 30 20
>10% 30 20 20 10

These speed restrictions were used to program the FPTapat programs. The only
two haulage cycle time calculation methods that hiageability to calculate travel time,

which is used in this report, is FPC and Talpac. Fore¢hgaining models the average
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travel time of FPC and Talpac will be used to comptkédr respective calculations of
the total cycle time and is shown in Table F- 1 Optimasecstudy travel time. In this
table the travel times for the North section is seelpe almost double that of the Central
and South sections. It can also be seen that thevestifference between the FPC and

Talpac results is about 16%.

9.7 Operator Proficiency

For this study the operator proficiency for the truckagdrs and destinations are fixed
at 92% which is relatively high in terms of industraredards but is supported by the

results of the cycle time study conducted at the dasly site.

9.8 Calendar Hours Breakdown

The break down of the calendar hours for the FPC and filiteés EIA programs is

shown in Table 9.5.
Table 9.5 Calendar Breakdown (FPC and EIA)

Shift per Year Calculation
IT\]%\I.V Model FPC EIA Calculation [ % Difference
1 |Calendar Hours per Annum 8760 8760 -
2 |Min. Off Time Loss (5%) 438 438 (1) x 5%
3 |[Site Scheduled Hour 8322 8322 1) -(2 0%
4 | Truck Utilization 90% 90% -
5 | Shovel Utilization 90% 90% -
6 [Machine Scheduled Hour 6741 6741 A x (@) x(5 0%
7 | Truck Availability 88% 88% -
8 ||Loader Availability 85% 85% -
9 | Loader Availability Adjust - 81% (6)/ (3)
10 | Combined Machine Availability 75% 61% (7) x (8) x (9)
11 |Machine Operating Hours (SMU) 5042 4084 (6) x (10) 23%
12 | Operator Proficiency- Truck 92% 92% -
13 | Operator Proficiency- Shovel 92% 92% -
14 |Actual Production Hours 4268 3457 | (11)x(12) x (13 23%

From Table 9.5 the actual production hours for the EIA progaee seen to be 23%
lower compared to that of the FPC calculation metfide Loader Availability Adjust
value has no scientific proof but indirectly resemialesadjustment factor which tries to

incorporate the destination availability which lowers dystem availability. For this
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study the breakdown of the calendar hours will be bas¢beoRIA calculation method
(see Chapter 8).

9.9 Productivity Calculation (TPH)

9.9.1 Site Scheduled Hours Distribution

To calculate the tonnes per hour (TPH), the sitedcled hours per section per ramp
will be used to calculate the percentage of site scheéddars allocated to it. The site
scheduled hours per section is thus divided amongst thmusaiamps. The tonnes per

annum per section per ramp are shown in Table 9.6.

Table 9.6 Site Hours Distribution (Tonnes per Annum peArea)

Section Site Schedule Hrs Tonnes per Annum
Planned
North
Ramp 1 3177 1 046 093
Ramp 2 2951 971 373
Ramp 3 2194 722 303
Sub-Total 8322 2 739 769
Central
Ramp 1 1040 598 357
Ramp 2 1820 1047 125
Ramp 3 2081 1196714
Ramp 4 3381 1 944 661
Sub-Total 8322 4 786 857
South
Ramp 2 1891 663 278
Ramp < 170z 596 95!
Ramp 4 1324 464 295
Ramp 5 1135 397 967
Ramp 6 946 331 639
Ramp 7 1324 464 295
Sub-Total 8322 2 918 425
Total 8322 10 445 051
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9.10Cycle Time Breakdown

The cycle time breakdown for the Elbrond model is showiigure 9.8 and the results

for the FPC, Talpac, Arena and Winston Models are showippendix G. Several

observations are made from these figures as follows:

* The loading, spotting and dumping times are equal fo7#&® coal haulers and

777D OHT respectively.

* The travel times for the Talpac program are higher thahof FPC and the other
model travel times are equal to the average travelstioiehe FPC and Talpac

programs.

* The Elbrond model does not report any waiting time ferabal haulers compared

to the other models that report varying degrees of wdiing at the loading units.

* The Talpac program reports, in general, the highest le¥elsiting time and total

cycle time for both truck types.

*  The South Section reports minimal levels of waitimgetby all the models and this

is explained by its independence from the North and CergrioBs.

In Table 9.7 the TPH simulation results for the varioaglels are shown.

Table 9.7 Tonnes per Hour Results

TPH TPH Required
Model Section TPH  (Total) || TPH (Difference)
776D | 777D| 776D| 777D
North 891 - 793 -
Elbrond Centra 152¢ 138E 3436 415
South - 1020 - 844
North 848 - 793 -
FPC Centra 142¢ 138t 3232 210
South - 958 - 844
North 900 - 793 -
Winston Centra 1413 138t 3203 181
South - 890 - 844
North 892 - 793 -
Arena Centra 1392 138t 3173 151
South - 890 - 844
North 843 - 793 -
Talpac Central 1463 1385 3196 174
South 890 844
[TPH Required I 3022 |
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Figure 9.8 Cycle time breakdown results for Optimum usg the Elbrond Model
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Table 9.7 depicts the TPH results for the various modéls.simulated excess capacity
amounts to between one and two truck loads per hour fovattieus models. These
results are quite close to the desired TPH requirenrentiew of the numerous

unforeseen events that can lead to the loss of thisgxce

The results show discrete tonnes per hour valuesoas of the models have the
capability to report a spread of values. For this casey shel Excel® based @Risk®
program was not available to assist the Elbrond, FRIC/dinston models in generating
cycle time results spreads. In reality there willebspread of results as discussed in
Section 7.1 which can be used to qualify and compare individodel results.

9.11 Simulated Truck Requirement

In Table 9.8 the individual truck requirements to reach tisgekk production target are
shown. All of the models calculate production (or tanper hour) based upon a fixed
number of trucks within a specified load-and-haul system. rElggiired number of
trucks to reach a production requirement was progressivelgased for the respective
load areas to reach the tonnes per hour level as sholiable 9.7

Table 9.8 Simulated Truck Requirement

Truck Type Total Truck No.
Model Section
776D 777D 776D 777D

North 6 -

Elbrond Central - 5 6 9
South - 4
North 6 -

FPC Central - 6 6 10
South - 4
North 6 -

Winston Central - 5 6 9
South - 4
North 6 -

Arena Central - 5 6 9
South - 4
North 7 -

Talpac Central - 6 7 10
South - 4
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Table 9.8 shows that the Arena and Winston models, whiehbath based upon
exponential cycle variable distributions, yield the sdaraek requirements and so does
the Elbrond model. Although the Elbrond model yields thenes result, its TPH
difference is approximately twice that of all the otimodels. This can directly be
attributed to it reporting a zero waiting time for tleakhaulers at the loaders. FPC and
Talpac reports, relative to the other results, an ésick required for the central section
with Talpac requiring an extra coal hauler for the N&#ction.

9.12 Discussion of Simulation Results for Optimum Colliery

The various cycle time calculation models yielded tb&mn unique results. In general,
with the main cycle time variables like travel timleading time and dumping time
fixed, the difference in results will occur due to the ulyieg probability distributions
of the individual cycle time components. This simulatshiowed that the Arena model
with exponential distributions fitted to the cycle &momponents yielded similar results
to the Winston model. The Elbrond and FPC models, whiamoddave a user specified
distribution model and can be described as field modelsdedelsimilar results
compared to that of Arena and Winston. Travel time wiicghcomponent of cycle time
(one of the three main production factors) showed to alaytal role in the simulated
results. The FPC and Talpac models are the only two Imed in-built cycle travel
time functionality for this case study. The FPC tiawme (full and empty) is on
average 15% lower compared to Talpac and as a result ckdpsietrucks to meet the
production target. The results from this Optimum Mine cisdy showed that there are
differences in the production results by selecting aquéetr model but that the relative
difference in the truck fleet requirement is actuallytesmall. In general, it might be
wise to use three or more cycle time simulation n®delcalculate and estimate fleet

Size requirements.

Subsequent to the study, the Optimum colliery decided to mectvao extra CAT

777D OHT trucks which brought the total 777D fleet to 6. They discided not to

supplement the coal hauler fleet due to a change in tinda ISection mining strategy.
This decision was supported by a road improvement strategyg osbile crushers to
provide sound underfoot conditions. This improvement wdllein a reduction of the
rolling resistance and travel time and thus total cyctee and the number of coal
haulers required.
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10 CONCLUSION

The three main production factors of a load-and-haulesysnamely payload, cycle
time and operator proficiency are inter-related. Th@seluction factors are important
because they represent the three main components ddadand-haul system i.e. the
machines, the production area and the operators.

The different cycle time -calculation methods eachvehdaheir own underlying
assumptions regarding these production factors and asila eash yields their own
unique solution for a specific system. These assumptiansbe based on the overall
nature of truck inter-arrival times and server servioees$ at the various servers (the
loader or dumping destinations) as with the Winston meraexponential model

(Machine Repair Model) or the calculations can follopueely stochastic method.

The Talpac and Arena models use a Monte Carlo (stbchapproach. Talpac can be
programmed with the five core cycle time variables: t¢ugk travel time (2) truck
dumping time (3) truck availability (4) loader cycle timaldB) loader bucket capacity.
Arena can be programmed with probability distributiongedi to all cycle time

components.

The second type of cycle calculation method is basedfletth observations and can
either be iterative such as Elbrond’s Model or it bame fixed scaling factors such as
FPC'’s fleet match and bunching correction factor.

Any particular cycle time variable can assume any pdatigprobability function. The
Chi Square goodness of fit test can serve to rank theugaprobability distribution
models in determining the “best fit” but has its own latidns. Where more than one
probability model yields tolerable results, the standardreof estimate can further
serve to rank these models and is similar to the stardizviation that measures the
variation around a mean value. The results of obtaired the VIMS data from the
Orapa open pit diamond mine failed to associate indivitluak data with specific
loaders and as such can be seen as controversial. hodidver, indicate that in
selecting any particular probability distribution to représa cycle time variable there
will be an initial error due to a lack of sufficient ddor instance. The Orapa case study
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further indicated that in time the main cycle time poments vary between the different
probability distributions. The precise reasons as to Wisyltappens and the tendency or
frequency of these changes are not known. The migrabemveen probability
distributions will most probably be site specific aruig relate to factors like the
common use of trucks between production areas (diffenamerial characteristics and
course profiles) and sub-optimal fleet compositions kramd loading unit miss match)
and might warrant further research. The conclusiodarisom the Orapa study is that in
selecting any probability distribution or cycle timeatdhtion model there will be an
initial error, but due to this migration of cycle timariables the average error in

selecting any distribution or model will be almost sagne.

The degree of variation around the mean of the maire ¢yok variables for the Virtual
Mine using @Risk’s® sensitivity analysis indicates tihet values above and below the
average are relatively equal. This result statesttigarisk in calculating the average
cycle time or productivity by using the Elbrond, FPC aNthston models will be
balanced. The reason behind why this was examined is bealube models only
report discrete values. The Elbrond and Winston modelsawever spreadsheet based
models and as such can be integrated with the @Risk progracalculate the
distributions of these results and to produce statisfiescriptions such as cumulative

distribution functions and Tornado graphs.

The Optimum Colliery case study involved estimatingttbek requirement for a bench
striping coal mine operation using draglines. The estimatwenlved the various cycle
time calculation methods which each yielded their own unpyeeluction result. The
truck estimation results showed a close correlatidh tine exception of Talpac model
that required a slightly higher truck number due to itserapeed calculation method
that yield higher travel times.

This study showed that waiting time as a cycle timeabdgi is a very natural
component for a load-and-haul system and its inclusiontal in completing the total
cycle time calculation. Estimating cycle time is imjmt as it estimates production

which is necessary to estimate product revenue and cashflow
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Appendix A: Loads per shift for the Virtual Mine

Figure A- 1 Loads per Shift for Virtual Mine using FPC
Figure A- 2 Loads per Shift for Virtual Mine using Winston
Figure A- 3 Loads per Shift for Virtual Mine using Talpac
Figure A- 4 Loads per Shift for Virtual Mine using Arena
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Figure A- 1 Loads per Shift for Virtual Mine using FPC®
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Figure A- 2 Loads per Shift for Virtual Mine using Winston

-104 -




MODEL (TALPAC): SINGLE SIDE LOADING
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Figure A- 3 Loads per Shift for Virtual Mine using Talpac®
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MODEL (Arena): SINGLE SIDE LOADING
Total Loads per Shift (1 Server, N Trucks, 1 Destination)
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Figure A- 4 Loads per Shift for Virtual Mine using Arena
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Appendix B: Results of Sensitivity using @Risk®

EPC- Regression Sensitivity:
Half Cycle Haul Distance = 1580 m.
4 Trucks in Fleet
Avg. Loader Service = 3.0 min.
Load Time
Travel Full
Travel Empty
Dumping Time
Shift Minutes
Spot at Loader
Spot before Dumping
Truck Payload
1
Std Coefficients
EPC- Regression Sensitivity:
Half Cycle Haul Distance = 1580 m.
4 Trucks in Fleet
Avg. Loader Service = 4.0 min.
Load Time -0.778
Travel Full
Travel Empty
Shift Minutes 0.177
Dumping Time
Spot at Loader
Spot before Dumping
Shift Min/O735 |
-1 0.5 1
Std Coefficients
Hamﬁﬁgm
4 Trucks in Fleet
Avg. Loader Service = 5.0 min.
Load Time-0.
Travel Full
Travel Empty
Shift Minutes
Dumping Time
Spot at Loader
Spot before Dumping
Truck Payload |
-1 -0.5 0 0.5 1
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Figure B- 1 Sensitivity Analysis Results for Virtual Mine using FPC Model
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Winston- Regression Sensitivity:
Half Cycle Haul Distance = 1580 m.
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Figure B- 2 Sensitivity Analysis Results for Virtual Mine using Winston Model
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Appendix C: Cashflow Results for the Virtual Mine

Figure C- 1 Cashflow Difference Results of FPC vs. Arendhe Virtual Mine p.110
Figure C- 2 Cashflow Difference Results of Winston venar for the Virtual Mine p.111
Figure C- 3 Cashflow Difference Results of Talpac vsnar®r the Virtual Mine p.112
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Figure C- 1 Cashflow Difference Results of FPC vs. A&na for the Virtual Mine
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CASHFLOW DIFF. PER ANNUM (1 Server, N Trucks, 1 Des tination)
DIFF. (WINSTON @ ARENA): SINGLE SIDE LOADING
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Figure C- 2 Cashflow Difference Results of Winston vé#rena for the Virtual Mine
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CASHFLOW DIFF. PER ANNUM (1 Server, N Trucks, 1 Des tination)
DIFF. (TALPAC @ ARENA): SINGLE SIDE LOADING
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Figure C- 3 Cashflow Difference Results of Talpac vérena for the Virtual Mine
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Appendix D: Material Densities

(Caterpillar Performance Handbook, 2004)

Table D- 1 Material Densities

. Loose | Bank

Material Type kg/m® Load Factor
Basalt 1960 2970 0.67
Bauxite, Kaolin 1420 1900 0.75
Caliche 1250 2260 0.55
Carnotite, uranium ore 1630 2200 0.74
Cinders 560 860 0.66
Clay — Natural bed 1660 2020 0.82
Dry 1480 1840 0.81
Wet 1660 2080 0.8
Clay & gravel — Dry 1420 1660 0.85
Wet 1540 1840 0.85
Coal — Anthracite, Raw 1190 1600 0.74
Washed 1100 1200 0.74
Coal — Ash, Bituminous Coal 530-65( 590-89) 0.93
Coal — Bituminous, Raw 950 1280 0.74
Decomposed rock—
75% Rock, 25% Earth 1960 2790 0.7
50% Rock, 50% Earth 1720 2280 0.75
25% Rock, 75% Earth 1570 1960 0.8
Earth — Dry packed 1510 1900 0.8
\Wet excavated 1600 2020 0.79
Loam 1250 1540 0.81
Granite Broken 1660 2730 0.61
Gravel — Pitrun 1930 2170 0.89
Dry 1510 1690 0.89
Dry 6-50 mm (1/4"-2") 1690 1900 0.89
Wet 6-50 mm (1/4"-2") 2020 2260 0.89
Gypsum— Broken 1810 3170 0.57
Crushed 1600 2790 0.57
Hematite iron ore, high grad 1810-2450) 2130-2900 0.85
Limestone— Broken 1540 2610 0.59
Crushed 1540 — —
Magnetite jron ore 2790 3260 0.85
Pyrite,iron ore 2580 3030 0.85
Sand— Dry, loost¢ 1420 1600 0.89
Damp 1690 1900 0.89
Wet 1840 2080 0.89
Sand & clay— Loose 1600 2020 0.79
Sand & gravel— Dry 1720 1930 0.89
Wet 2020 2230 0.91
Sandstone 1510 2520 0.6
Shale 1250 1660 0.75
Slag— Broken 1750 2940 0.6
Stone— Crushed 1600 2670 0.6
Taconite 1630-190Q 2360-2700 0.58
Top Soil 950 1370 0.7
Taprock — Broken 1750 2610 0.67
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Appendix E: Bucket Fill Factors
(Caterpillar Performance Handbook, 2004)

Table E- 1 Bucket Fill Factors

Material Type Minimum Maximum
Loose Material

Mixed Moist Aggregates 95% 100%
Uniform Aggregates up to 3 mm 95% 100%
3 mm-9 mm 90% 95%
12 mm-20 mm 85% 90%
24 mm and over 85% 90%
Blasted Rock

Well Blasted 80% 95%
Average Blasted 75% 90%
Poorly Blasted 60% 75%
Other

Rock Dirt Mixtures 100% 120%
Moist Loam 100% 110%
Soll, Boulders, Roots 80% 100%
Cemented Materials 85% 95%
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Appendix F: Travel Times in Optimum Colliery Case

Study
Table F- 1 Optimum case study travel time (in minutes)
FPC
Section (Ramp) Travel Empty || Travel Full || Total Travel Travel Time Diff with Talpac
776D | 777D| 77600 777 776D 777p 776D | 777D
North
North (Ramp 1) 9.25 - 2147 -] 31412 - -7.55 -
North (Ramp 2) 13.44 - 2431  -[ 3765 -9.09 -
North (Ramp 3) 14.14 - 25491 - 39.17 A -8.92 -
Central
Central (Ramp 1) - 4.85 - 7.7B -| 1268 - -1.66
Central (Ramp 2) - 4.26 - 7.6 -|  11.83 - -1.78
Central (Ramp 3) - 3.53 - 6.1 -1 10.p3 - -1.76
Central (Ramp 4) - 3.6 - 7.8p -l 11.48 - -1.82
South
South (Ramp 2) - 4.91 -l 1186 -] 1617 - -1.87
South (Ramp 3) - 3.64 -l 83 -] 11b9 - -1.77
South (Ramp 4) - 35 -] 790 -] 1147 - -1.73
South (Ramp 5) - 3.84 - 6.8 -l 10.J7 - -1.72
South (Ramp 6) - 4.61 - 8.4B -] 13.p9 - -1.73
South (Ramp 7) - 5.36 -| 1006 - 15Mm2 - -1.78
North
North (Ramp 1) 10.1 - 2849 -[ 38.67 7.55 -
North (Ramp 2) 14.49 - 3245 - 4674 9.09 -
North (Ramp 3) 14.8] - 3342 - 48.09 8.92 -
Central
Central (Ramp 1) - 5.86 - 8.38 -l 14.p4 - 1.66
Central (Ramp 2) - 5.3 - 8.38 -l 131 - 1.78
Central (Ramp 3) - 4.6 - 7.3p -1 11.p9 - 1.76
Central (Ramp 4) - 4.64 - 8.6]L - 13“3 - 1.82
South
South (Ramp 2) - 5.99 -l 1206 -] 18p4 - 1.87
South (Ramp 3) - 4.71 - 9.0L -] 13.f6 - 1.77
South (Ramp 4) - 4.62 - 8.58 - 13)2 - 1.73
South (Ramp 5) - 4.94 - 7.5b -] 12.49 - 1.72
South (Ramp 6) - 5.65 - 9.1y -l 1482 - 1.73
South (Ramp 7) - 6.47 -| 1048 - 172 - 1.78
Average Travel Time (FPC & Talpac) Travel Time %Diff with Talpac & FPC
North
North (Ramp 1) 9.72 - 2518 -] 3490 12% -
North (Ramp 2) 13.9] - 2843 -[ 42.p0 12% -
North (Ramp 3) 14.5] - 29.32 -[ 43863 11% -
Central
Central (Ramp 1) - 5.36 - 8.0b -] 13ha - 7%
Central (Ramp 2) - 4.8( - 8.0B -l 1282 - 7%
Central (Ramp 3) - 4.07 - 7.0b - 11411 - 9%
Central (Ramp 4) - 4.16 - 8.24 -| 1289 - 8%
South
South (Ramp 2) - 5.49 -| 1146 | 17ji1 - 6%
South (Ramp 3) - 4.27 - 8.6p -] 12.88 - 7%
South (Ramp 4) - 4.09 - 8.2b -l 12.B4 - 8%
South (Ramp 5) - 4.47 - 7.2p -] 1183 - 8%
South (Ramp 6) - 5.1 - 8.88 -] 13.96 - 7%
South (Ramp 7) - 5.84 -| 1042 | 161 - 6%
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Appendix G: Cycle Time Results for the Optimum Coliery Case
Study

Figure G- 1 Cycle time breakdown results for Optimum usih@ Model p.117
Figure G- 2 Cycle time breakdown results for Optimum usiaigpdc Model p.118
Figure G- 3 Cycle time breakdown results for Optimum usirena Model p.119
Figure G- 4 Cycle time breakdown results for Optimum usinmgstén Model p.120
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