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Abstract

Let S be an in�nite discrete semigroup and �S the Stone-�Cech compact-
i�cation of S. The operation of S naturally extends to �S and makes �S
a compact right topological semigroup with S contained in the topolog-
ical center of �S. The aim of this thesis is to present the following new
results.

1. If S embeddable in a group, then �S contains 22
jSj

pairwise incom-
parable semiprincipal closed two-sided ideals.

2. Let S be an in�nite cancellative semigroup of cardinality � and
U(S) the set of uniform ultra�lters on S. If � > !, then there is a
closed left ideal decomposition of U(S) such that the correspond-
ing quotient space is homeomorphic to U(�). If � = !, then for
any connected compact metric space X, there is a closed left ideal
decomposition of U(S) with the quotient space homeomorphic to
X.

v



Introduction

The operation of a discrete semigroup S naturally extends to the Stone-
�Cech compacti�cation �S of S making �S a compact right topological
semigroup with S contained in its topological center. That is, for each
a 2 S, the left translation

�S 3 x 7! ax 2 �S

is continuous, and for each q 2 �S, the right translation

�S 3 x 7! xq 2 �S

is continuous.
We take the points of �S to be the ultra�lters on S, the principal ul-
tra�lters being identi�ed with the points of S. The topology of �S is
generated by taking as a base the subsets

A = fp 2 �S : A 2 pg

where A � S. For p; q 2 �S, the ultra�lter pq has a base consisting of
subsets of the form [

x2A

xBx

where A 2 p and Bx 2 q.
The fact that the operation of S can be extended to �S was implicitly
established by M. Day [12] using multiplication of the second conjugate
of a Banach algebra, in this case `1(S), �rst introduced by R. Aren [24]
for arbitrary Banach algebras. P. Civin and B. Yood [23] explicitly stated
that if S is a group, then the above operation produced an operation on
�S, viewed as a subspace of that second dual. R. Ellis [26] carried out
the extension in �S viewed as the space of ultra�lters, again assuming
that S is a group.
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Algebraic properties of �S have been a useful tool in Ramsey Theory.
The �rst example of such an application was provided by Hindman's
Theorem, known also as the Finite Sum Theorem. It says that when-
ever N is �nitely colored, there is a sequence (xn)

1
n=1 with monochrome

FS((xn)
1
n=1). Here

FS((xn)
1
n=1) := f

X
n2F

xn : F is a �nite nonempty subset of Ng:

The original proof of this theorem was one of enormous complexity [17].
In 1975, F. Galvin and S. Glazer came up with a very simple proof based
on the fact that �N has an idempotent (see [19], Section 4.2).
The semigroup �S also has important applications to topological dynam-
ics and to topological groups (see books [19] and [37]).
As any compact Hausdor� right topological semigroup, �S has idempo-
tents ([10] and [25]) and the smallest two-sided ideal K(�S) which is a
disjoint union of minimal right ideals and a disjoint union of minimal left
ideals. The intersection of a minimal right ideal and a minimal left ideal
is a group and all these groups are isomorphic. The precise description of
K(�S) is given by the Rees-Suschkewitsch Theorem (see [19], Theorem
1.64 or [37], Theorem 6.23).
It has long been known that the semigroup �N has 22

!

minimal left ideals
(C. Chou [1] or [2]), 22

!

minimal right ideals (J. Baker and P. Miles [11]),
and the structure group of �N contains copies of the free group on 22

!

generators (N. Hindman and J. Pym [18]). Later on these results have
been extended by showing that for every in�nite cancellative semigroup
S, �S has 22

jSj
minimal left ideals (N. Hindman and D. Strauss [19], The-

orem 6.42), and for every in�nite Abelian group G, �G has 22
jGj

minimal
right ideals (Y. Zelenyuk [34]) and the structure group of K(�G) con-

tains copies of the free group on 22
jGj

generators (S. Ferri, N. Hindman,
and D. Strauss [28]; Y. Zelenyuk and Yu. Zelenyuk [35]).
I. Protasov and O. Protasova [6] raised a problem of counting closed two-
sided ideals of �S and showed that for every in�nite Abelian group G,
�G contains 22

jGj
closed two-sided ideals. M. Filali, E. Lutsenko, and

I. Protasov [13] extended this result to an arbitrary countably in�nite
group. However, the question whether this is true for all in�nite groups
remained open.
The above-mentioned result about the number of minimal left ideals of
�S, where S is a cancellative semigroup, is a consequence of the following
stronger theorem: for every in�nite cancellative semigroup S of cardinal-
ity �, the ideal U(S) consisting of all the uniform ultra�lters on S can
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be decomposed into 22
�

left ideals of �S (E. van Douwen, published in
[3]). Relatively recently, this theorem has been strengthened by showing
that U(S) can be decomposed into 22

�

closed left ideals of �S. First this
was done in the case where � is a regular cardinal by I. Protasov [7] and
then for all � by M. Filali and P. Salmi [14]. The proof was complicated,
based on balleans and slowly oscillating functions. Another direct proof
was given by Y. Zelenyuk [39]. The fact that there exist decompositions
of U(S) into closed left ideals of �S raised the question of what the quo-
tient spaces of U(S) corresponding to such decompositions are.
The aim of this thesis is to present two new results.

1. For every in�nite semigroup S embeddable in a group, �S contains
22

jSj
pairwise incomparable semiprincipal closed two-sided ideals

[29]. In particular, for every in�nite group G, �G contains 22
jGj

closed two-sided ideals. This extends signi�cantly the results from
[6] and [13].

2. Let S be an in�nite cancellative semigroup of cardinality �. If
� > !, then there is a closed left ideal decomposition of U(S) such
that the corresponding quotient space is homeomorphic to U(�).
If � = !, then for any connected compact metric space X, there is
a closed left ideal decomposition of U(S) with the quotient space
homeomorphic to X. This is an interesting complement to the
results from [7], [14], and [39].

The results (1) and (2) are published in [29] and [30], respectively.
This thesis is organized as follows.
Chapters 1 through 3 have a preliminary character containing the def-
initions and results that will be needed in chapters 4 and 5. There we
discuss compact right topological semigroups, ultra�lters, extending the
operation from S to �S, and other things. In Chapter 4 we present result
(1), and in Chapter 5 result (2).
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Chapter 1

Background

1.1 Semigroups

We recall in this section the basic concepts of semigroups and ideals
that will be needed to introduce the algebraic structure of Stone-�Cech
compacti�cations and their properties. The highlight of this section is the
so-called Structure Theorem or the Rees-Suschkewitsch Theorem. Most
of these concepts reviewed below are taken from [19].

De�nition 1.1.1 Let S be a nonempty set. We say that there exists a
(closed) binary operation in S if there exists an application

� : S � S 3 (x; y) 7! x � y 2 S:

We have the following axioms.

1. The operation � is associative if all x; y; z 2 S satisfy the follow-
ing condition:

x � (y � z) = (x � y) � z:

2. The operation � is commutative if all x; y 2 S satisfy the follow-
ing condition:

x � y = y � x:

3. If S endowed with the operation � satis�es axiom (1), we say that
S is a semigroup. If S satis�es also axiom (2), the semigroup S
is said to be commutative (or Abelian).
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4. A nonempty set T is a subsemigroup of the semigroup S if and
only if T � S and T is a semigroup under the restriction of the
operation � to T .

We denote the set S endowed with the operation � by a pair (S; �), or
simply by S, if there is no risk of confusion and we say (S; �) forms
an algebraic structure. We will often denote x � y by the multiplicative
notation x � y, or simply xy. If the structure is commutative, we will use
the additive notation x+ y.

De�nition 1.1.2 Let A be a nonempty set.

1. The free semigroup on the alphabet A is the set

S = ff : f is a function and range(f) � A and there is some

n 2 N such that domain(f) = f0; 1; : : : ; n� 1gg :

2. Given f and g in S, the operation f a g is called concatenation
and is de�ned as follows. Assume

domain(f) = f0; 1; : : : ; n� 1g and domain(g) = f0; 1; : : : ;m� 1g:

Then
domain(f a g) = f0; 1; : : : ;m+ n� 1g

and given i 2 f0; 1; : : : ;m+ n� 1g,

f a g =

�
f(i) if i < n
g(i� n) if i � n:

The free semigroup with identity on the alphabet A is S [
f?g where S is the free semigroup on the alphabet A. Given f 2
S [ f?g one de�nes f a ? = ? a f = f .

3. The elements of a free semigroup are called words and written by
listing the values of the function in order. The length of a word is
n where the domain of the word is f0; 1; : : : ; n� 1g (and the length
of ? is 0).

De�nition 1.1.3 Let (S; �) be a semigroup. Let e 2 S.

1. The element e is a left identity of S if for all x 2 S, we have
e � x = x.
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2. The element e is a right identity of S if for all x 2 S, we have
x � e = x .

3. The element e is a two-sided identity, or simply an identity, of
S if and only if it is both a left identity and a right identity of S.

A semigroup (S; �) containing an element e 2 S and satisfying condition
(3) is then called a monoid.

Notice that if (S; �) is a semigroup, then there exists a monoid (M; �),
with e the identity, such that S = M n feg and for all x; y 2 M n feg,
x � y = x � y, x � e = x, and e � x = x. So, there is a slight di�erence
between a semigroup and a monoid.

De�nition 1.1.4 Let (S; �) be a semigroup.

1. If e is an identity of S and x 2 S, an element y of S is called a
left e-inverse of x if y � x = e.

2. If e is an identity of S and x 2 S, an element y of S is called a
right e-inverse of x if x � y = e.

3. If e is an identity of S and x 2 S, an element y of S is called a
e-inverse, or simply an inverse, of x if it is both a left e-inverse
and a right e-inverse of x in S.

The inverse of x will be denoted by x�1 when using the multiplicative
notation, and by �x when using the additive notation.

De�nition 1.1.5 Let (S; �) be a semigroup.

1. An element x 2 S is right cancelable if and only if, for all y; z 2
S,

y � x = z � x implies y = z:

2. An element x 2 S is left cancelable if and only if, for all y; z 2 S,

x � y = x � z implies y = z:

3. An element is cancelable if and only if it is both right cancelable
and left cancelable.
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4. S is right cancellative if and only if every element of S is right
cancelable.

5. S is left cancellative if and only if every element of S is left
cancelable.

6. S is cancellative if and only if S is both left cancellative and right
cancellative.

A monoid M is not cancellative in general. Nevertheless, if an element a
has an inverse a�1, then a is cancelable.

De�nition 1.1.6 Let (S; �) be a semigroup.

1. The pair (S; �) is a group if it is a cancellative monoid.

2. (T; �) is called a subgroup of (S; �) if and only if T � S and (T; �)
is a group where � is the restriction of � to T .

In the following, a semigroup will be frequently denoted by S and a group
by G.

De�nition 1.1.7 Let (S; �) be a semigroup.

1. An element e of S is called an idempotent if e � e = e.

2. The set of all idempotents in S is denoted by E(S).

3. Let e 2 E(S). Then

H(e) =
[
fG : G is a subgroup of S and e 2 Gg:

Lemma 1.1.1 Let G be a group with identity e. Then E(G) = feg.

Proof. Let f 2 E(G). Then ff = f = fe. Thus, f = e by multiplying
on the left by the inverse of f . So, for any f 2 E(G), f = e. That is,
E(G) = feg. �

Theorem 1.1.1 Let S be a semigroup and let e 2 E(S). Then H(e) is
the largest subgroup of S with e as identity.
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Proof. See Proof of Theorem 1.18 in [19]. �

De�nition 1.1.8 Let S be a semigroup and let e 2 E(S). The group
H(e) is called a maximal group of S.

De�nition 1.1.9 Let (S; �) be a semigroup. Let z 2 S.

1. The element z is called a left zero of S if for all x 2 S, we have
z � x = z.

2. The element z is called a right zero of S if for all x 2 S, we have
x � z = z.

3. The element z is called a zero of S if and only if it is both a left
zero and a right zero of S.

A semigroup (S; �) satisfying condition (1) (respectively, condition (2),
and condition (3)) is called left zero semigroup (respectively, right
zero semigroup, and zero semigroup).

Recall that a zero, if it exists, is unique since, if z1 and z2 are two zeros,
then z1 = z1 � z2 = z2.

There are many relationships between di�erent semigroups' structures.

De�nition 1.1.10 Let (S; �) and (T; �) be two semigroups.

1. A homomorphism from S to T is a function ' : S ! T such
that '(x � y) = '(x) � '(y) for all x; y 2 S.

2. An isomorphism from S to T is a homomorphism from S to T
which is both one-to-one and onto T .

3. The semigroups (S; �) and (T; �) are said to be isomorphic and,
written S t T , if and only if there exists an isomorphism from S
to T .

Each monoid is also a semigroup. Given a monoid G, it has a semigroup
structure which is the underlying semigroup of G. Given two monoids
(M; �) with identity e and (M 0; �) with identity e0, a homomorphism from
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M to M 0 is a homomorphism ' between the underlying semigroups such
that '(e) = e0. A homomorphism between a monoid and a group is a
homomorphism of monoids since a group is cancellative. So a homo-
morphism of groups is a homomorphism of underlying monoids, where
'(x�1) = '(x)�1.

Example 1.1.1 1. (N;+) is an Abelian semigroup and (N; �) is an
Abelian monoid with 1 as the identity, where N is the set f1; 2; 3; : : :g
of positive integers.

2. Let ! be the set N [ f0g = f0; 1; 2; : : :g of nonnegative integers.
(!;+) and (!; �) are Abelian monoids with the identities 0 and 1
respectively.

3. The set Cn de�ned as follows:

Cn = fe = a0; a = a1; a2; : : : ; an�1g;

with the operation de�ned by

ai � aj = ai+j (mod n);

is a group called the cyclic group of n elements. The in�nite cyclic
group is (Z;+).

4. Given a set X with jXj > 1. Then, (XX ; �) is a noncommutative
monoid, where XX is the set of all functions from X to X and �
represents the natural composition of functions, with the identity
function as the identity element. The bijective functions in XX

form a group. An element g of XX is an idempotent if and only
if the set of �xed points of g equals the range of g. The identity
function of X and constant functions on X are typical examples of
idempotents in (XX ; �).

De�nition 1.1.11 Let (G; �) be a group. Recall that a subset H � G
is a subgroup of G if H, endowed with the restriction of � to H, is a
group. Equivalently, H is a subgroup of G if and only if H is nonempty
and h1 � h

�1
2 2 H for all h1; h2 2 H.

Let us recall that a binary relation R between two sets A and B is a
subset R of A � B and, for all a 2 A and b 2 B, we write aRb if
(a; b) 2 R.
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De�nition 1.1.12 An equivalence relation on a set X is a binary
relation R that satis�es the following conditions:

1. reexivity: for all x 2 X, xRx;

2. symmetry: for all x; y 2 X, if xRy, then yRx;

3. transitivity: for all x; y; z 2 X, if xRy and yRz, then xRz.

The equivalence class of an element x 2 X is a subset of X denoted
by [x] and de�ned by

[x] = fy 2 X : yRxg:

The quotient set of X by the equivalence relation R, denoted by X=R,
is the set of all the equivalence classes of X by R.

We recall the following properties, for all x; y 2 X, [x] = [y] if and only
if y 2 [x] and if [x] 6= [y], then [x] \ [y] = ;.

Let G be a group and H � G a subgroup. One can de�ne an equivalence
relation on G with [g] = gH with the following properties:

1. hH = H if and only if h 2 H;

2. If h1H 6= h2H, then h1H \ h2H = ;;

3.
[
g2G

gH = G.

Hence we obtain a quotient set of G, denoted by G=H, from the equiv-
alence relation with respect to H. This quotient will be a group (called
the quotient group) if the equivalence classes are all normal making the
canonical projection of G on G=H a typical example of a (surjective)
homomorphism. Recall that a subgroup H of G is normal if for every
g 2 G, gH = Hg.
Let (G; �) be a group and X a set. We say that G acts on X, if there
exists an application

G�X 3 (x; g) 7! x � g 2 X;

such that
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1. (g � h) � x = g � (h � x), for all x 2 X and g; h 2 G;

2. e � x = x, for all x 2 X.

Obviously, any group acts on itself. The set Ox = fg � x : g 2 Gg is
called the orbit of the element x 2 X. The relation on the elements of
X de�ned by

x � y if and only if x 2 Oy

is an equivalence relation on X. The quotient set denoted by X=G con-
sists of all the orbits of X.

De�nition 1.1.13 1. Let I be an in�nite set of indices and consider
an indexed family of semigroups (Si; �i)i2I . The direct product

of these semigroups is the semigroup S =
O
i2I

Si, where

O
i2I

Si = f(xi)i2I : xi 2 Si; for all i 2 Ig;

endowed with the operation � de�ned by

(x � y)i = xi �i yi;

for all x; y 2 S.

2. The direct sum of a family of semigroups (Si; �i), where each Si
has a two-sided identity ei, is the subsemigroup of the direct product,
given by the following setM

i2I

Si = f(xi)i2I 2
O
i2I

Si : fi 2 I : xi 6= eig is �nite g:

Let us recall that if G is a group and S a subset of G, then the intersection
of all the subgroups of G containing S is also a subsgroup of G. This
subgroup is the smallest subgroup of G containing S. It is called the
subgroup generated by S and denoted by hSi or hx1; x2; : : : ; xni if S =
fx1; x2; : : : ; xng.

De�nition 1.1.14 (See [19]) Let S be the free semigroup with identity
on the alphabet A and let

G = fg 2 S : there do not exist t; t+ 1 2 domain(g); a 2 A and

i 2 f1;�1g for which g(t) = ai and g(t+ 1) = a�i
	
:
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Given f; g 2 G n f?g with

domain(f) = f0; 1; � � � ; n� 1g and domain(g) = f0; 1; � � � ;m� 1g;

de�ne
f � g = f a g

unless there exist a 2 A and i 2 f1;�1g with

f(n� 1) = ai and g(0) = a�i:

In the latter case, pick the largest k 2 N such that for all t 2 f1; 2; � � � ; kg,
there exist b 2 A and j 2 f1;�1g such that

f(n� t) = bj and g(t� 1) = b�j:

If k = m = n, then f � g = ?. Otherwise,

domain(f � g) = f0; 1; � � � ; n+m� 2k � 1g

and for t 2 f0; 1; � � � ; n+m� 2k � 1g,

(f � g)(t) =

�
f(t) if t < n� k
g(t+ 2k � n) if t � n� k:

Then (G; �) is the free group generated by A.

The following universal property characterizes the free groups up to iso-
morphism and is sometimes used as an alternative de�nition of a free
group.

Lemma 1.1.2 Let A be a set, let G be the free group generated by A,
let H be an arbitrary group, and let � : A ! H be any mapping. There
is a unique homomorphism ~� : G ! H for which ~�(g) = �(g) for every
g 2 A.

G
~�

  
@
@
@
@
@
@
@

A

�

OO

�
// H

Proof. We may think of the mapping � as sending each symbol of A to
a word in G consisting of that symbol. Notice that ~� sends the empty
word ? to the identity of H and ~�(g) = �(g) for every g 2 A.

12



For more than one symbol, take a word of length n, f = ai00 a
i1
1 : : : a

in�1

n�1 ,

where ar 2 A and ir 2 f�1;+1g. We construct ~�(f) by induction on n
and then ~� extends to any word of G.

~�(f) = ~�(ai00 a
i1
1 : : : a

in�1

n�1 )

= ~�(ai00 a
i1
1 : : : a

in�2

n�2 ) � ~�(a
in�1

n�1 );

is an element of H since ~�(ai00 a
i1
1 : : : a

in�2

n�2 ) 2 H, by the induction hypoth-

esis, ~�(a+1n�1) = �(an�1) 2 H, and by taking ~�(a�1n�1) as the inverse of
�(an�1) in H. �

One can show that, for any set A, the free group generated by A always
exists and is unique.

Theorem 1.1.2 Let A be a set, let G be the free group generated by A,
and let g 2 G n f?g. There exists a �nite group F and a homomorphism
�̂ : G! F such that �̂(g) is not the identity of F .

Proof. See Proof of Theorem 1.23 in [19]. �

The cyclic group of n elements Cn is a group generated by an element g:

Cn = fg : gn = 1g:

Each in�nite cyclic group is isomorphic to (C1; �) �= (Z;+). Each �nite
cyclic group of order n is isomorphic to (Cn; �) �= (Zn;+). Hence, two
cyclic groups of the same order are isomorphic and all the cyclic groups
are Abelian groups.

De�nition 1.1.15 Let S be a semigroup.

1. A nonempty subset L of S is called a left ideal of S if SL � L.

2. A nonempty subset R of S is called a right ideal of S if RS � R.

3. A two-sided ideal, or simply an ideal, is a subset which is both
a left and right ideal of S.

All the ideals of Z are of the form nZ for n 2 Z.
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Proposition 1.1.1 Let h : S ! T be a homomorphism of semigroups S
and T . Then

1. if J is a left ideal (resp. right ideal, resp. subsemigroup) of T , then
h�1(J) = fs 2 S : h(s) 2 Jg is a left ideal (resp. right ideal, resp.
subsemigroup) of S;

2. if h is surjective, and I is a left ideal (resp. right ideal) of S,
then h(I) = fh(x) : x 2 Ig is a left ideal (resp. right ideal, resp.
subsemigroup) of T .

Proof. For (1), we �rst show that if J is a left ideal of T , then h�1(J)
is a left ideal of S. We must show that Sh�1(J) � h�1(J). To this
end, let s 2 S and x 2 h�1(J). Then h(s); h(x) 2 J and since h is a
homomorphism, h(s)h(x) = h(sx) so that sx 2 h�1(J). Thus Sh�1(J) �
h�1(J) showing that h�1 is a left ideal of S. If J is a right ideal of T then
by a similar argument above we may show that h�1(J) is a right ideal of S.
As a consequence, we may then show that h�1(J)h�1(J) � h�1(J) which
shows that h�1(J) is a subsemigroup of S whenever J is a subsemigroup
of T .
For (2), let h be surjective. We show that if I is a left ideal of S then h(I)
is a left ideal of T . The proofs of the remaining then follows as in (1) with
appropriate modi�cations. Let t 2 T and h(x) 2 h(I). Since h : S ! T
is surjective there is r 2 S such that h(r) = t. Since I is a left ideal of T ,
rx 2 I. Since h is a homomorphism, th(x) = h(r)h(x) = h(rx) so that
th(x) 2 h(I). Thus Th(I) � h(I) showing that h(I) is a left ideal of T .
�

De�nition 1.1.16 Let S be a semigroup.

1. L is a minimal left ideal of S if and only if L is a left ideal of
S and whenever J is a left ideal of S and J � L one has J = L.

2. R is a minimal right ideal of S if and only if R is a right ideal of
S and whenever J is a right ideal of S and J � R one has J = R.

3. S is left simple if and only if S is a minimal left ideal of S.

4. S is right simple if and only if S is a minimal right ideal of S.

5. S is simple if and only if the only ideal of S is S.
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Lemma 1.1.3 Let S be a semigroup.

1. Let L1 and L2 be left ideals of S. Then L1 \ L2 is a left ideal of S
if and only if L1 \ L2 6= ;.

2. Let L be a left ideal of S and let R be a right ideal of S. Then
L \R 6= ;.

Proof. To prove (1),

()) It follows by De�nition 1.1.15(1).

(() Pick x 2 L1 \L2 and let s 2 S. Then x 2 L1 and x 2 L2. Since L1

and L2 are left ideals of S, xs 2 L1 and xs 2 L2. So, xs 2 L1 \L2.
Thus, L1 \ L2 is a left ideal of S.

To prove (2), let x 2 L and y 2 R. Then yx 2 L since L is left ideal
of S and yx 2 R since R is a right ideal of S. So, yx 2 L \ R. Thus,
L \R 6= ;. �

Lemma 1.1.4 Let S be a semigroup and let x 2 S.

1. Then Sx is a left ideal, xS is a right ideal and SxS is a two-sided
ideal of S.

2. Let e 2 E(S). Then e is a left identity of eS, a right identity of
Se, and an identity of eSe.

Proof. The proof of (1) is immediate, S(Sx) = (SS)x � Sx, (xS)S =
x(SS) � xS, and S(SxS)S = (SS)x(SS) � SxS.
To prove (2), let e 2 E(S), that is ee = e. Let x 2 eS, we can �nd t 2 S
such that x = et. Then ex = eet = et = x to conclude e is a left identity
of eS. The same goes for the rest of the proof. �

Theorem 1.1.3 Let S be a semigroup.

1. If S is left simple and e 2 E(S), then e is a right identity for S.

2. If L is a left ideal of S and s 2 L, then Ss � L.

3. Let ; 6= L � S. Then L is a minimal left ideal of S if and only if
for each s 2 L, Ss = L
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Proof.

1. By Lemma 1.1.4(1), Se is a left ideal of S. Since S is simple,
Se = S. Thus, by Lemma 1.1.4(2), e is a right identity for S.

2. Ss � SL � L. Thus, Ss � L.

3. ()) By Lemma 1.1.4(1), Ss is a left ideal and by (2), Ss � L. So,
Ss = L since L is minimal.
(() Since L = Ss for some s 2 L, L is a left ideal. Let J be a left
ideal of S with J � L and pick s 2 J . Then by (2), Ss � J . So,
J � L = Ss � J . Hence, L = J . Thus, L is a minimal left ideal of
S.

�

De�nition 1.1.17 Let S be a semigroup.

1. The smallest two-sided ideal of S which contains a given element
x 2 S is called the principal two-sided ideal generated by x.

2. The smallest left ideal of S which contains a given element x 2 S
is called the principal left ideal generated by x.

3. The smallest right ideal of S which contains a given element x 2 S
is called the principal right ideal generated by x.

Theorem 1.1.4 Let S be a semigroup and let x 2 S.

1. The principal two-sided ideal generated by x is SxS[xS[Sx[fxg.

2. If S has an identity, then the principal ideal generated by x is SxS.

3. The principal left ideal generated by x is Sx[fxg and the principal
right ideal generated by x is xS [ fxg.

Proof. For (1) , SxS [ xS [Sx[fxg is certainly a two-sided ideal con-
taining x. Now suppose that I is any two-sided ideal containing x. We
show that SxS[xS[Sx[fxg � I. We need only to show that SxS � I.
Let s1xs2 2 SxS. Since I is a left ideal SI � I so that s1x 2 I. Since
I is a right ideal IS � I so that (s1x)s2 2 I. Thus s1xs2 2 I, whence
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SxS � I. Thus SxS [ xS [ Sx [ fxg � I.

For (2), if S has identity, then SxS [ xS [ Sx [ fxg = SxS which is a
two-sided ideal (Lemma 1.1.4(1)) and the result follows as in (1).

For (3), S(Sx[fxg) � Sx[fxg. Let s 2 S and t 2 Sx[fxg. If t 2 Sx,
then since Sx is a left ideal st 2 S(Sx) � Sx so that st 2 Sx [ fxg.
Otherwise t = x and thus st = sx 2 Sx [ fxg. Thus Sx [ fxg is indeed
a left ideal containing x. If I is any left ideal containing x. Then SI � I
so that Sx[fxg � I. Hence Sx[fxg is the principal left ideal generated
by x. The proof that xS [ fxg is the principal right ideal containing x
follows by a similar argument. �

De�nition 1.1.18 Let S be a semigroup and let x 2 S.

1. The ideal SxS of S is called the semiprincipal two-sided ideal
generated by x.

2. The ideal Sx of S is called the semiprincipal left ideal gener-
ated by x.

3. The ideal xS of S is called the semiprincipal right ideal gen-
erated by x.

Note that the semiprincipal two-sided (respectively, left and right) ideal
generated by x is equal to the principal two- sided (respectively, left and
right) ideal of S generated by x if and only if x 2 SxS (respectively,
x 2 Sx and x 2 xS).

De�nition 1.1.19 Let S be a semigroup. Let � be a relation in E(S)
de�ned by e � f if and only if e = ef , for all e; f 2 E(S). Then a
minimal element in E(S) with respect to the order � is called aminimal
idempotent.

Theorem 1.1.5 Let S be a semigroup. The following statements are
equivalent.

1. S is cancellative and simple and E(S) 6= ;.

2. S is both left simple and right simple.
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3. For all a and b in S, the equations ax = b and ya = b have solutions
x; y in S.

4. S is a group.

Proof. See Proof of Theorem 1.39 in [19]. �

Theorem 1.1.6 Let S be a semigroup and e be a left identity for S such
that for each x 2 S there is some y 2 S with xy = e. Let Y = E(S)
and let G = Se. Then Y is a right zero semigroup and G is a group and
S = GY � G� Y .

Proof. Let x 2 Y and y 2 S. Pick z 2 S such that xz = e. Then
xe = xxz = xz = e. Therefore xy = x(ey) = ey = y. Then it follows
that for all x; y 2 Y , xy = y, and Y 6= ; because e 2 Y . Y is also closed,
since xy = y 2 Y for all x; y 2 Y . Hence Y is a right zero semigroup.
By assumption, G = Se. By Lemma 1.1.4(2), e is a right identity for G.
By assumption, every element of S has a right e-inverse in S. So every
element of G has a right e-inverse in S. One needs only to show that
every element of G has a right e-inverse in G. In fact, let x 2 G and pick
y 2 S such that xy = e. Then ye 2 Se = G and xye = ee = e. So, ye is
a right e-inverse of x in G. Also, GG = SeSe � SSSe � Se = G. So, G
is closed. Thus, G is a group.
De�ne ' : G � Y ! S by '(g; y) = gy. To prove that ' is a ho-
momorphism, let (g1; y1); (g2; y2) 2 G � Y . Then, one may show that
'(g1; y1)'(g2; y2) = '(g1g2; y1y2) using the fact that Y is a right zero
semigroup (see above).
To show that ' is surjective, let s 2 S. Then se 2 Se = G which is a
group, and so there exists x 2 Se such that x(se) = (se)x = e. Also,
xsxs = xsexs = xes = xs since x 2 G, ex = x and xe = x. Thus,
xs 2 Y = E(S). Hence, (se; xs) 2 G�Y and '(se; xs) = sexs = es = s.
Since ' is onto S, S = GY .
To show that ' is one-to-one, let (g; y) 2 G�Y and let s = '(g; y). One
may show that g = se and y = xs where x is the (unique) inverse of se
in Se using the fact that Y = E(S) is a right zero semigroup. �

Theorem 1.1.7 Let S be a semigroup and assume that there is a mini-
mal left ideal L of S which has an idempotent e. Then L = XG � X�G
where X is the (left zero) semigroup of idempotents of L, and G = eL =
eSe is a group. All maximal groups in L are isomorphic to G.
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Proof. Given x 2 L, Lx is a left ideal of S and Lx � L. So Lx = L
and hence there is some y 2 L such that yx = e. By Lemma 1.1.4(2), e
is a right identity for Le = L. Therefore, Theorem 1.1.4 applies with the
right-left switch and replacing S by L. One may show that the maximal
groups of X �G are sets of the form fxg �G. �

Theorem 1.1.8 Let S be a semigroup, let L be a left ideal of S, and let
T be a left ideal of L. The following statements hold.

1. For all t 2 T , Lt is a left ideal of S and Lt � T .

2. If L is a minimal left ideal of S, then T = L. (Meaning that
minimal left ideals are also left simple.)

3. If T is a minimal left ideal of L, then T is a left ideal of S.

Proof. Assume that L is a left ideal of S and T a left ideal of L.

1. Let t 2 T . Since L is a left ideal of S, S(Lt) = (SL)t � Lt. And,
since T is a left ideal of L, Lt � LT � T .

2. Let t 2 T . By (1), Lt is a left ideal of S and Lt � T � L. Assuming
that L is a minimal left ideal of S, so Lt = L. So T = L.

3. Let t 2 T . By (1), Lt is a left ideal of S, so Lt is a left ideal of L.
Since Lt � T and T is a minimal left ideal of L, Lt = T . Therefore,
ST = S(Lt) = (SL)t � Lt = T with the fact that L is a left ideal
of S.

�

The statements above imply that if we let L be a left ideal of S and T
a left ideal of L and either L is minimal in S or T is minimal in L, then
T is a left ideal of S. The same holds for the switch to the right. That
is, if R be a right ideal of S and T be a right ideal of L and either L is
minimal in S or T is minimal in L, then T is a right ideal of S.

Example 1.1.2 Let X be an arbitrary set.

1. The collection of all constant maps from X to X is a (minimal)
left ideal as well as a right ideal of XX . If Y $ X is a nonempty
closed set, then fg : X ! X : g is constant on Y g is a left ideal of
XX but not a right ideal, and fg : X ! X : g[X] � Y g is a right
ideal but not a left ideal.
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2. In XX , the collection of all constant maps from X to X is a min-
imal left ideal.

3. In particular, the minimal idempotents in XX are precisely the con-
stant maps.

Lemma 1.1.5 Let S be a semigroup, let I be an ideal of S and let L be
a minimal left ideal of S. Then L � I.

Proof. For any x 2 I, xL � L \ I. So L \ I, being nonempty, is a left
ideal contained in L. It follows that L \ I = L. �

Theorem 1.1.9 Let S be a semigroup, let L be a minimal left ideal of
S, and let T � S. Then T is a minimal left ideal of S if and only if there
is some a 2 S such that T = La

Proof. Let S be a semigroup, let L be a minimal left ideal of S, and let
T � S.

()) Let T be a minimal left ideal of S and let a 2 T . Then SLa � La,
since L is a left ideal of S, and La � ST � T , since a 2 T and T
is a left ideal of S. So La is a left ideal of S contained in T . Thus
La = T , since T is assumed minimal in S.

(() Assume that T = La for some a 2 S. Since L is a left ideal of S,

ST = S(La) = (SL)a � La = T

shows that T is a left ideal of S. Now suppose that B is a left ideal
of S with B � T . Let A = fs 2 L : sa 2 Bg. If b 2 B � T = La,
there is s 2 L such that b = sa. Thus A 6= ;. Now let t 2 S
and s 2 A. Since L is a left ideal we have that ts 2 SL � L.
Furthermore, sa 2 B and B is a left ideal so that tsa 2 SB � B.
Thus tsa 2 B so that ts 2 A. Hence SA � A showing that A � L
is a left ideal in S. Since L is minimal we have that A = L so that
T = La � B. Consequently, B = T and thus T is minimal.

�

Corollary 1.1.1 Let S be a semigroup. If S has a minimal left ideal,
then every left ideal of S contains a minimal left ideal.
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Proof. Let L be a minimal left ideal of S and let J be a left ideal of S.
Pick a 2 J , since J 6= ;. Then by Theorem 1.1.5, La is a minimal left
ideal which is contained in J . �

De�nition 1.1.20 Let S be a semigroup. The minimal two-sided ideal
of S is denoted by K(S) and is called the smallest ideal of S.

Theorem 1.1.10 Let S be a semigroup. If S has a minimal left ideal,
then K(S) exists and K(S) =

S
fL : L is a minimal left ideal of S g.

Proof. Let L =
S
fL : L is a minimal left ideal of S g. By Lemma

1.1.5, if J is any ideal of S, then I � J . So, it su�ces to show that I is
an ideal of S. By the de�nition of I, I 6= ;. So, let x 2 I and s 2 S.
Pick a minimal left ideal L of S such that x 2 L. Then xs 2 L � I.
Thus, xs 2 I. Also, by Theorem 1.1.6, Ls is a minimal left ideal of S.
So, Ls � I while xs 2 Ls. �

Lemma 1.1.6 Let S be a semigroup.

1. Let L be a left ideal of S. Then L is minimal if and only if Lx = L
for every x 2 L.

2. Let I be an ideal of S. Then I is the smallest ideal if and only if
IxI = I for every x 2 I.

Proof.

1. Let L be a minimal left ideal of S and x 2 L. Then Lx is a left
ideal of S and Lx � L. Since L is considered minimal, Lx = L.
Now assume that L is a left ideal of S such that Lx = L for every
x 2 L. Let J be a left ideal of S with J � L. Pick x 2 J . Then
L = Lx � LJ � J � L. So J = L. Meaning that L is minimal.

2. Let I be the smallest ideal of S and let x 2 I. Then IxI is a
two-sided ideal of S and IxI � I. But I is the smallest ideal of
S. So IxI = I. Now assume that I is a two-sided ideal of S such
that I = IxI for every x 2 I. Let J be a two-sided ideal of S with
J � I. Pick x 2 J . Then I = IxI � IJI = (IJ)I � JI � J � I.
Thus, J = I. that is, I is the smallest ideal of S.
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�

Theorem 1.1.11 Let S be a semigroup. If L is a minimal left ideal of
S and R is a minimal right ideal of S, then K(S) = LR.

Proof. ; 6= LR � SS � S and SLRS = (SL)(RS) � LR since L and R
are respectively left and right ideals of S. Thus, LR is a two-sided ideal
of S. Let x 2 LR. Then LRxL is a left ideal of S which is contained
in L. So, LRxL = L and hence LRxLR = LR. By Lemma 1.1.6(2),
K(S) = LR. �

Theorem 1.1.12 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent, and let e 2 E(S). Then the
following statements are equivalent:

1. Se is a minimal left ideal.

2. eSe is a group.

3. eSe = H(e).

4. eS is a minimal right ideal.

5. e is a minimal idempotent.

6. e 2 K(S).

7. K(S) = SeS.

Proof. Let S be a semigroup with a minimal left ideal of S which has
an idempotent, and let e 2 E(S).

(1) ) (2): (eSe)(eSe) = eS(ee)Se = eSeSe � eSe. Hence, eSe is
closed. From Lemma 1.1.4(2), e is an identity of eSe. Let x 2 eSe.
Pick s 2 S such that x = ese. One has x 2 Se. So, Sx is a left
ideal of Se and consequently, Sx = Se, since Se is a minimal left
ideal of S. Thus, e 2 Sx. So, pick y 2 S such that e = yx. Then
eye 2 eSe and, since e is an identity of eSe, eyex = eyx = ee = e.
So, x has a left e-inverse in eSe. Hence, eSe is a group.

(2) ) (3): By assumption eSe is a group and e 2 eSe. Then,
eSe � H(e). On the other hand, by Theorem 1.1.1, e is an identity
of H(e). Let x 2 H(e). So, x = exe 2 eSe. Hence, H(e) � eSe.

22



(3)) (1): Let L be a left ideal of S with L � Se. Pick t 2 L. Then,
t 2 Se implies that et 2 eSe. Pick x 2 eSe such that x(et) = e.
Then, xt = (xe)t = x(et) = e. So, e 2 L. Thus, Se � SL � L.

(1) ) (5): Let f 2 E(S) with f � e. Then, by De�nition 1.1.16,
f = fe. Clearly, f 2 Se. By the assumptions, Se = Sf . So,
e 2 Sf . By Lemma 1.1.4(2), e = ef . Thus, e = ef = f . Hence, e
is a minimal idempotent.

(5)) (1): Let L be a left ideal with L � Se. Pick an idempotent
t 2 L, and let f = et. Then, f 2 L. Since t 2 Se, t = te. Thus,
f = et = ete. Therefore, ff = etet = (ete)t = ett = et = f . So,
f 2 E(S). Also, ef = eete = ete = f and fe = etee = ete = f .
So, f � e. So, f = e and hence e 2 L. Thus, Se � L.

(1) ) (6): Let Se be a minimal idempotent. By Theorem 1.1.6,
e 2 K(S).

(6) ) (1): Since e 2 K(S), by Theorem 1.1.6, pick a minimal left
ideal L of S with e 2 L. By Lemma 1.4.1(1), Se is a left ideal of S.
From De�nition 1.1.15(1), Se � L. Then Se = L, since L is taken
minimal.

(6) ) (7): Since SeS is an ideal, K(S) � SeS. Since e 2 K(S),
SeS � K(S).

(7)) (6): e = eee 2 SeS = K(S).

By left-right duality and the fact that (2) and (3) are two-sided state-
ments, (4)) (2)) (3)) (4) follows. �

Theorem 1.1.13 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Then

1. Every minimal left ideal of S has an idempotent.

2. There is a minimal right ideal of S which has an idempotent.

Proof. To prove (1), let L be a minimal left ideal with an idempotent
e and let J be a minimal left ideal. By Theorem 1.1.6, there is some
x 2 S such that J = Lx. By Theorem 1.1.12(2), eL = eSe is a group.
So let y = eye be the inverse of exe in this group. Then yx 2 Lx = J
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and yxyx = (ye)x(ey)x = y(exe)yx = eyx = yx. Hence, J has an
idempotent.
To prove (2), pick a minimal left ideal L of S and an idempotent e 2 L.
Then, L = Se. Thus, by Theorem 1.1.7(4), eS is a minimal right ideal
of S and e is an idempotent in eS. �

Theorem 1.1.14 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Given any minimal left
ideal L of S and any minimal right ideal R of S, there is an idempotent
e 2 R \ L such that R \ L = RL = eSe and eSe is a group.

Proof. Let R and L be given. Pick an idempotent f 2 K(S) such that
L = Sgf . By Theorem 1.1.7(2), fSf is a group. Pick a 2 R and let
x be an inverse of faf in fSf . Then x 2 Sf = L so ax 2 R \ L. By
Theorem 1.1.6, ax 2 K(S). Also, one can show that axax = ax. Let
e = ax. Then eSe � Sx � L and eSe � aS � R. So, eSe � R \ L.
To see that R \ L � eSe, let b 2 R \ L. By Lemma 1.1.4, L = Se and
R = eS and b = eb = be. Thus, b = eb = ebe 2 eSe.
Now, RL = eSSe � eSe � RL. So, RL = eSe which is a group by
Theorem 1.1.7(2) with e 2 K(S). �

Theorem 1.1.15 Let X be a left zero semigroup, let Y be a right zero
semigroup, and let G be a group. Let e be the identity of G, �x u 2 X and
v 2 Y and let [ ; ] : Y �X ! G be a function such that [y; u] = [v; x] = e
for all y 2 Y and all x 2 X. Let S = X�G�Y and de�ne an operation
� on S by (x; g; y) �(x0; g0; y0) = (x; g[y; x0]g0; y0). Then S is a simple group
(so that K(S) = S = X � G � Y ) and each of the following statements
holds.

1. For every (x; y) 2 X � Y , (x; [y; x]�1; y) is an idempotent (where
the inverse is taken in G) and all idempotents are of this form. In
particular, the idempotents in X�G�fvg are of the form (x; e; v)
and the idempotents in fug �G� Y are of the form (u; e; y).

2. For every y 2 Y , X �G� fyg are minimal left ideals of S and all
minimal left ideals of S are of this form.

3. For every x 2 X, fxg � G � Y are minimal right ideals of S and
all minimal right ideals of S are of this form.
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4. For every (x; y) 2 X � Y , fxg �G� fyg are maximal groups in S
and all maximal groups in S are of this form.

5. The minimal left ideal of X � G � fvg is the direct product of X,
G, and fvg and the minimal right ideal of fug�G�Y is the direct
product of fvg, G, and Y .

6. All maximal groups in S are isomorphic to G.

7. All minimal left ideals of S are isomorphic to X�G and all minimal
right ideals of S are isomorphic to G� Y .

Proof. See Proof of Theorem 1.63 in [19]. �

The following theorem, called the Structure Theorem due to A. Suschke-
witsch in 1928 and D. Rees in 1940, gives the precise description of a
completely simple semigroup.

Theorem 1.1.16 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Let R be a minimal right
ideal of S, let L be a minimal left ideal of S, let X = E(L), let Y =
E(R), and let G = RL. De�ne an operation � on X � G � Y by
(x; g; y) � (x0; g0; y0) = (x; gyx0g0; y0). Then X � G � Y satis�es the con-
clusions of Theorem 1.1.15 (where [y; x] = yx) and K(S) � X �G� Y .
In particular:

1. The minimal right ideals of S partition K(S) and the minimal left
ideals of S partition K(S).

2. The maximal groups in K(S) partition K(S).

3. All minimal right ideals of S are isomorphic and all minimal left
ideals of S are isomorphic,

4. All maximal groups in K(S) are isomorphic.

Proof. By Theorem 1.1.13, there exists a minimal right ideal R of S
which has an idempotent. By Theorem 1.1.14, RL is a group and, by
Theorem 1.1.7, X is a left zero semigroup and Y is a right zero semigroup.
Let e be the identity of RL = R\L and let u = v = e. Given y 2 Y one
has, since Y is zero right semigroup, that [y; u] = yu = u = e. Similarly,
given x 2 X, [v; x] = e. Thus, the hypotheses of Theorem 1.1.15 are
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satis�ed.
De�ne ' : X �G� Y ! S by '(x; g; y) = xgy. We now prove that ' is
an isomorphism onto K(S). For every (x; g; y); (x0; g0; y0) 2 X �G� Y ,

'((x; g; y) � (x0; g0; y0)) = '(x; gyx0g0; y0)

= x(gyx0g0)y0

= (xgy)(x0g0y0)

= '(x; g; y)'(x0; g0; y0):

So, ' is a homomorphism. By Theorem 1.1.7, L = XG and R = GY .
By Theorem 1.1.14, K(S) = LR = XGGY = XGY = '[X � G � Y ].
thus it su�ces to produce the inverse of '.
For each t 2 K(S), let (t) be the inverse of ete in eSe = G. Then
t(t) = t(t)e 2 Se = L and

t(t)t(t) = t(t)ete(t)

= te(t)

= t(t);

so t(t) 2 X. Similarly, (t)t 2 Y .
De�ne � : K(S)! X�G�Y by �(t) = (t(t); ete; (t)t). We now prove
that � = '�1. So let (x; g; y) 2 X �G� Y . Then

xgy(xgy) = xxgy(xgy); since x = xx

= xexgye(xgy); since x = xe and (xgy) = e(xgy)

= xe; since (xgy) is the inverse of exgye in G

= x:

Similarly, (xgy)xgy = y. Also, since X is a left zero semigroup and Y
is a right zero semigroup, exgye = ege = g. Hence, for every (x; g; y) 2
X �G� Y ,

�('(x; g; y)) = �(xgy)

= (xgy(xgy); exgye; (xgy)xgy)

= (x; g; y):

That is, � = '�1. �

Theorem 1.1.17 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Let T be a subsemigroup of
S and assume also that T has a minimal left ideal with an idempotent.
If K(S) \ T 6= ;, then K(T ) = K(S) \ T .
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Proof. Theorem 1.1.10 guarantees the existence of K(T ). Since K(S)\
T is an ideal of T , K(T ) � K(S) \ T . For the reverse inclusion, let
x 2 K(S) \ T be given. Then Tx is a left ideal of T . So, by Corollary
1.1.1 and Theorem 1.1.13(1), Tx contains a minimal left ideal Te of T
for some idempotent e 2 T . Now x 2 K(S). So by Theorem 1.1.10, pick
a minimal left ideal L of S with x 2 L. Then L = Sx and e 2 Tx � Sx.
So, L = Se. So, x 2 Se. So, by Lemma 1.1.4, x = xe 2 Te � K(T ).
Hence K(S) \ T � K(T ). �

Theorem 1.1.18 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Let e; f 2 E(K(S)). If g
is the inverse of efe in eSe, then the function ' : eSe! fSf de�ned by
'(x) = fxgf is an isomorphism.

Proof. To prove that ' is a homomorphism, let x; y 2 eSe. Then

'(x)'(y) = fxgffygf
= fxgfygf (f is an idempotent)
= fxgefeygf (ge = g; ey = y)
= fxeygf (g is the inverse of efe)
= fxygf (ey = y)
= '(xy):

To prove that ' is one-to-one, let x be in the kernel of '. Then '(x) = f
implies

fxgf = f
efxgfe = efe (f is an idempotent)

efexgefe = efe (ex = x; ge = g)
efexe = efe (g is the inverse of efe)
efex = efe (xe = x)
efex = efee (e is an idempotent)

x = e ( left cancellation in eSe):

To prove that ' is onto fSf , let y 2 fSf and let h and k be the inverses
of fgf and fef respectively in fSf . Then ekyhe 2 eSe and

'(ekyhe) = fekyhegf
= fefkyhgf (fk = k; eg = g)
= fyhgf (fefk = f)
= fyhfgf (h = hf)
= fyf (hfgf = f)
= y (y 2 fSf):
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Theorem 1.1.19 Let S be a semigroup and assume that there is a min-
imal left ideal of S which has an idempotent. Let s 2 S. The following
statements are equivalent.

1. s 2 K(S).

2. For all t 2 S, s 2 Sts.

3. For all t 2 S, s 2 stS.

4. For all t 2 S, s 2 stS \ Sts.

Proof.

(1)) (4): Pick, by Theorem 1.1.10 and Lemma 1.1.13(2), a mini-
mal left ideal L of S and a minimal right ideal R of S with s 2 L\R.
Let t 2 S. Then ts 2 L. So, Sts is a left ideal contained in L. So,
Sts = L. Similarly, stS = R.

Clearly, (4)) (3) and (4)) (2).

(2) ) (1): Let t 2 K(S). Then s 2 Sts � StS � K(S). That is,
s 2 K(S).

Similarly, (3)) (1).

�

Lemma 1.1.7 Let S and T be semigroups and let h : S ! T be a
surjective homomorphism . If S has a smallest ideal, then T also has a
smallest ideal and K(T ) = h[K(S)].

Proof. See Exercise 1.7.3 in [19]. �

The following Lemma and its proof are taken from [35].

Lemma 1.1.8 Let S and T be semigroups and let h : S ! T be a
surjective homomorphism. Suppose that K(S) exists and is a completely
simple semigroup. Then for every minimal right ideal R of S, h[R] is a
minimal right ideal of T , and for every minimal right ideal R0 of T , there
is a minimal right ideal R of S with h[R] = R0. The same holds also for
minimal left ideals and for maximal subgroups from the smallest ideals.
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Proof. By Lemma 1.1.7, h[K(S)] is a two-sided ideal of T . If K 0 is any
ideal of T , then h�1[K 0] is an ideal of S, so contains K(S) by minimality.
Thus h[K(S)] � K 0, whence h[K(S)] is the smallest ideal of T . Similarly,
each right ideal R0 of T contains a right ideal of the form h[R] with R
a right ideal of S, so the minimal right ideals of T are of the form h[R].
The same holds for the left ideals. Finally, for any minimal right ideal R
and minimal left ideal L, RL is the structural group of K(S), and then
h[RL] = h[R]h[L] is the structural group of h[K(S)]. �

1.2 Fundamentals on topology

We recall some fundamental notions of topology such as neighborhoods,
denseness, connectedness, separation properties, and compactness which
are important for the understanding of the topological structure of Stone-
�Cech compacti�cations and their points, the ultra�lters. The main ref-
erence of this section is [16].

De�nition 1.2.1 A topology � on a set X is a collection of subsets of
X satisfying:

1. ;; X 2 � .

2. if Ai 2 � , for each i = 1; : : : ; n, then
Tn

i=1Ai 2 � .

3. if Ai 2 � , for each i 2 N, then
S1
i=1Ai 2 � .

De�nition 1.2.2 A nonempty set X equipped with a topology � is called
a topological space, and is denoted (X; �), (or simply X when there
is no confusion). A member of � is called an open set in X. The
complement of an open set is called a closed set. A set that is both
closed and open is called a clopen set.

One can prove, by using the two de�nitions above, that if X is a topo-
logical space, then

1. ; and X are closed sets,

2. the intersection of any number of closed sets is a closed set and

3. the union of any �nite number of closed sets is a closed set.
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Let X be a topological space. A subset A of X is called an F�-set if it is
the union of a countable number of closed sets. A subset B of X is called
a G�-set if it is the intersection of a countable number of open sets. It
follows that F�-sets and G�-sets are complement of one another.

De�nition 1.2.3 Let X, Y be two topological spaces. A mapping f :
X ! Y is said to be open (resp. closed) if the image under f of each
open (resp. closed) set of X is open (resp. closed) in Y .

De�nition 1.2.4 A subfamily B of a topology � is called a basis for �
if every U 2 � is a union of members of B.

Equivalently, B is a basis for � if for every element x of X and every open
set U containing x, there is an open set V 2 B satisfying x 2 V � U .
Conversely, if B is a family of sets that is closed under �nite intersection

and
[
B2B

B = X, then the family � of all unions of members of B is

a topology for which B is a basis. This is important, since instead of
trying to describe all of the open sets, one can de�ne topologies by simply
writing down a basis.

De�nition 1.2.5 A subfamily � of a topology � is called a subbasis for
� if the collection of all �nite intersections of members of � is a basis for
� .

De�nition 1.2.6 A topology is said to be zero-dimensional if it has
a basis of clopen sets.

De�nition 1.2.7 Let X be a nonempty set.

1. The family of all subsets of a set is a topology called the discrete
topology. In a discrete space, every subset is both open and closed
(that is, clopen).

2. If Y is a subset of a topological space (X; �), then the collection
�Y = fV \Y : V 2 �g of subsets of Y is a topology on Y called the
topology induced by � on Y . Then Y , equipped with the induced
topology, is called a (topological) subspace of X.
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In a discrete space (X; �), the collection B = ffxg : x 2 Xg forms a
basis for the topology � . For any topological space (X; �), B := � is a
basis for the topology � . For example, the set of all subsets of X is a
basis for the discrete topology on X.
It is also important to remember that there can be many bases for the
same topology.

De�nition 1.2.8 Let (Xi; �i), i 2 I, be topological spaces and �i : X !
Xi continuous canonical projections. The product topology � on the
product set X =

Q
i2I Xi is the topology having the family of ��1i (Vi) with

Vi 2 Vi for each i 2 I, as a subbasis. The pair (X; �) is then called the
product of spaces (Xi; �i), with i 2 I.

De�nition 1.2.9 Let (X; �) be a topological space, and let A be any
subset of X.

1. The largest (with respect to inclusion) open set included in A, de-
noted int(A) or �A, is called the interior of A. It is the union of all
open subsets of A. The interior of a nonempty set may be empty.

2. The smallest closed set that includes A, denoted A or c`X(A) (or
simply c`(A) if there is no confusion), is called the closure of A
into X. It is the intersection of all closed sets that include A. If B
is closed set such that A � B, then A � B.

One can conclude that A � B implies �A � �B and A � B. Also a set A
is open if and only if A = �A and a set B closed if and only if B = B.

De�nition 1.2.10 The elements of the set X will be referred to as points.
Any set V that contains a point x in its interior is called a neighbor-
hood of x. In this case the point x is said to be to be an interior point
of V .

Equivalently, a neighborhood of a point x 2 X is a subset of X contain-
ing an open set containing x. Also, a neighborhood of a subset A of a
topological space X is a subset of X containing an open set containing
A. But a point x can be identi�ed with the singleton set fxg, meaning
a neighborhood of x is also a neighborhood of fxg. Thus, the concept of
neighborhood of a point in a set can be used to give an axiomatic de�-
nition of topological spaces. Let x 2 X. We have the following axioms
to characterize the topological space X:
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1. Every neighborhood of x contains x.

2. Any �nite intersection of neighborhoods of x is a neighborhood of
x.

3. If a subset A of X contains a neighborhood of x, then A is a neigh-
borhood of x.

4. If V is a neighborhood of x, there exists a neighborhood W of x
such that V is a neighborhood of each point of W .

Following this de�nition, a subset U of X is open if and only if it is a
neighborhood of each of its points.

De�nition 1.2.11 A neighborhoods system of a point x of X is any
family Nx of neighborhoods of x such that any neighborhood of x contains
a neighborhood from Nx.

A neighborhoods system can also be referred to as a neighborhoods base.

De�nition 1.2.12 Let A be a nonempty subset of a topological space.

1. A point x is called a limit point (or an accumulation point or
a cluster point) of A if for each open neighborhood V of x, we
have (V n fxg) \ A 6= ;.

2. A point x 2 A is called an isolated point of A if there is an open
neighborhood V of x with (V n fxg) \ A = ;.

Let X be a discrete space and A a subset of X. Then A has no limit
points, since for each x 2 X, the singleton set fxg is open but contains
no point of A di�erent from x. Thus, all the points of a subset of a
discrete space are isolated points.
The notion of limit point may lead to a better understanding of the
notion of closed set. One can prove that that a set is closed if and only
if it contains all its limit points. This provides a useful way to prove if a
set is closed or not.
Let A be a subset of a topological space X. If A0 denotes the set of all
limit points of A, then A [ A0 is a closed set. Hence, A [ A0 = A.

De�nition 1.2.13 A subset D of a topological space X is said to be
dense in X if D = X.
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In other words, a set D is dense if and only if every nonempty open
subset of X contains a point in D. In particular, if D is dense in X and
x belongs to X, then every neighborhood of x contains a point in D.
This means that any point in X can be approximated arbitrarily well by
points in D.
In a discrete space X, the only dense subset is X itself, since each other
subset of X is its own closure. One classical example, Q is dense in R.
Let S and T be nonempty subsets of a topological space X with S � T .
Then, we have the following:

1. A limit point of S is also a limit point of T .

2. If S is dense in X, then T is also dense in X, since S � T .

From (2), it is possible to deduce that the real line R has an uncountable
number of distinct uncountable dense subsets.

De�nition 1.2.14 A subset A of a topological space X is said to be
nowhere dense in X if there is no neighborhood in X on which A is
dense.

In other words, a nowhere dense set has the interior of its closure empty.

De�nition 1.2.15 Let X be a topological space.

1. X is said to be connected if it is not the union of two disjoint
non-empty closed sets.

2. X is said to be locally connected if every point has a base of open
connected neighborhoods.

3. X is said to be totally disconnected if the only connected subsets
are the singleton sets.

4. X is said to be extremally disconnected if the closure of every
open subspace is open.

Equivalently, we can also say that X is connected if the only clopen sub-
sets are X and ;. One such example is the usual topological space R.
It follows from this de�nition that a topological space X is disconnected
if and only if we can �nd two nonempty open sets A and B such that
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A\B = ; and A[B = X. One can show that any in�nite discrete space
is disconnected since each singleton set is a clopen set.

We have also the property that the product
Q

i2I Xi is connected if and
only if, for each i 2 I, the space Xi is connected.

De�nition 1.2.16 Suppose that X and Y are topological spaces, that
A � X and that f : A! Y . Let a 2 c`X(A) and y 2 Y . We de�ne

lim
x!a

f(x) = y

if and only if, for every neighborhood V of y, there is a neighborhood U
of a such that f [A \ U ] � V .

De�nition 1.2.17 A function f : X ! Y between two topological spaces
is said to be continuous if f�1(U) is open in X for each open set U in
Y . We say that f is continuous at the point x of Y if f�1(V ) is a
neighborhood of x whenever V is an open neighborhood of f(x) in Y .

We can show that any continuous image of a connected set is connected.

Theorem 1.2.1 Let f : X ! Y be a function between two topological
spaces.

1. f is continuous if and only if f is continuous at every point of X.

2. f is continuous at a point a of A � X if and only if lim
x!a

f(x) =

f(a).

Proof. The proof can be found in any book of general topology. �

De�nition 1.2.18 Two topological spaces X and Y are said to be home-
omorphic if there is a one-to-one continuous function f from X onto Y
such that f�1 is continuous too. The function f is then called a homeo-
morphism.

Any two nonempty open intervals of R are homeomorphic. Also, R is
homeomorphic to the open interval (�1; 1) with the usual topology by
de�ning a homeomorphism f : (�1; 1) ! R by f(x) = x

1�jxj
. It follows

that any open interval (a; b), with a < b, is homeomorphic to R.
We have that any topological space homeomorphic to a connected space
is connected.
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De�nition 1.2.19 A mapping f : X ! Y between two topological spaces
is called an inclusion map or embedding if f : X ! f [X] is a home-
omorphism. It is sometimes denoted by �.

That is, X, as a topological subspace of Y , can be identi�ed with its
direct image f [X].
We may also add the following de�nition. Let X and Y be topological
spaces. A map f : X ! Y is called a local homeomorphism if each point
x 2 X has an open neighborhood U such that fjU is a homeomorphism
onto an open subspace of Y. We say that X is locally homeomorphic to
Y .

De�nition 1.2.20 Let X be a topological space. A subset A of X is said
to be C�-embedded in X if each map f : A ! [0; 1] can be extended to
a map f : X ! [0; 1].

In the following, we recall some separation properties. The separation
properties are preserved by homeomorphisms.

De�nition 1.2.21 A topological space is said to be separable if it in-
cludes a countable dense subset.

For example, every countable topological space is separable. In particu-
lar, R is separable since Q is dense in R.

De�nition 1.2.22 A topology on X is called Hausdor� (or sepa-
rated) if any two distinct points can be separated by disjoint neighbor-
hoods of the points. Hausdor� spaces are also known as T2-spaces.

That is, for each pair x; y 2 X with x 6= y there exist U 2 Nx and
V 2 Ny such that U \ V = ;. For example, discrete spaces and metric
spaces are Hausdor�.

De�nition 1.2.23 A topological space X is said to be a T1-space if
every singleton set fxg is closed in X.

For example, a discrete space is a T1-space.

De�nition 1.2.24 A topological space X is said to be a T0-space if
for each pair of distinct points a; b in X, either there exists an open set
containing a and not b, or there exists an open set containing b and not
a.
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One can see that every T1-space is a T0-space, but the converse is not
true.

De�nition 1.2.25 A topological space X is said to be regular if it is
Hausdor� and for any closed subset F of X and any point x =2 F there
is a neighborhood of x and a neighborhood subset of F which do not
intersect. A regular T1-space is called a T3-space.

Obviously, a T3-space is a T2-space. The converse is false.

Theorem 1.2.2 Every subspace of a regular space is regular.

Proof. See the proof on page 80 of [16]. �

De�nition 1.2.26 Two subsets A and B of a space X are said to be
completely separated in X if there exists a real-valued continuous
mapping f on X such that f(a) = 0 for all a in A and f(b) = 1 for
all b in B.

De�nition 1.2.27 A space X is said to be completely regular if every
closed subspace F of X is completely separated from one point x not in
F and if each point is closed. If X is also Hausdor�, then X is called a
Tychono� space or a T3 1

2
-space.

Every metric space is a Tychono� space. In particular, the closed interval
[0; 1] is a Tychono� space. For any set X, the cube [0; 1]X is a Tychono�
space.

Theorem 1.2.3 (Tychono�'s theorem) The completely regular spaces
are precisely those spaces which can be embedded in a product of copies
of the closed unit interval I.

One can deduce that any Tychono� space is homeomorphic to a subspace
of a cube. Thus, a topological space can be embedded in a cube if and
only if it is a Tychono� space.

Theorem 1.2.4 For any topological space X, there exists a completely
regular space �X which is a continuous image of X such that any real-
valued mapping from X factors through �X.
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De�nition 1.2.28 A topological space X is said to be a normal space
if for each pair of disjoint closed sets A and B, there exist a pair of
disjoint open sets U and V such that A � U and B � V . If the normal
space X is also Hausdor�, then X is called a T4-space.

Theorem 1.2.5 (Urysohn's Lemma) Let X be a topological space.
Then X is normal if and only if for each pair of disjoint closed sets A
and B in X there exists a continuous function f : X ! [0; 1] such that
f(a) = 0 for all a 2 A, and f(b) = 1 for all b 2 B.

It follows that every normal Hausdor� space is a Tychono� space; that is,
every T4-space is a T3 1

2
-space. As a consequence, every normal Hausdor�

space is homeomorphic to a subspace of a cube.

De�nition 1.2.29 A subset D of a topological space X is said to be
strongly discrete if and only if there is a family (Ua)a2D of pairwise
disjoint open subsets of X such that a 2 Ua for every a 2 D.

Notice that if D is countable and X is regular, then D is strongly discrete
if and only if it is discrete.

De�nition 1.2.30 A subset K of a topological space is compact if every
family of open sets Vi, i 2 I, satisfying K �

S
i2I Vi there exists a �nite

subfamily Vi1 ; : : : ; Vin such that K �
Sn

j=1 Vij . The family of Vi, i 2 I, is
called an open cover of K and the �nite subfamily Vi1 ; : : : ; Vin is called
a �nite subcover of K.

One can prove that every compact Hausdor� space is normal. Conse-
quently, every compact Hausdor� space can be embedded in a cube. We
need to note that only �nite sets are compact in a discrete topology. The
notion of compactness can be viewed as a topological generalization of
�niteness.
We have the following properties of compactness:

1. A continuous image of a compact space is compact.

2. Every closed subset of a compact space is compact.

3. A compact subset of a Hausdor� topological space is closed.

4. If K � Y � X, then K is a compact subset of X if and only if K
is a compact subset of Y (in the induced topology).
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5. Every continuous function between topological spaces carries com-
pact sets to compact sets.

6. Finite unions of compact sets are compact.

The well-known Heine Borel Theorem states that any subset of Rn is
compact if and only if it is closed and bounded. But this not true in
more general topological spaces. For instance, consider in�nite sets with
the discrete topology. But in general, a compact subset of a metric space
is closed and bounded.

De�nition 1.2.31 A topological space X is said to be locally compact
if each point in X has at least one neighborhood which is compact.

As an example, every discrete space is locally compact. It can be proved
that every compact space is locally compact.

De�nition 1.2.32 A family of sets has the �nite intersection prop-
erty if every �nite subfamily has a nonempty intersection.

Compactness can also be characterized in terms of the �nite intersection
property as follows. A topological space is compact if and only if every
family of its closed subsets with the �nite intersection property has a
nonempty intersection.

In brief, we have the following hierarchy of separation properties:

Compact Hausdor�) T4 ) T3 1
2
) T3 ) T2 ) T1 ) T0:

All the topological spaces mentioned in the rest of this work

are presumed Hausdor�.

1.3 Compact right topological semigroups

and ideals

Since the Stone-�Cech compacti�cation of a discrete semigroup is a com-
pact Hausdor� right topological semigroup, we review in this section the
general notions of compact Hausdor� right topological semigroups. For
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instance, every compact Hausdor� right topological semigroup has an
idempotent. Consequently, every compact Hausdor� right topological
semigroup has a smallest two-sided ideal which is a completely simple
semigroup given by the Rees-Suschkewitsch Theorem. The main refer-
ences are [20] and [37].

De�nition 1.3.1 1. A right topological semigroup is a triple (S; �; �)
where (S; �) is a semigroup, (S; �) is a topological space, and for all
x 2 S, �x : S ! S, de�ned by �x(y) = y � x, is continuous. The
map �x is called right translation.

2. A left topological semigroup is a triple (S; �; �) where (S; �) is
a semigroup, (S; �) is a topological space, and for all x 2 S, �x :
S ! S, de�ned by �x(y) = x � y, is continuous. The map �x is
called left translation.

3. A semitopological semigroup is a right topological semigroup
which is also a left topological semigroup.

4. A topological semigroup is a triple (S; �; �) where (S; �) is a semi-
group, (S; �) is a topological space, and � : S�S ! S is continuous.

5. A topological group is a triple (S; �; �) where (S; �) is a group,
(S; �) is a topological space, � : S � S ! S is continuous, and
In : S ! S is continuous (where In(x) is the inverse of x in S).

Example 1.3.1 Let X be a compact Hausdor� topological space.

1. XX is the space of all maps (continuous or not) from X to X.
We can write XX as XX =

Q
x2X Xx, where Xx = X for every

x 2 X. That is, a map g : X ! X is identi�ed with the element
(g(x))x2X 2

Q
x2X Xx. Then, XX with the product topology is

compact by Tychono�'s Theorem.

2. The topology on XX is the topology of pointwise convergence. This
means the following: 'gn ! g in XX if and only if, for each x 2 X,
gn(x)! g(x) in X'.

3. Let � be the product topology on XX . The composition of functions
is an associative binary operation on XX and the identity map of
X belongs to XX making XX nonempty. Thus, (XX ; �; �) is a
compact right topological semigroup.
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De�nition 1.3.2 Let S be a right topological semigroup. The set

�(S) = fx 2 S : �x is continuousg

is called the topological center of S.

The following theorem shows that every compact right topological semi-
group has an idempotent.

Theorem 1.3.1 Let S be a compact right topological semigroup. Then
E(S) 6= ;.

Proof. Let

A = fT � S : T 6= ;; T is compact, and T � T � Tg:

That is, A is the set of compact subsemigroups of S. We show that A has
a minimal member using Zorn's Lemma. Since S 2 A, we have A 6= ;.
Let C be a chain in A. Then C is a collection of closed subsets of the
compact space S with the �nite intersection property, so

T
C 6= ; andT

C is trivially compact and a semigroup. Thus
T
C 2 C, so we may pick

a minimal member A of A.
Pick x 2 A. We shall show that xx = x. We start by showing that
Ax = A. Let B = Ax. Since A 6= ;, we have B 6= ; as well. Since
B = �x[A], B is the continuous direct image of a compact space, hence
B is compact. Also BB = AxAx � AAAx � AAx � Ax = B. Thus
B 2 A. Since B = Ax � AA � A and A is minimal, we have B = A.
Let C = fy 2 A : yx = xg. Since x 2 A = Ax, we have C 6= ;. Also
C = A \ ��1x [fxg]. So, C is closed and hence compact. Given y; z 2 C,
one has yz 2 AA � A and yzx = yx = x. So yz 2 C. Thus C 2 A.
Since C � A and A is minimal, we have C = A. So x 2 C and thus
xx = x as required. �

De�nition 1.3.3 Let S be a semigroup which is also a topological space.
A semigroup compacti�cation of S is a pair ('; T ) where T is a
compact right topological semigroup, ' : S ! T is a continuous homo-
morphism, '[S] � �(T ), and '[S] is dense in T .

Corollary 1.3.1 Let S be a compact right topological semigroup. Then
every left ideal of S contains a minimal left ideal. Minimal left ideals of
S are closed, and each minimal left ideal has an idempotent.
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Proof. Let L be an ideal of S and x 2 L. Then Sx = �x[S] is a
continuous image of a compact space, hence compact. Also Sx is a left
ideal of S and Sx � L. Consequently any minimal left ideal is closed.
By Theorem 1.3.1, any minimal left ideal contains an idempotent. Thus
one need only to show that any left ideal of S contains a minimal left
ideal. So let L be a left ideal of S and let

A = fT : T is a closed left ideal of S and T � Lg:

Applying Zorn's Lemma to A, one gets a left ideal M minimal among
all closed left ideals contained in L. But since every left ideal contains a
closed left ideal, M is a minimal left ideal. �

Theorem 1.3.2 Let S be a compact right topological semigroup.

1. Every right ideal of S contains a minimal right ideal which has an
idempotent.

2. Let T � S. Then T is a minimal left ideal of S if and only if there
is some e 2 E(K(S)) such that T = Se

3. Let T � S. Then T is a minimal right ideal of S if and only if
there is some e 2 E(K(S)) such that T = eS

4. Given any minimal left ideal L of S and any minimal right ideal R
of S, there is an idempotent e 2 R \ L such that R \ L = eSe and
eSe is a group.

Proof.

1. From Corollary 1.3.1, every minimal left ideal of S has an idempo-
tent. Then, by Theorem 1.1.13(2), there is a minimal right ideal of
S which has an idempotent. Considering a right version of Corol-
lary 1.1.1, every right ideal of S contains a minimal right ideal. So
by the right version of Theorem 1.1.13(1), every minimal right ideal
has an idempotent.

2. Corollary 1.3.1 guarantees the existence of a minimal left ideal of
S which has an idempotent. Then one may use the equivalence (1)
and (6) of Theorem 1.1.12.

3. Same as above using the equivalence (4) and (6) of Theorem 1.1.12.
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4. Corollary 1.3.1 guarantees the existence of a minimal left ideal of
S which has an idempotent. Then use Theorem 1.1.14.

�

Theorem 1.3.3 Let S be a compact right topological semigroup.

1. Then S has the smallest two-sided ideal K(S) which is the union of
all minimal left ideals of S and also the union of all minimal right
ideals of S.

2. Each of fSe : e 2 E(K(S))g, feS : e 2 E(K(S))g, and feSe :
e 2 E(K(S))g are partitions of K(S).

Proof. By Theorem 1.3.2, all the minimal left ideals of S are of the form
Se, all the minimal right ideals of S are of the form eS, and eSe = H(e)
are maximal groups of S with e 2 E(K(S)).

1. By Theorem 1.1.10, K(S) exists and is the union of all minimal left
ideals of S. By taking the right version of Theorem 1.1.10, K(S)
is also the union of all minimal right ideals of S.

2. The partitions of K(S) are obtained using Theorem 1.1.16(1),(2).

�

Theorem 1.3.4 Let S be a compact right topological semigroup.

1. All maximal subgroups of K(S) are (algebraically) isomorphic.

2. Maximal subgroups of K(S) which lie in the same minimal right
ideal are topologically and algebraically isomorphic.

3. All minimal left ideals of S are homeomorphic. In fact, if L and L0

are minimal left ideals of S and z 2 L0, then �zjL is a homeomor-
phism from L onto L0.

Proof.

1. Corollary 1.3.1 guarantees the existence of a minimal left ideal of
S which has an idempotent. Using Theorem 1.1.18 and the last
part of Theorem 1.3.3(2), one obtains isomorphisms between all
the maximal subgroups of K(S).
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2. Let R be a minimal right ideal of S and e; f 2 E(R) guaranteed
by Corollary 1.3.1 and Theorem 1.1.13(2). Then eS and fS are
right ideals of S contained in R. Then by Lemma 1.1.4(2), ef = f
and fe = e by taking respectively e a left identity of eS and f a
left identity of fS. Let g be the inverse of efe in the group eSe
and de�ne a map ' : eSe ! fSf by '(x) = fxgf as in Theorem
1.1.18. Then ' is an isomorphism from eSe onto fSf . Now we
show that ' is continuous. Let x 2 eSe. Then

'(x) = fxgf

= fexgf , since x = ex

= exgf , since fe = e

= xgf , since ex = x

= �gf (x):

So ' is the restriction of �gf to eSe and thus continuous. To show
that '�1 is continuous, consider h and k to be the inverses in fSf
of fgf and fef respectively. Let y 2 fSf . Then

'�1(x) = ekyhe see the last part of the proof of Theorem 1.1.18

= fefkyhe, since fk = k and fe = e

= fyhe, since fefk = f

= yhe, since fy = y

= �he(y):

So '�1 is the restriction of �he to fSf and hence is continuous.
Thus eSe and fSf are topologically and algebraically homeomor-
phic.

3. Let L and L0 be minimal left ideals of S and let z 2 L0. By
Theorem 1.3.2(2), pick e 2 E(K(S)) such that L = Se. Then �zjL
is a continuous function from Se to Sz = L0 and �z[Se] = L0 since
Sez is a left ideal of S which is contained in L0. To see that �z is
one-to-one on Se, let g be the inverse of eze in eSe. For x 2 Se,

�g(�z(x)) = �g(xz)

= xzg

= xezeg, since x = xe and g = eg

= xe

= x:
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Since �zjL is one-to-one and continuous and L is compact (by the
fact that L is closed as a minimal left ideal of S and S is compact),
�zjL is a homeomorphism.

�

Theorem 1.3.5 Let S be a compact right topological semigroup and let
R be a right ideal of S. Then c`(R) is a right ideal of S.

Proof. Let x 2 S. (c`(R))x = �x[c`(R)] � c`(�x[R]) = c`(Rx) � c`(R),
since R is a right ideal of S. �

Theorem 1.3.6 Let S be a compact right topological semigroup, and let
T be a subset of the topological center of S. Then c`(T ) is a semigroup
if T is a semigroup.

Proof. One can see that c`(T ) 6= ; since ; 6= T � c`(T ). Now let
x; y 2 c`(T ), we need to show that xy 2 c`(T ). For this, consider an
open neighborhood U of xy. Take a neighborhood V of x such that
V y = �y[V ] � U (since c`(T ) � S and �y is continuous). Pick a 2
V \ T � V \ �(S). Then ay = �a(y) 2 U (since �a is continuous for
any a 2 �(S)) so pick a neighborhood W of y such that aW � U . Pick
b 2 W \ T . Then ab 2 aW \ T � U \ T (since aW � U and T is a
semigroup). Thus xy 2 c`(T ). �

Consider a right topological semigroup S and a right ideal R of S. We
have that c`(R) is also a right ideal of S, but this is not always true in
the case of a left ideal of S [19]. One needs an additional hypothesis.

Theorem 1.3.7 Let S be a compact right topological semigroup and as-
sume that �(S) is dense in S. Let L be a left ideal of S. Then c`(L) is
a left ideal of S.

Proof. Let x 2 c`(L) and let y 2 S. To see that yx 2 c`(L), let U
be an open neighborhood of yx. Pick a neighborhood V of y such that
V x = �x[V ] � U and pick z 2 �(S) (since �(S) is dense in S). Then
zx = �z(x) 2 U so pick a neighborhood W of x such that zW � U .
Pick w 2 W \ L (since x 2 c`(L)). Then, since L is a left ideal of S,
zw 2 zW \ L � U \ L so zw 2 U \ L. Indeed yx 2 c`(L). �
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Theorem 1.3.8 Let S be a compact right topological semigroup with
dense center. We have the following statements:

1. If R is a right ideal of S, then c`(R) is a two-sided ideal of S.

2. If e 2 E(K(S)), then c`(eSe) = Se.

Proof. Let A be the center of S.

1. By Theorem 1.3.5, c`(R) is a right ideal of S. Now we prove that
c`(R) is also a left ideal of S. Let y 2 c`(R). For any x 2 A one
has �y(x) = xy = yx 2 (c`(R))x � c`(R) (since A is the center of
S and c`(R) is a right ideal of S). Thus �y[A] � c`(R). Since A
is dense in S, so �y[S] = �y[c`(A)] � c`(�y[A]) � c`(R). That is
Sy � c`(R). Hence S � (c`(R)) � c`(R).

2. Since Se = �e[S] is closed (a continuous image of a compact space)
and is a (minimal) left ideal of S, one has c`(eSe) � Se. On the
other hand, since �e is continuous and A a dense center of S, Se =
(c`(A))e = �e[c`(A)] � c`(�e[A]) = c`(Ae) = c`(eAe) � c`(eSe)
(Ae = eA implies eAe = eeA = eA since e is an idempotent).
Hence c`(eSe) � Se and Se � c`(eSe) implies c`(eSe) = Se.

�

Let S be a semitopological semigroup and let T be a subsemigroup of
S. Then c`(T ) is a subsemigroup of S. But this is not true for right
topological semigroups in general. For instance, assuming X = N[f1g
and

T = ff 2 XX : f is one-to-one g

then c`(T ) is not a semigroup (see [19], Theorem 2.28). However, if each
f in T is continuous, then c`(T ) is a semigroup.

Theorem 1.3.9 Let S be a compact right topological semigroup with
dense center. Assume that S has some minimal right ideal R which
is closed. Then R = K(S) and all maximal subgroups of S are closed
and pairwise algebraically and topologically isomorphic.

Proof. By Theorem 1.3.8(1), c`(R) is an ideal of S so K(S) � c`(R) =
R � K(S) (since R is closed and minimal). Thus R = K(S). Let e 2
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E(K(S)). By Theorem 1.1.12(3) and Theorem 1.3.2(4), H(e) = eSe =
R \ Se so H(e) is closed (being the intersection of two closed sets R, by
assumption, and Se, see Corollary 1.3.1(2)). Any two maximal subgroups
of K(S) lie in the same minimal right ideal and so are algebraically and
topologically isomorphic by Theorem 1.3.4(2). �

Theorem 1.3.10 Let S be a compact right topological semigroup with
dense topological center. The following statements are equivalent:

1. K(S) is a minimal right ideal of S.

2. All maximal subgroups of K(S) are closed.

3. Some maximal subgroups of K(S) are closed.

Proof.

(1)) (2). Let e 2 E(K(S)). Then by Theorem 1.1.12(1),(4) Se is
a minimal left ideal and eS is a minimal right ideal so by Theorem
1.3.2(4), eSe = eS \ Se. Since K(S) is a minimal right ideal,
eS = K(S). Since Se � K(S), eSe = eS \ Se = K(S) \ Se = Se,
and Se is closed by Corollary 1.3.1(2). Thus K(S) is closed.

It is trivial that (2)) (3).

(3)) (1). Pick e 2 E(K(S)) such that eSe is closed. Let R = eS.
By Theorem 1.3.8(2), Se = c`(eSe) = eSe = eS \ Se � eS = R.
Now any other minimal right ideal of S would be disjoint from R
so would miss Se, contradicting Lemma 1.1.3(2). Thus R is the
only minimal right ideal of K(S), which is the union of all minimal
right ideals by Theorem 1.1.10, so K(S) = R.

�

Theorem 1.3.11 Let A be a set and let G be the free group generated
by A. Then G can be embedded in a compact topological semigroup. This
means that there is a compact group H and a one-to-one homomorphism
' : G! H.
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Proof. Let G0 = G n f;g, where ; is the identity of G. For each
g 2 G0, using Theorem 1.1.2, pick a �nite group Fg and a homomorphism
�g : G! F such that �g(g) is not the identity of Fg. Let each Fg have the
discrete topology. Then H =

N
g2G0 Fg is a compact topological group.

De�ne a homomorphism ' : G ! H by stating that '(h)g = �g(h).
Then, if g 2 G0, we know that '(g)g is not the identity of Fg. So the
kernel of ' is ; and hence ' is one-to-one as required. �
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Chapter 2

Ultra�lters and Stone-C�ech

compacti�cations

In this chapter, we de�ne the notion of an ultra�lter on a set. The notion
of an ultra�lter was �rst introduced by F. Riesz in 1909 to capture the
sense of largeness. We introduce the notion of �lters since these are use-
ful in their own right, for instance in the characterization of Stone-C�ech
compacti�cations. We outline some properties and some examples of ul-
tra�lters. We also give some insights of the Stone-C�ech compacti�cations
of N and R. The main references of the notions reviewed in this section
are [19], [37], [16], [27], [9], and [31].

2.1 Ultra�lters

De�nition 2.1.1 Let X be any nonempty set. A �lter on X is a family
F of subsets of X satisfying the following properties:

1. ; =2 F and X 2 F ;

2. If A;B 2 F , then A \B 2 F ; and

3. If A 2 F and A � B � X, then B 2 F .

In brief, we would say that a �lter onX is a nonempty family of nonempty
subsets of X closed under �nite intersections and supersets.

Let us recall that every �lter has the �nite intersection property.
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Example 2.1.1 Here are some examples of �lters.

1. The collection Nx of all neighborhoods of a point x in a topological
space X is a classic example of a �lter called the neighborhood
�lter of x.

2. Let X be an arbitrary set, and let S be a nonempty subset of X.
Then the collection of sets

F(S) = fA � X : S � Ag

is a �lter on X.

3. Let X be an in�nite set and consider the collection F of co�nite
sets. That is,

F = fA � X : X n A is a �nite setg:

Then F is a �lter on X.

De�nition 2.1.2 Let X be a nonempty set. A nonempty family B �
P(X) is called a �lter base if it satis�es the following properties:

1. ; =2 B, and

2. for every A;B 2 B there is C 2 B such that C � A \B.

Similarly, a nonempty family B � P(X) is a �lter base if the set

FB = fA � X : A � B for some B 2 Bg

is a �lter, and in this case B is called a base for FB. We also have that
if FB is a �lter, then B � FB is a base for FB if and only if for each
A 2 FB there is B 2 B such that B � A. Then the �lter FB is called the
�lter generated by B.

Notice that each �lter is a �lter base. The open neighborhoods of a point
x of a topological space form a �lter base B satisfying FB = Nx.

De�nition 2.1.3 Let X be a nonempty set.

1. The �lters F and G on X are said to be incompatible if there are
A 2 F and B 2 G such that A \B = ;.
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2. A �lter F on X is said to be open if F has a base of open sets of
the topology of X.

De�nition 2.1.4 An ultra�lter is a �lter which is not properly con-
tained in any other �lter.

That is, an ultra�lter is simply a maximal �lter or, U is an ultra�lter if
U � G for a �lter G implies U = G.

De�nition 2.1.5 A principal ultra�lter corresponding to x on a set
X is an ultra�lter of the form

Ux = fA � X : x 2 Ag

for a �xed x 2 X. Ultra�lters which are not principal are called non-
principal ultra�lters.

For example, the collection Nx all of neighborhoods of a point x in a
topological space is a principal ultra�lter corresponding to x.

Theorem 2.1.1 Let X be a set and let U and V be ultra�lters on X.

1. If B is such that A \B 6= ; for all A 2 U then B 2 U .

2. If A and B are such that A [ B 2 U then at least one of A or B
belongs to U .

3. If U 6= V then there are A 2 U , B 2 V with A \B = ;.

Proof.

To prove (1), notice that the family A = fA \ B : A 2 Ug is
nonempty and has the �nite intersection property, thus it extends
to an ultra�lter F . We have B 2 F since B 2 A. Let A 2 U . We
have A \ B 2 A, so A \ B 2 F . Since A \ B � A and F is an
ultra�lter, A 2 F . Thus U � F and so U = F and indeed B 2 U .

To prove (2), suppose both A;B =2 U . Then by (1), pick C;D 2 U
such that A \ C = ; and B \ D = ;, so (A [ B) \ (C \ D) = ;.
Since C \D 2 U , we have A [B 2 U .
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To prove (3), pick B 2 V such that B =2 U . By (1), there exist
some A 2 U such that A \B = ;.

�

Corollary 2.1.1 If U is an ultra�lter and
Sn

i=1Ai 2 U , where the Ai
are disjoint, then Ai 2 U for exactly one i.

Proof. It follows from the general case of Theorem 2.1.1(2) by induction:
if
Sn

i=1Ai 2 U then Ai 2 U for some i. If the Ai are disjoint, then Ai 2 U
for exactly one i. �

We give in the following some characterizations of ultra�lters.

Theorem 2.1.2 Let X be a nonempty set and let U � P(X). Then the
following statements are equivalent:

1. U is an ultra�lter on X,

2. U is a maximal family with the �nite intersection property, and

3. U is a �lter on X and for every A � X, either A 2 U or X nA 2 U .

Proof.

(1) ) (3): If U is an ultra�lter on X then it is a �lter on X and
so satis�es the �rst part of (3). The second part is a special case
of the previous corollary.

(3) ) (2): Let A � X and A =2 U . Then X n A 2 U . Since
A \ (X n A) = ;, U [ fAg has no �nite intersection property.

(2) ) (1): Since U has the �nite intersection property, the family

A = fA � X : A �
\
F for some �nite F � Xg

is a �lter on X and has the �nite intersection property as well.
Since U is maximal, A = U . Then U is a �lter, and consequently,
an ultra�lter.
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�

It follows that a �lter F on X is an ultra�lter if and only if exactly one
of A or X nA belongs to F for all subsets A of X. This characterization
captures the notion of an ultra�lter as the set of "large" subsets of a set.
Meaning that one can bring in the notion of a �nitely additive measure
on X.

De�nition 2.1.6 A f0; 1g-valued �nite additive measure on X is
a function � : P(X)! f0; 1g such that

1. �(X) = 1

2. If A1; : : : ; An are pairwise disjoint subsets of X, then

�

 
n[
i=1

Ai

!
=

nX
i=1

�(Ai):

Lemma 2.1.1 Let F be an ultra�lter on X. The function �F on P(X)
de�ned by

�F(A) =

�
1 if A 2 F
0 if A =2 F

determines a f0; 1g-valued �nite additive measure on P(X). Conversely,
any such measure determines an ultra�lter.

Proof. First, we show that �F is a �nite additive measure. In fact, for
the �rst condition, �F(X) = 1 since X 2 F . The second one follows
by induction if we prove �F(A [ B) = �F(A) + �F(B) for two disjoint
subsets of X. If A 2 F but B =2 F , or vice versa, then �F(A) = 1 and
�F(B) = 0. Thus,

�F(A) + �F(B) = 1 = �F(A [B);

since A [ B 2 F (the superset property of F). We cannot have both
A;B 2 F since A and B are disjoint. Now consider the case A;B =2 F .
Thus �F(A) = �F(B) = 0 and A[B =2 F since (A[B)0 = A0 \B0 2 F .
So,

�F(A [B) = 0 = �F(A) + �F(B):

To see the converse, de�ne

F� = fA � X : �(A) = 1g;

where � is a f0; 1g-valued �nite additive measure on P(X). The set F�
as de�ned is indeed an ultra�lter on X. �
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Lemma 2.1.2 Let X be a nonempty set and let U be an ultra�lter on
X. Then the following statements are equivalent:

1. U is a nonprincipal ultra�lter on X,

2.
T
U = ;,

3. for every A 2 U , jAj � !',

Proof.

(1) ) (2): Suppose
T
U 6= ;. Pick x 2

T
U , so

U � fA � X : x 2 Ag;

and thus U = fA � X : x 2 Ag since U is a maximal �lter. Hence
U
is a principal ultra�lter on X.

(2) ) (3): Suppose that some A 2 U is �nite. Then, by Theorem
2.1.2, pick x 2 A such that fxg 2 U . It follows that U = fA � X :
x 2 Ag.

(3) ) (1): See the proof of (1) ) (2) above.

�

One concludes from the previous statements that for a nonprincipal �lter
F on a set X, we have �F(A) = 0 for any �nite set A.

The following theorem for the existence of nonprincipal ultra�lters is
called the ultra�lter theorem and it involves the Zorn's Lemma. We
hereby recall the lemma: if every chain in a partially ordered set X has
an upper bound, then X has a maximal element.

Theorem 2.1.3 Every �lter on X can be extended to an ultra�lter on
X.

Proof. Let F be a �lter on a set X, and let C be the nonempty collection
of all sub�lters of F . That is,

C = fG : G is a �lter and F � Gg:
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The collection C is partially ordered by inclusion. Given a chain B in
C, the family fA : A 2 G for some G 2 Bg is a �lter that is an upper
bound for B in C. Thus the hypotheses of Zorn's Lemma are satis�ed, so
C has a maximal element. Note that every maximal element of C is an
ultra�lter including F . �

De�nition 2.1.7 Let X be a set and let U be an ultra�lter on X. The
norm on U is de�ned as follows

kUk = minfjAj : A 2 Ug:

Note that from the fact above, if U is an ultra�lter, then kUk is either 1
or in�nite.

De�nition 2.1.8 Let X be a set and let � be an in�nite cardinal.

1. A �-uniform ultra�lter on X is an ultra�lter U on X such that
kUk � �.

2. U�(X) := f U : U is a �-uniform ultra�lter on X g.

3. A uniform ultra�lter on X is a �-uniform ultra�lter on X,
where � = jXj.

Equivalently, an ultra�lter U is uniform if for every A 2 U , we have
jAj = jXj and the set of uniform ultra�lters on X will simply be denoted
by U(X) (without the script �), whenever there is no risk of confusion.

Corollary 2.1.2 There are uniform ultra�lters on any in�nite set. Let
X be any set and let A be a family of subsets of X. We have the following
statements:

1. If the intersection of every �nite subfamily of A is in�nite, then
A is contained in an ultra�lter on X all of whose members are
in�nite.

2. More generally, if � is an in�nite cardinal and if the intersection
of every �nite subfamily of A has cardinality at least �, then A is
contained in a �-uniform ultra�lter on X.
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Proof. See Proof of Corollary 3.14 in [19]. �

Recall that if the intersection of every �nite subfamily of A is in�nite, A
is said to have the in�nite �nite intersection property. Thus, the
above result suggests that if A has the in�nite �nite intersection prop-
erty, then there is a nonprincipal ultra�lter U on X with A � U .

But most of the time we will use the following simpli�ed version from
[37] if there is no confusion at all.

De�nition 2.1.9 An ultra�lter U on X is said to be uniform if for
every A 2 U , jAj = jXj.

Corollary 2.1.3 There are uniform ultra�lters on any in�nite set.

Proof. Let X be any in�nite set and let

F = fA � X : jX n Aj < jXjg:

By Theorem 2.1.2, there is an ultra�lter U on X containing F . Suppose
jAj < jXj for A � X, then X n A 2 F � U , so A =2 U . Hence we take
jAj = jXj, then A 2 U . That is, U is uniform. �

Lemma 2.1.3 Let F be a �lter on X. Let T � X such that T \ A 6= ;
for each A 2 F .

1. Then the set FjT = fT \ A : A 2 Fg is a �lter on T .

2. If F is an ultra�lter, FjT is also an ultra�lter.

Proof.

Let prove (1). Clearly, ; =2 FjT since T \ A 6= ; for each A 2 F .
And indeed, with the assumptions on T , T = T \ X 2 FjT . Let
A;B 2 FjT . Then we can �nd A1; B1 2 F such that A = T \ A1

and B = T \B1. A\B = (T \A1)\(T \B1) = T \(A1\B1) 2 FjT
since A1 \ B1 2 F . Let A � B and A 2 FjT . Pick A1 2 F such
that A = T \ A1. Since A � B and B � T , there is B1 � T such
that B = T \B1 (otherwise B = ; or B = T ). Obviously A1 � B1

since A � B, so B1 2 F . Hence B 2 FjT .
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The proof of (2) follows using Theorem 2.1.2.

�

De�nition 2.1.10 Let F be a �lter on X and T � X. The �lter FjT is
called the trace of F on T .

Lemma 2.1.4 Let F be a �lter on X and let a function f : X ! Y .

1. Then the set f(F) = ff(A) : A 2 Fg is a �lter base on Y .

2. If f is surjective, then f(F) is a �lter.

Proof.

To prove (1), let's check the conditions of De�nition 2.1.3. Since
; =2 F , ; =2 f(F). Let A;B 2 f(F). Pick A1; B1 2 F such
that A = f(A1) and B = f(B1). Since F is a �lter base on X,
pick C1 2 F such that C1 � A1 \ B1. So f(C1) 2 f(F) and
f(C1) � A \B.

To prove (2), let A 2 f(F) and A � B. Pick A1 2 F such that
A = f(A1). Since f is surjective and f(A1) � B, we can �nd
B1 2 F with f(B1) = B. Thus, B 2 f(F).

�

De�nition 2.1.11 Let F be a �lter on X and let a function f : X ! Y .
The �lter base on Y is called the image of F with respect to f .

Lemma 2.1.5 If F is an ultra�lter, then f(F) is an ultra�lter base.

Proof. Let B � Y and let A = f�1(B). Since F is an ultra�lter, by
Theorem 2.1.2, either A 2 F or X n A 2 F . Then either B � f(A) 2
f(F) or Y nB � f(X n A) 2 f(F). �

De�nition 2.1.12 A �lter base B on a space X converges to a point
x 2 X if every neighborhood U of x, there is A 2 B such that A � U .
In another words, A �lter base B on a space X converges to a point
x 2 X if the �lter generated by B converges to x.
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Notice that if B is a �lter, then B converges to x if and only if B includes
the neighborhood �lter of x, that is, Nx � B. Also, Nx converges to x
for each x 2 X.

Theorem 2.1.4 Let f : X ! Y be a function between two topological
spaces and let x 2 X. The following statements are equivalent:

1. The function f is continuous at x.

2. If a �lter F on X converges to x, then f(F) converges to f(x) in
Y.

Proof.

(1) ) (2). Let F be a �lter on X convergent to x 2 X. That
is, Nx � F . Since f is continuous at x, f�1(V ) 2 Nx for each
V 2 Nf(x). Hence f�1(V ) 2 F for each V 2 Nf(x). But then
from f(f�1(V )) � V , we have that Nf(x) is included in the �lter
generated by f(F). Thus f(F) converges to f(x).

(2)) (1). Assume (2) and on the contrary that f is not continuous
at x. Then there is an open neighborhood V of f(x) such that
f�1(V ) is not a neighborhood of x. That is, x =2 int(f�1(V ))
which implies x 2 c`([f�1(V )]0) = c`([f�1(V 0)]). So we can �nd a
sequence fx�g in f�1(V 0) that converges to x. If we de�ne F� =
fx� : � � �g, then B = fF� : � 2 Ng converges to x, so by
hypothesis, f(B) converges to f(x). Since f(F�) � V 0, we can �nd
�0 � � such that f(x�0) 2 V 0. But since V 0 is closed, f(x) 2 V 0

which is a contradiction.

�

Theorem 2.1.5 Let X be a topological space. The following statements
are equivalent:

1. X is compact.

2. Every family of closed subsets of X with the �nite intersection prop-
erty has a nonempty intersection.

3. Every ultra�lter on X is convergent.
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Proof.

(1) , (2). Suppose X compact, and let E be the family of closed
subsets of X. If

T
E2E E = ;, then X =

S
E2E E 0 (with E 0 =

XnE). Therefore the family C = fE 0 : E 2 Eg forms an open cover
of X. Since X is compact, we can extract E 0

1; : : : ; E
0
n from C with

E1; : : : ; En 2 E such that X =
Sn

i=1 E
0
i. This implies

Tn

i=1 Ei = ;,
so E does not have the �nite intersection property. Thus, if E
possesses the �nite intersection property, then

T
E2E E 6= ;.

Conversely, suppose (2) is true and that V is an open cover of X.
Then \V 2V V 0 = ;, so the �nite intersection property must be
violated. That is, there exist V1; : : : ; Vn 2 V satisfying

Tn

j=1 V 0
j .

Thus, X =
Sn

j=1 Vj proving that X is compact.

(1) , (3). Let X be a compact space and let U be an ultra�lter
on X. Assume on the contrary that for every point x 2 X, there is
a neighborhood Ux of x such that Ux =2 U . One can take Ux open.
Then, since U is an ultra�lter on X, X nUx 2 U by Theorem 2.1.2.
The open sets Ux, where x 2 X, cover X. Since X is compact,
there is a �nite subcover fUxi : i < ng of fUx : x 2 Xg. But then
; =

T
i<n (X n Uxi) 2 U , a contradiction since U is an ultra�lter.

Thus, ifX is compact then every neighborhood Ux of x 2 X belongs
to U . That is, U converges.
Conversely, suppose that every ultra�lter on X is convergent and
let E be a family of closed subsets of X with the �nite intersection
property. Assume on the contrary that

T
E = ;. By Theorem

2.1.3, there is an ultra�lter U such that E � U . We claim that U is
not convergent. Indeed, let x 2 X. Since

T
E = ;, there is Ex 2 E

such that x =2 Ex. Then Ux = X n Ex is a neighborhood of x and
Ux =2 U . Hence U is not convergent, which is a contradiction.

�

2.2 The space �X

De�nition 2.2.1 Let X be a nonempty set and let �X denote the set of
all ultra�lters on X. Given A � X, we de�ne A � �X by

A = fp 2 �X : A 2 pg:
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So, for every A � X and p 2 �X, p 2 A if and only if A 2 p.

Lemma 2.2.1 Let X be a set and let A;B � X.

1. A \B = A \B;

2. A [B = A [B;

3. X n A = �X n A;

4. A = ; if and only if A = ;;

5. A = �X if and only if A = X;

6. A = B if and only if A = B.

Proof. See pages 24-25 in [16]. �

Theorem 2.2.1 Let X be a nonempty set. Then the family

fA : A � Xg

forms a base for the topology on �X.

Proof. Let A;B � X. A \ B = A \B. Since A \ B � X, the family
fA : A � Xg is closed under �nite intersections. Hence it forms a base
for a topology on �X. �

For every pair of distinct ultra�lters p; q 2 �X, there exist A 2 p and
B 2 q such that A \ B = ;, and so ; = A \B = A \ B making the
above-mentioned topology Hausdor�.

De�nition 2.2.2 Let X be a set and let x 2 X. Then we de�ne the
following:

1. e(x) = fA � X : x 2 Ag.

2. A� = A n e[A].

For each x 2 X, we note that e(x) is the principal ultra�lter on X
corresponding to x.

Theorem 2.2.2 Let X be any nonempty set.

59



1. �X is a compact Hausdor� space.

2. The sets of the form A are the clopen subsets of �X.

3. For every A � X, c`�X(A) = c`�X(e[A]).

4. For any A � X and any p 2 �X, p 2 c`�X(e[A]) if and only if
A 2 p.

5. The mapping e is injective and e[X] is a dense subset of �X whose
points are precisely the isolated points of �X.

6. If U is an open subset of �X, c`�X(U) is also open.

Proof.

1. Consider two distinct elements of �X. If A 2 pn q, then X nA 2 q.
So A and X n A are disjoint open subsets of �X containing p and
q respectively. Thus �X is Hausdor� (see also the comment after
Theorem 2.2.1).
The sets of the form A are also a base for the closed sets, since
�X n A = X n A. Thus, to show that �X is compact, consider a
family A of sets of the form A with the �nite intersection property
and we show that A has nonempty intersection. Let B = fA � X :
A 2 Ag. If F is a �nite nonempty subset of B, then there is some
p 2

T
A2F A and so

T
F 2 p and thus

T
F 6= ;. That is, B has

the �nite intersection property, so by Theorem 2.1.2 pick q 2 �X
with B � q. Hence q 2

T
A.

2. In the proof of (1) each set A was taken closed as well as open. Let
C be a clopen subset of �X and let A = fA : A � X and A � Cg.
Since C is open, A is an open cover of C. Since C is closed, it is
compact by (1) so pick a �nite subfamily F of P(X) such that
C =

S
A2F A. Then by Lemma 2.2.1(2), C =

S
F .

3. For each a 2 A, one clearly has e(a) 2 A. Therefore c`�X(e[A]) �
A. To prove the reverse inclusion, let p 2 A. If B denotes a basic
neighborhood of p, then A 2 p and B 2 p and so A \ B 6= ;.
Choose any a 2 A \ B. Since e(a) 2 e[A] \ B, then e[A] \ B 6= ;
and thus p 2 c`�X(e[A]).
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4. By (3) and the de�nition of A,

p 2 c`�X e[A] , p 2 A
, A 2 p:

5. If a; b 2 X are distinct, X n fag 2 e(b) n e(a) and so e(a) 6= e(b).
If A is a nonempty basic open subset of �X, then A 6= ; by Lemma
2.2.1(4). Any a 2 A satis�es e(a) 2 e[X] \A and so e[X] \A 6= ;.
Thus e[X] is dense in �X.
For any a 2 X, e(a) is isolated in �X because fag is an open subset
of �X whose only member is e(a). Conversely if p is an isolated
point of �X, then fpg \ e[X] 6= ; and so p 2 e[X].

6. If U = ;, the conclusion is trivial and so let us assume that U 6= ;.
Put A = e�1[U ]. So let p 2 U and let B be a basic neighborhood of
p. Then U\B is a nonempty open set and so by (5), U\B\e[X] 6=
;. So pick b 2 B with e(b) 2 U . Then e(b) 2 B \ e[A] and so
B \ e[A] 6= ;. Thus U � c`�X(e[A]).
Also e[A] � U and hence U � c`�X(e[A]) � c`�X(U). Thus

c`�X(U) = c`�X(e[A]) = A

by the condition (3) above, and so c`�X U is open in �X.

�

Note that �X is an extremally disconnected space, but X� is not. See
[19].

De�nition 2.2.3 Let X be a nonempty set and let F be a family of
subsets of X. We de�ne F � �X by

F =
\
A2F

A:

Theorem 2.2.3 Let X be a nonempty set.

1. For every �lter F on X, F is a nonempty closed subset of �X
consisting of all p 2 �X such that F � p.

2. Conversely, for every nonempty subset U � �X, the intersection
of all ultra�lters from U is a �lter F on X such that F = U .
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Proof.

To prove (1), let F be a �lter on X. Pick p 2 F . Then, for all
A 2 F we have p 2 A. That is, A 2 p. Hence F � p.

To prove (2), take F as the intersection of all ultra�lters from U
which is a �lter on X. Now let p 2 F . Assume on the contrary
that p =2 U . Then there is A 2 p such that A \ U = ;. It follows
that for each q 2 U , X n A 2 q. Hence X n A 2 F . Using (1),
F � p. Hence D n A 2 p, which is a contradiction. Thus, each
p 2 F implies p 2 U . That is, F � U . Finally, F � U .

�

De�nition 2.2.4 Let X be a nonempty set and let A � X. Then A� =
A n A and c`�X(A) = A.

Consequently, the principal ultra�lters will be identi�ed with the ele-
ments of X. And, X� = �X nX is the set of nonprincipal ultra�lters on
X.

Theorem 2.2.4 Let X be a nonempty set, let p 2 �X and let U be a
subset of �X. If U is a neighborhood of p in �X, then e�1[U ] 2 p.

Proof. Suppose U is a neighborhood of p. Then there is a basic open
subset A of �X for which p 2 A � U with A � X. This implies that
A 2 p. Since A � e�1[U ] and p is an ultra�lter on X, we have e�1[U ] 2 p
as well. �

De�nition 2.2.5 Let X be a topological space. A compacti�cation of
X is a pair (';K) such that K is a compact space, ' is an embedding of
X into K, and '[X] is dense in K.

Theorem 2.2.5 Every completely regular space X has a Hausdor� com-
pacti�cation �X in which it is C�-embedded.

Proof. See Proof of Theorem 1.9 in [31]. �

Corollary 2.2.1 If X is a compact space, �X is homeomorphic to X.
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Proof. See Proof of Corollary 1.10 in [31]. �

Theorem 2.2.6 Every completely regular space X has a compacti�ca-
tion �X such that any mapping from X to a compact space K extends
uniquely to �X.

Proof. See Proof of Theorem 1.11 in [31]. �

Corollary 2.2.2 Any compacti�cation of X is a continuous image of
�X under a mapping which leaves points of X �xed.

Proof. This is a special case of the theorem above. �

Corollary 2.2.3 Any compacti�cation of X to which every mapping of
X to a compact space has an extension, is homeomorphic to �X under
a homeomorphism which leaves points of X �xed.

Proof. See the proof of Corollary 1.13 in [31]. �

Theorem 2.2.7 (C�ech Theorem). �X is that compacti�cation of a
space X in which completely separated subsets of X have disjoint closures.

Proof. For the proof, please refer to the proof of Theorem 1.14 in [31].
�

Corollary 2.2.4 When X is a normal space, �X is that compacti�ca-
tion of X in which disjoint closed subsets of X have disjoint closures.

Proof. Recall that in a normal space, two disjoint closed sets are com-
pletely separated. The proof is obtained by applying the theorem above.
�

De�nition 2.2.6 Let X be a completely regular topological space. A
Stone- �Cech compacti�cation of X is pair (';Z) such that

1. Z is a compact space,

2. ' is an embedding of X into Z,
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3. '[X] is dense in Z, and

4. given any compact space Y and any continuous function f : X ! Y
there exits a unique continuous function g : Z ! Y such that
g � ' = f .

If f is continuous mapping from a completely regular space X into a
compact space Y , we use ~f to denote the continuous mapping from �X
to Y which extends f .

The following theorem summarize the characteristic properties of the
Stone-�Cech compacti�cation of a completely regular space.

Theorem 2.2.8 Every completely regular space X has a unique com-
pacti�cation �X which has the following equivalent properties:

1. X is C�-embedded in �X.

2. Every mapping of X into a compact space extends uniquely to �X.

3. Every point of �X is the limit of an ultra�lter on X.

4. If Z1 and Z2 are zero-sets in X, then

c`�X(Z1) \ c`�X(Z2) = c`�X(Z1 \ Z2):

5. Disjoint zero-sets in X have disjoint closures in �X.

6. Completely separated sets in X have disjoint closures in �X.

7. �X is a maximal in the partially ordered set of compacti�cations
of X.

Proof. The proof follows the proof of Theorem 1.46 in [31]. �

Notice that if T � X, then p 2 c`�X(T ) (which is an ultra�lter on X)
shall be identi�ed with the ultra�lter fA \ T : A 2 pg (which is an
ultra�lter on T ).

Theorem 2.2.9 Let T be a subspace of X. Then T is C�-embedded in
X if and only if �T = c`�X(T ).
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Proof. See the proof of Proposition 1.48 in [31]. �

Theorem 2.2.10 If T is a subspace of �X containing X, then �T is
�X.

Proof. See the proof of Proposition 1.49 in [31]. �

Any Boolean algebra B is associated with a totally disconnected compact
Hausdor� space, called its Stone space, whose points could be described
as the ultra�lters on B. All totally disconnected compact Hausdor�
spaces arise in this way, as any such space can be identi�ed with the
Stone space associated with the Boolean algebra formed by its clopen sub-
sets. This theory displays the category of totally disconnected compact
Hausdor� spaces as being the dual of the category of Boolean algebras.
The extremally disconnected compact spaces are those corresponding to
complete Boolean algebras. If D is a discrete space, �D could be de-
scribed as the Stone space of the Boolean algebra P(D), while D� could
be described as the Stone space of the quotient of P(D) by the ideal of
�nite subsets of D. See [19]. We mention this construction because it
is relevant to the Stone-�Cech compacti�cation as used in [6], [7], and [13].

Before giving the de�nition of a Boolean algebra, let us recall the notion
of partially ordered set.

De�nition 2.2.7 Let X be a nonempty set.

1. The set X together with a binary relation � de�ned on X is called
a partially ordered set if it satis�es the following conditions for
arbitrary elements x, y, and z of X:

(a) � is reexive: x � x for all x.

(b) � is transitive: x � y and y � z implies that x � z.

(c) � is antisymmetric: x � y and y � x implies that x = y.

2. An upper bound for a subset A of X is an element x such that a �
x for all a in A, and a supremum for the set A is an upper bound
x such that for any other upper bound y, x � y. The supremum of
a family fx�g is written

W
� x�.
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3. A lower bound for a subset A of X is an element z such that z � a
for all a in A, and an in�mum for the set A is an upper bound z
such that for any other lower bound w, w � z. The in�mum of a
family fx�g is written

V
� x�.

We recall in the following the de�nition of a Boolean algebra.

De�nition 2.2.8 1. A lattice is a partially ordered set in which ev-
ery pair of elements has a supremum and an in�mum.

2. A lattice is said to be complete if every set has a supremum and
an in�mum.

3. A lattice is said to be distributive if the operations supremum and
in�mum satisfy the two identities:

x ^ (y _ z) = (x ^ y) _ (x ^ z)

and
x _ (y ^ z) = (x _ y) ^ (x _ z):

4. A lattice is said to be complemented if it contains two elements
0 and 1 such that 0 � x � 1 for all elements x and to each element
element x is assigned an element x0 such that x_x0 = 1 and x^x0 =
0.

5. A Boolean algebra is a complemented distributive lattice.

6. A Boolean algebra is said to be complete if it is complete as a
lattice.

We list a couple of examples of Boolean algebras.

Example 2.2.1 1. The family of all subsets of a set and the family of
clopen subsets of a space are Boolean algebras with the operations
of set-theoretic complementation, union, and intersection.

2. The family of all regular closed subsets of a topological space X is
a complete Boolean algebra with the following operations:

(a) A � B if and only if A � B.

(b)
W
�A� = c`([�int(A�)).
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(c)
V
�A� = c`(\�int(A�)).

(d) A0 = c`(int(X n A)).

De�nition 2.2.9 A subset F of a space X is called a regular closed
set if F = c`(int(F )). Similarly, a subset G of a space X is said to be a
regular open set if G = int(c`(G)).

We de�ne the notion of set-theoretical (Boolean algebra) ideal and �lter
on a set X as follows:

De�nition 2.2.10 Let X be a set. An ideal I on X is a nonempty set
of subsets of X such that

1. X =2 I,

2. If A 2 I and B � A then B 2 I, and

3. If A;B 2 I then A [B 2 I.

Notice that the relationship between ideals and �lters in a Boolean al-
gebra is apparent by comparing their de�nitions and observing that a
Boolean algebra satis�es the de Morgan Laws :

A [B = (A0 \B0)0 and A \B = (A0 [B0)0:

Thus, the complements of members of an ideal form a �lter and con-
versely. So I is an ideal on X if and only if the set fX n A : A 2 Ig is
a �lter on X. For this reason, an ideal in a Boolean algebra is the dual
of a �lter.

De�nition 2.2.11 A �eld of sets is a family of subsets of a set X
which is closed under �nite unions, �nite intersections, and complemen-
tation.

An example of a �eld of sets is the family of clopen subsets of any topo-
logical space. It is clear that any �eld is a Boolean algebra. The converse
of this statement is known as the Stone Representation Theorem which
states that every Boolean algebra can be represented as the �eld of clopen
subsets of some totally disconneted compact space.
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De�nition 2.2.12 (See [31]) Let L be a Boolean algebra, S(L) the set
of maximal �lters of L, and E the Boolean algebra of clopen subsets of
S(L). The set S(L) with the topology generated by E is called the Stone
space of the Boolean algebra L.

Theorem 2.2.11 Let D be a discrete space and let e be the embedding
of D into �D. Then (e; �D) is the Stone- �Cech compacti�cation of D.

Proof. Let us prove the conditions of De�nition 2.2.6. For any set D,
�D is a compact space by Theorem 2.2.2(1) so the condition (1) holds.
By Theorem 2.2.2(5), e is an embedding and e[D] is dense in �D so the
conditions (2) and (3) hold. Now to prove the condition (4), let Y be a
compact space and let f : D ! Y be a continuous function. For each
p 2 �D, let

Ap = fc`Y (f [A]) : A 2 pg:

To show that Ap has the �nite intersection property, let G 2 Pf (Ap) such
that

T
G 6= ;. De�ne

F = fA 2 p : c`Y (f [A]) 2 Gg:

Then F is a �nite nonempty subset of p. Since p 2 �D,
T
F 6= ; by

Theorem 2.1.2. Pick A 2 F such that c`Y (f [A]) 2 G. Let consider some
r 2

T
A2F c`Y (f [A]) so r 2

T
G. Thus

T
G 6= ;. Hence, for each p 2 �D,

Ap has the �nite intersection property. Since Y is compact, by Theorem
2.1.5, Ap has a nonempty intersection. Choose g(p) 2

T
Ap. We prove

that g � e = f and that g is continuous.
For the �rst assertion, let x 2 D. Since e(x) is the principal ultra�lter
generated by x, then fxg 2 e(x). So

g(e(x)) 2 c`Y (f [fxg]) = c`Y (ff(x)g) = ff(x)g;

by the fact that g(p) 2
T
Ap with p = e(x), A = fxg and f is continuous.

Thus g(e(x)) = f(x) for any x 2 D. That is g � e = f as required.
To see that g is continuous, let p 2 �D and let U be a neighborhood
of g(p) in Y . Since Y is regular, pick a neighborhood V of g(p) with
c`Y (V ) � U and let A 2 f�1[V ]. To prove that A 2 p, consider the
contrary. Suppose instead that D n A 2 p. Then g(p) 2 c`Y (f [D n A])
and V is a neighborhood of g(p) so V \ f [D n A] 6= ;, contradicting the
fact that A = f�1[V ]. Thus A is a neighborhood of p. To prove that
g[A] � U , consider the contrary. So pick q 2 A such that g(q) =2 U .
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Then Y n c`Y (V ) is a neighborhood of g(p) and g(p) 2 c`Y (f [A]). So
(Y n c`Y (V )) \ f [A] 6= ;, again contradicting the fact that A = f�1[V ].
�

Theorem 2.2.12 Let D be an in�nite discrete space. We have the fol-
lowing statements:

1. The points of D are identi�ed with the principal ultra�lters in �D
generated by those points.

2. D � �D.

3. D is dense in �D, and

4. given any compact space K and any function f : D ! K there
exists a continuous function ~f : �D ! K such that ~fjD = f .

Proof. The proof uses De�nition 2.2.6 and Theorem 2.2.11 above. �

De�nition 2.2.13 Let X be a topological space. A subset Z of X is
called a zero-set if Z = f�1[f0g] for some continuous function f : X !
[0; 1]. The complement of a zero-set is called a cozero-set.

Note that if D is an in�nite discrete space, the clopen sets and the zero-
sets of D coincide and the Stone space of the algebra of clopen sets of D
is �D.

Recall that a F�-set, also known as �-compact space, is one which
is the union of countably many compact subspaces and a G�-set is one
which is the intersection of countably many open sets.

Theorem 2.2.13 If D is any in�nite set, every non-empty G�-subset of
D� has a non-empty interior in D�.

Proof. See Proof of Theorem 3.36 in [19]. �

Corollary 2.2.5 Let D be any set. Any countable union of nowhere
dense subsets of D� is again nowhere dense in D�.

Proof. See Proof of Corollary 3.37 in [19]. �
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De�nition 2.2.14 A space X is called an F-space if each cozero-set in
X is C�-embedded in X.

Extremally disconnected spaces are examples of F-spaces and also, one
can prove that if X is locally compact and �-compact, then X� is an
F-space.

The Stone-�Cech compacti�cation of the discrete space N of natural num-
bers is an object of interest because of its complex properties but still
useful. N� = �N n N contains exactly c pairwise disjoint clopen sub-
spaces. It should be noted that every nonempty clopen subset of N� is
homeomorphic to N� and N� contains 2c disjoint copies of itself.

Theorem 2.2.14 Every in�nite compact F-space contains a copy of �N.

Proof. See the proof of Proposition 1.64 in [31]. �

De�nition 2.2.15 A point in a topological space is called a P-point if
every G� containing the point is a neighborhood of the point.

Recall that every zero-set is a G� since it can be written as an intersection
of countably many open sets.

Theorem 2.2.15 The continuum Hypothesis implies that P-points exist
in N�.

Proof. See the proof of Theorem 3.38 in [19]. �

Theorem 2.2.16 Let D be a discrete space and let A and B be �-
compact subsets of �D. If A\c`(B) = c`(A)\B = ;, then c`(A)\c`(B) =
;.

Proof. For the proof, see the proof of Theorem 3.40 in [19] or the proof
of Theorem 2.22 in [34].
Write A =

S1
n=1An and B =

S1
n=1Bn where An and Bn are compact

for each n. Since �D is a compact (Hausdor�) space, it is normal. For
each n 2 N, An and c`(B) are disjoint closed sets and c`(A) and Bn

are disjoint closed sets. So pick open sets Tn, Un, Vn and Wn such that
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Tn\Un = Vn\Wn = ;, An � Tn, c`(B) � Un, c`(A) � Vn and Bn � Wn.
For each n 2 N, let Gn = Tn\

Tn

k=1 Vk and let Hn = Wn\
Tn

k=1 Uk. Then
for each n, one has An � Gn and Bn � Hn. Let n;m 2 N. If m � n,
then

Gn \Hm � Tn \
m\
k=1

Uk � Tn \ Un = ;:

Or if m � n, then

Gn \Hm �
n\
k=1

Vk \Wm � Vm \Wm = ;

Thus, for any n;m 2 N, Gn \Hm = ;.
Let C =

S1
n=1Gn and let D =

S1
n=1Hn. Then C and D are disjoint

open sets. So D \ c`(C) = ;, A � C, and B � D. Since c`(C) is
open by Theorem 2.2.2(6), c`(B) \ c`(C) = ;. Since c`(A) � c`(C),
c`(A) \ c`(B) = ; as required. �

Corollary 2.2.6 Let D be a discrete space.

1. Let A and B be �-compact subsets of D�. If A\c`(B) = c`(A)\B =
;, then c`(A) \ c`(B) = ;.

2. Let A and B be countable subsets of �D. If A\c`(B) = c`(A)\B =
;, then c`(A) \ c`(B) = ;.

3. Let A and B be countable subsets of D�. If A\c`(B) = c`(A)\B =
;, then c`(A) \ c`(B) = ;.

Proof. See the proof of Corollary 3.42 in [19] or the proof of Corollary
2.23 in [34]. �

As a consequence of this theorem, if D is a discrete space then every
compact subset of �D is an F-space. Thus D� is an F-space, although it
need not to be extremally disconnected unlike �D (see Theorem 2.2.2(6)).
It should be noted that every closed subspace of a compact F-space is an
F-space.

Theorem 2.2.17 Let f : D ! E be a mapping of discrete spaces and
let ~f : �D ! �E. Then ~f is injective if f is injective, surjective if f is
surjective and a homeomorphism if f is bijective.
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Proof. Exercise 3.4.1 in [19]. �

Theorem 2.2.18 Let D be any discrete space. Then every separable
subspace of �D is extremally disconnected.

Proof. Exercise 3.4.7 in [19]. �

De�nition 2.2.16 Let D be a discrete space, let p 2 �D, let (xs)s2D be
an indexed family in a topological space X, and let y 2 X. Then

p� lim
s2D

xs = y

if and only if for every neighborhood U of y,

fs 2 D : xs 2 Ug 2 p:

De�nition 2.2.17 Suppose that X and Y are topological spaces, that
A � X and that f : A! Y . Let a 2 c`X(A) and y 2 Y . We write

lim
x!a

f(x) = y

if and only if, for every neighborhood V of y, there is a neighborhood U
of a such that f [A \ U ] � V .

Theorem 2.2.19 Let D be a discrete space, let Y be a topological space,
and let p 2 �D and y 2 Y . If A 2 p and f : A! Y , then

p� lim
x2A

f(x) = y if and only if lim
x!p

f(x) = y:

Proof. Consider p � lim
x2A

f(x) = y and V a neighborhood of y. Then,

f�1[V ] 2 p. Let B = f�1[V ]. By Theorem 2.2.2, B is a neighborhood
of p. Let U = B. Since B = f�1[V ] � A, then f [A \ U ] = f [B] � V .
Thus, lim

x!p
f(x) = y.

Conversely, consider that lim
x!p

f(x) = y and V a neighborhood of y. Then,

there is a neighborhood U of p such that f [A \ U ] � V . Now U \A 2 p
and so, since U \A � f�1[V ], it follows that f�1[V ] 2 p (the fact that p
is an ultra�lter on D). Thus, p� lim

x2A
f(x) = y. �
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Let us note that lim
x!a

f(x), if it exists, is unique. The concepts of p-limits

and limits coincide for functions de�ned on �D, we use them interchange-
ably.

The cardinality of the set of natural numbers N is the �rst in�nite car-
dinal and is denoted by !. The cardinality of the set of real numbers R
is called the cardinality of continuum and is denoted by c. Therefore,
c = 2! = jRj = jP(N)j.

Theorem 2.2.20 Let D be a countably in�nite set. There is a c � c
matrix



hA�;�i�<c

�
�<c

of subsets of D satisfying the following two state-
ments.

1. Given �; �; � < c with � 6= � , jA�;� \ A�;� j < !

2. Given any F 2 Pf (c) and any g : F ! c, j \�2F A�;g(�)j = !

Proof. See the proof of Theorem 3.56 in [19]

�

Corollary 2.2.7 Let D be a countably in�nite discrete space. Then
j�Dj = 22

!

.

Proof. Since �D � P(P(D)), one has that

j�Dj � jP(P(D))j = 22
jDj

= 22
!

:

That is, j�Dj � 22
!

. Let


hA�;�i�<c

�
�<c

be as in Theorem 2.2.20, with
c = 2!. For each f : c! f0; 1g, let

Af = fA�;f(�) : � < cg:

Then by Theorem 2.2.20(2), for each f , Af has the property that all
�nite intersections are in�nite, so pick by Corollary 2.1.2(1) a nonprin-
cipal ultra�lter pf on D such that Af � pf . If f and g are distinct
functions from c to f0; 1g, then since pf and pg are nonprincipal, one has
by Theorem 2.2.21(1) that pf 6= pg. Since there are 2

2! such functions,
�D � 22

!

. �

Corollary 2.2.8 The cardinality of �N is 22
!

= 2c.
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Proof. One needs to take D = N in Corollary 2.2.7 above. �

Theorem 2.2.21 The cardinality of each in�nite closed subset of �N is
2c.

Proof. See the proof of Theorem 3.3 in [31], by considering the fact that
every in�nite closed subspace of �N contains a copy of �N and therefore
has cardinality 2c. �

Corollary 2.2.9 Every uncountable open subset of �N has cardinality
2c.

Proof. Since every uncountable open subset of �N must contain an
in�nite closed subset, by Theorem 2.2.21 above, it has also cardinality
2c. �

Corollary 2.2.10 Every countable subspace of �N is C�-embedded.

Proof. The proof is contained in the proof of Theorem 3.3 in [31]. �

This is an interesting and important property of �N that implies that
the closure in �N of any discrete, countably in�nite subspace of �N is
homeomorphic with �N.

Theorem 2.2.22 If D is an in�nite discrete space of cardinality �, then
jU�(D)j = j�Dj = 22

�

.

Proof. See the proof of Theorem 3.58 in [19] and also the proof of
Theorem 2.26 in [34].

�

Theorem 2.2.23 Let D be an in�nite discrete space and let A be an
in�nite closed subset of �D. Then A contains a topological copy of �N.
In particular jAj � 22

!

.

Proof. See the proof of Theorem 3.59 in [19].

�
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We list in the following some properties that characterize the space N� in
the presence of the Continuum Hypothesis. The Continuum Hypothesis
helps to index the c clopen sets of N� by the countable ordinals. In the
absence of using the Continuum Hypothesis, N� maps continuously onto
every compact space having weight at most c. See [9] and [31] for more
details.

Theorem 2.2.24 Every zero-set in �X which misses X contains a copy
of N� and therefore its cardinality is at least 2c.

Proof. See the proof of Theorem 3.6 in [31]. �

Lemma 2.2.2 A compact space is zero-dimensional if and only if it is
totally disconnected.

Proof. See the proof of Proposition 2.4 in [31]. �

Theorem 2.2.25 �N is totally disconnected and therefore is also zero-
dimensional.

Proof. Let p and q be distinct points of �N and choose A � N such that
A 2 p but A =2 q. Then A is a clopen neighborhood of p which misses q.
�N is therefore totally disconnected since the only connected subspaces
of �N are the singletons and is zero-dimensional by Lemma 2.2.2. See
the proof of Proposition 3.9 in [31] for more details. �

Theorem 2.2.26 Every clopen subspace of �N is of the form c`�N(A)
for some subset A of N.

Proof. Let U be a clopen subset of �N. Then U is compact (as a closed
subset of a compact space). Hence if U is contained in N, then U is �nite
and U = c`�N(U). If U meets N�, then U \N 6= ; since N is dense in �N.
So c`�N(U \ N) � U since U is closed. Since U is open, U n c`�N(U \ N)
is open in �N and misses N. Since N is dense in �N, this di�erence must
be empty. Thus, U = c`�N(U \ N). See [31] for the details about this
proof. �

By Theorem 2.2.9, if A is an in�nite subset of N, then c`�N(A) is home-
omorphic to �N and A� is homeomorphic to N�. Further, by Theorem
2.2.27 above, c`�N A is an in�nite clopen subspace of �N and hence is a
copy of of �N.
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Corollary 2.2.11 Every open set of �N which meets N� has cardinality
2c.

Proof. See [31]. Since �N has a base of clopen subsets, the proof is an
improvement of Corollary 2.2.9. �

De�nition 2.2.18 A point in a topological space is called a �-point if
it is the limit of a sequence of distinct points of the space.

Theorem 2.2.27 N� is a compact Hausdor� space containing no iso-
lated points and no �-points.

Proof. See the proof of Proposition 3.12 in [31]. N� is clearly a compact
Hausdor� space since it is a closed subspace of �N. N� cannot contain
an isolated point since, by Corollary 2.2.11, an open subset of �N which
meets N� contains 2c points. If a point p of N� is a limit of the sequence
fxng, then fxng[fpg is a countably in�nite closed subspace of �N which
is impossible by Theorem 2.2.21. �

Theorem 2.2.28 Every clopen subset of N� is of the form A� for some
in�nite subset A of N. The sets A� form a base for both the open and the
closed sets of N�.

Proof. See the proof of Proposition 3.16 in [31]. �

De�nition 2.2.19 The weight of a space is the least cardinal number
of a base for the space.

Corollary 2.2.12 �N and N� each have a base consisting of c clopen
sets. �N and N� have weight c.

Proof. Since N has c in�nite subsets and only c subsets in all, the above
results establish the cardinalities of bases for both �N. See [31]. �

Theorem 2.2.29 If A� and B� are proper clopen subspaces of N�, there
exists an automorphism of �N and hence of N� carrying A� onto B�.

Proof. See the proof of Proposition 3.19 in [31]. �

Let S be a semigroup and w 2 S�. We recall that the set O(w) := fsw :
s 2 Sg is called the orbit of w.
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Corollary 2.2.13 The orbit of any point of N� is a dense subspace of
N�.

Proof. The proof is immediate since the sets A� form a base for the
open sets of N� if A be an in�nite subset of N [31]. �

De�nition 2.2.20 A family of sets is said to be almost disjoint if the
intersection of any two of the sets is �nite.

Lemma 2.2.3 N admits a family of c almost disjoint in�nite subsets.

Proof. See the proof of Proposition 3.21 in [31]. �

De�nition 2.2.21 The cellularity of a topological space Y is the smallest
cardinal number � for which each pairwise disjoint family of open sets of
Y has � or fewer members.

Theorem 2.2.30 The cellularity of N� is c.

Proof. See the proof of Theorem 3.22 in [31]. Lemma 2.2.3 guarantees
the existence of the family E of c almost disjoint in�nite subsets of N. For
distinct members E and F of E , c`�N(E)\c`�N(F )\N� = ; since any point
in this intersection would belong to c`�N(E) \ c`�N(F ) = c`�N(E \ F ) =
E \F since E \F is �nite. Thus, fE� : E 2 Eg is a family of c pairwise
disjoint open sets of N�. On the other hand, there can be no such family
of larger cardinality since the power set of N has cardinality c. �

Corollary 2.2.14 Any dense subset of N� must contain at least c points.

Proof. It follows from Theorem 2.2.30 above. �

Corollary 2.2.15 N� contains a copy of �N.

Proof. By Theorem 2.2.30 above, N� contains a pairwise disjoint family
of c clopen subsets. Thus, a copy of N may be obtained in N� by choosing
a point from each of countably many members of such a family of clopen
sets. By Corollary 2.2.10, the copy of N just obtained is C�-embedded
in N� and its closure is homeomorphic to �N. Thus, N� contains a copy
of �N. �

Note that every in�nite closed subset of �N contains a copy of �N. In
fact, one can show that every in�nite closed subset of an F-space contains
a copy �N.
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Theorem 2.2.31 Two disjoint cozero sets of N� are separated by a par-
tition and hence N� is an F-space.

Proof. See the proof of Proposition 3.24 in [31] for the details. Since
N is both �-compact and locally compact, its growth N� is an F-space.
However, N� actually satis�es a stronger condition in that disjoint cozero
sets are separated by a partition of N�, i.e. they are contained in disjoint
clopen sets whose union is all of N�.
Since sets which are separated by a partition are completely separated,
disjoint cozero sets of N� are completely separated and N� is therefore an
F-space. �

The following theorem can also be deduced from Theorem 2.2.13.

Theorem 2.2.32 If a sequence of clopen subsets of N� has the �nite in-
tersection property, then the intersection of the sequence of sets contains
a nonempty clopen set.

Proof. See the proof of Theorem 3.26 in [31]. Let fA�
ng be a sequence

of clopen subsets of N� having the �nite intersection property. Then
assuming that

A�
1 � A�

2 � � � �A�
n � � � � ;

we have that jAn+1 nAnj < ! for all n. Pick a sequence of distinct points
A = fxng such that xn belongs to

T
fAi : i � ng. Then jAnAnj � n�1

for each n so that A� � A�
n and therefore A� �

T
A�
n. �

Corollary 2.2.16 Every nonempty G� in N� has nonempty interior.

Proof. Recall that G� is an intersection of countably open sets. Since an
open set is also clopen and assuming that G� is nonempty, the preceding
result applies to G�. �

Corollary 2.2.17 The zero-sets of N� are regular closed sets.

Proof. See the proof of Corollary 3.28 in [31]. Using the preceding
corollary, a nonempty zero-set of N� has non-empty interior since a zero-
set is a G�. Now assume the contrary that there is a zero-set Z1 of N�

that is not regular closed. That is, there is p 2 Z1 n c`N�(int(Z1)). So
there exists a zero-set neighborhood Z2 of p such that Z2 misses int(Z1).
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Thus, Z1 \ Z2 is a nonempty zero-set of N� which is contained in the
boundary of Z1 and hence has empty interior. But this contradicts the
fact that a non-empty zero-set of N� has non-empty interior. �

According to Corollary 2.2.10, each countable subspace of N� is C�-
embedded in N�. Further, N� contains many copies of N� and �N, each
of which is C�-embedded. However, in the following theorem, no dense
subspace of N� is C�-embedded and therefore, N� is not the Stone-�Cech
compacti�cation of any of its dense subspaces. The following results use
the Continuum Hypothesis, see [31] and [9].

Theorem 2.2.33 Dense subsets of N� are not C�-embedded.

Proof. By Theorem 2.2.10, it is su�cient to prove that N� n fpg is not
C�-embedded in N� for any p 2 �N. If N� n fpg is the union of disjoint
open sets A and B containing each p in its closure, then there exists a
two-valued mapping on N� n fpg which does not extend continuously to
N�.
Assuming the Continuum Hypothesis, the base of c zero-set neighbor-
hoods of p can be indexed by � and written fZ� : � < �g. By trans�nite
induction, assume for a given � < � that cozero sets A� and B� have
been de�ned for all � < � such that

p =2 A [B and A� \B� = ;

for all ; � < �. Since a countable union of cozero sets is a cozero set,
then by Theorem 2.2.31 there exists complementary clopen sets A0

� and
B0
� such that [

�<�

A� � A0
� and

[
�<�

B� � B0
�:

The set Z� \ (
T
fN� n (A� [ B�) : � < �g) contains p and thus is a

non-void zero-set of N� and has a non-void interior by Corollary 2.2.17.
Since N� contains no isolated points, the set

Z� \ (
\
fN� n (A� [B�) : � < �g) n fpg

contains disjoint non-void cozero-sets A00
� and B00

�. Now de�ne

A� = (A0
� n Z�) [ A

00
� and B� = (B0

� n Z�) [B
00
�:

Then A� and B� are disjoint cozero sets both of which fail to contain p
and the induction hypothesis is satis�ed for all �; � � �. Now de�ne

A =
[
�<!1

A� and B =
[
�<!1

B�:
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A and B are disjoint open sets, and neither contains p. If q 2 N� n fpg,
then there is a neighborhood Z� of p that misses q such that q 2 A�[B�

by construction. Hence, A[B = N�nfpg. Since each basic neighborhood
Z� of p contains A00

� [B
00
�, every neighborhood of p meets both A and B

so that p 2 c`N�(A) \ c`N�(B). Thus, A and B are disjoint open sets of
N� which are not separated by a partition and have disjoint closures. �

Theorem 2.2.34 A totally disconnected compact F-space without iso-
lated points and having weight c and such that every zero-set is a regular
closed set is homeomorphic with N�.

Proof. See the proof of Theorem 3.31 in [31]. �

Another particular interesting example is �R that we briey present be-
low. See [31] for more details about �R.

Theorem 2.2.35 An in�nite compact F-space contains at least 2c non-
P-points.

Proof. By Theorem 2.2.14, every in�nite compact F-space contains a
copy of N�. It was shown in Proposition 4.31 of [31] that N� contains 2c

non-P-points. The result follows since the non-P-points of the embedded
copy of N� must also be non-P-points of the compact F-space. �

Corollary 2.2.18 R� has 2c non-P-points.

Proof. Since R is both locally compact and �-compact, R� is an F-space.
So the proof uses the result of Theorem 2.2.35. �

De�nition 2.2.22 A remote point of �X is a point which does not
belong to the closure of any discrete subspace of X. Thus, any remote
point must lie in X� .

Let R and P denote the sets of remote points of �R and of P-points of
R�, respectively. Then R0 and P 0 will denote the non-remote points and
the non-P-points.

Theorem 2.2.36 The sets P \R, P 0 \R, P \R0 and P 0 \R0 are each
dense subsets of R� and each has cardinal 2c.
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Proof. See the proof of Theorem 4.46 in [31]. �

De�nition 2.2.23 Let A be a set of sets and let � be an in�nite cardinal.
Then A has the �-uniform �nite intersection property if and only
if whenever F 2 Pf (A), one has j

T
Fj � �.

Lemma 2.2.4 Let D be an in�nite set with cardinality � and let A be
a set of at most � subsets of D with the �-uniform �nite intersection
property. There is a set B of � pairwise disjoint subsets of D such that
for each B 2 B, A [ fBg has the �-uniform �nite intersection property.

Proof. See the proof of Corollary 3.61 in [19]. �

Theorem 2.2.37 Let D be an in�nite set with cardinality � and let A
be a set of at most � subsets of D with the �-uniform �nite intersection
property. Then

jfp 2 U�(D) : A � pgj = 22
�

:

Proof. See the proof of Theorem 3.62 in [19]. �

Because of the correspondence between ultra�lters and measures, we may
view an element of an ultra�lter on a set X as a "large" subset of X. This
leads to another connection with the in�nite version of Ramsey Theory
using ultra�lters for the proof of Ramsey's Theorem. We recall �rst the
classical form of Ramsey's Theorem without proof (the classical proof
does not use the notion of ultra�lter).

Theorem 2.2.38 Whenever the edges of an in�nite complete graph are
colored with �nitely many colors, there is an in�nite complete monochro-
matic subgraph.

One particular case of Ramsey's Theorem is the pigeon hole principle:
"whenever N is partitioned into �nitely many classes, one of those classes
is in�nite".

De�nition 2.2.24 Let X be a set and let � be a cardinal number.

1. [X]� = fA � X : jAj = �g.

2. [X]<� = fA � X : jAj < �g.
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Lemma 2.2.5 Let X be a set, let p 2 X�, let k; r 2 N, and let [X]k =Sr

i=1Ai. For each i 2 f1; � � � ; rg, each t 2 f1; � � � ; kg, and each E 2
[X]t�1, de�ne Bt(E; i) by downward induction on t:

1. For each E 2 [X]k�1, Bk(E; i) = fy 2 X n E : E [ fyg 2 Aig.

2. For t 2 f1; 2; � � � ; k � 1g and E 2 [X]t�1,

Bt(E; i) = fy 2 X n E : Bt+1(E [ fyg; i) 2 pg:

Then for each t 2 f1; 2; : : : ; kg and each E 2 [X]t�1, XnE =
r[
i=1

Bt(E; i).

Proof. See the proof of Lemma 18.1 in [19].
The proof proceeds by downward induction on t. If t = k, then for each
y 2 X n E. Since E 2 [X]k�1, one has E [ fyg 2 [X]k =

Sr

i=1Ai. So
E [ fyg 2 Ai for some i. Thus y 2 Bk(E; i) for some i.
So let t 2 f1; 2; : : : ; k�1g and let E 2 [X]t�1. Then given y 2 X nE, one
has by the induction hypothesis thatXn(E[fyg) =

Sr

i=1Bt+1(E[fyg; i).
Pick i such that Bt+1(E [ fyg; i) 2 p since E [ fyg 2 [X]t. That is
y 2 Bt(E; i) for i. �

Ramsey's Theorem can also be reformulated following [19] with the proof
using the notion of nonprincipal ultra�lter.

Theorem 2.2.39 Let X be an in�nite set and let k; r 2 N. If [X]k =Sr

i=1Ai, then there exist i 2 f1; � � � ; rg and an in�nite subset B of X
with [B]k � Ai.

Proof. See the proof of Theorem 18.2 in [19]. The case k = 1 is the
pigeon hole principle, so assume that k � 2.
Let p be any nonprincipal ultra�lter on X. De�ne Bt(E; i) as in the
statement of Lemma 2.2.5. Then X =

Sr

i=1B1(;; i). So there is some
i 2 f1; 2; : : : ; rg such that B1(;; i) 2 p, that is, B1(;; i) is not empty.
Pick x1 2 B1(;; i) so that B2(fx1g; i) 2 p.
Inductively, let n 2 N and choose hxmi

n

m=1 such that if t 2 f1; 2; : : : ; k�1g
and m1 < m2 < � � � < mt � n, one has

Bt+1(fxm1 ; xm2 ; : : : ; xmtg; i) 2 p:

Set
B = B1(;; i) n fx1; x2; : : : ; xng
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and
C =

T
fBt+1(fxm1 ; xm2 ; : : : ; xmtg; i) : t 2 f1; 2; : : : ; k � 1g and m1 <

m2 < � � � < mt � ng.
Choose xn+1 2 B\C. To see that Bt+1(fxm1 ; xm2 ; : : : ; xmtg; i) 2 p when-
ever t 2 f1; 2; : : : ; k � 1g and m1 < m2 < � � � � n + 1, assume that
such t and m1;m2; : : : ;mt are indeed given. If mt � n, then the in-
duction hypothesis applies, so let mt = n + 1. If t = 1, the conclu-
sion holds since xn+1 2 B1(;; i). If t > 1, the conclusion holds since
xn+1 2 Bt(fxm1 ; xm2 ; : : : ; xmt�1g; i).
The sequence hxni

1
n=1 having been chosen, let m1 < m2 < � � � < mk.

Then xmk
2 Bk(fxm1 ; xm2 ; : : : ; xmk�1

g; i). So fxm1 ; xm2 ; : : : ; xmk
g 2 Ai.

�

More about generalizations of Ramsey's Theorem can be found in [19],
Section 18.1. The following theorem draws a rather strong connection be-
tween Ramsey Theory and ultra�lters. Using Ramsey Theory language,
the statement (1) can be also read as follow: "whenever X is �nitely
coloured, there is a part of X which is monochrome".

Theorem 2.2.40 Let X be a set and let G � P(X)nf;g. The following
statements are equivalent.

1. Whenever r 2 N and X =
Sr

i=1Ai, there exist i 2 f1; 2; : : : ; rg and
G 2 G such that G � Ai.

2. There is an ultra�lter p on X with the property that for each A 2 p,
there exists G 2 G with G � A.

Proof. See also the proof of Theorem 5.7 in [19].

(1) implies (2). Let A = fB � X : for every G 2 G; B \G 6= ;g.
Then A has the �nite intersection property. In fact, suppose the
contrary, fB1; B2; : : : ; Brg � A with

Tr

i=1Bi = ;. Then X =Sr

i=1(X nBi). So there exist some i 2 f1; 2; : : : ; rg and some G 2 G
with G \ Bi = ;, which is a contradiction. Pick some ultra�lter p
on X with A � p. Then given any A 2 p, X n A =2 A. So there is
some G 2 G with G \ (X n A) = ;.

(2) implies (1). For some i 2 f1; 2; : : : ; rg, Ai 2 p.

�
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The following theorem is called Schur's Theorem which can be considered
as a consequence of Ramsey's Theorem even though it was �rst proved
before Ramsey's Theorem [19].

Theorem 2.2.41 Let r 2 N and let N =
Sr

i=1Ai. There there exist
i 2 f1; � � � ; rg and x and y in N with fx; y; x+ yg � Ai.

Proof. See the comment in the proof of Theorem 5.3 in [19]. �

De�nition 2.2.25 Given a set X. Pf (X) denotes the set of �nite nonempty
subsets of X.

De�nition 2.2.26 Let S be an additive semigroup. Given an in�nite
sequence (xn)

1
n=1 in S, the set de�ned by

FS((xn)
1
n=1) =

(X
n2F

xn : F 2 Pf (N)

)

is the set of �nite sums of the sequence. In the same way, if S is a
multiplicative semigroup then the set of �nite products is de�ned by

FP ((xn)
1
n=1) =

(Y
n2F

xn : F 2 Pf (N)

)
:

The following result called Hindman's Theorem or Finite Sums Theorem
is the generalization of the Schur's Theorem [19].

Theorem 2.2.42 Let r 2 N and let N =
Sr

i=1Ai. There there exist
i 2 f1; � � � ; rg and a sequence (xn)

1
n=1 in N such that FS((xn)

1
n=1) � Ai.

A simple proof of this theorem using ultra�lters was given by Glazer
and Galvin as a consequence of the fact that �N has an idempotent
element. It was the �rst application of the algebraic structure of �N to
Ramsey Theory. Later, a second simpler proof with fewer lines also using
the algebraic structure of �N was given by Hindman. See [19] for more
details.

A relatively easy consequence is obtained by substituting FS by FP in
the previous theorem by de�ning a homomorphism ' : (N;+) ! (N; �)
de�ned by '(n) = 2n.
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Theorem 2.2.43 Let r 2 N and let N =
Sr

i=1Ai. There there exist
i 2 f1; � � � ; rg and a sequence (xn)

1
n=1 in N such that FP ((xn)

1
n=1) � Ai.

These two results raised a natural question as formulated in the following
theorem.

Theorem 2.2.44 Let r 2 N and let N =
Sr

i=1Ai. There there exist
i 2 f1; � � � ; rg and sequences (xn)

1
n=1 and (yn)

1
n=1 in N with

FS((xn)
1
n=1) [ FP ((yn)

1
n=1) � Ai:

The proof of this theorem uses again the algebraic structure of �N by the
fact that the closure of the set of idempotents in (�N;+) is a left ideal
of (�N; �). Since then many questions arise from the algebraic structures
of �N which most are notoriously very di�cult due to the complex and
strange behaviour of �N. One may consider among others the research
papers on the algebraic structure of �N in [4].

More of the algebraic properties of �N extend to �S, where S is any in�-
nite discrete semigroup. We study in more details the algebraic structure
of �S in the next chapters.
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Chapter 3

The semigroup �S and its

ideals

3.1 Algebraic structure on �S

Here the semigroup (S; �) is endowed with the discrete topology and S is
embedded in �S. In the following results, the operation of S is extended
to �S. We repeat the results from [19] with their proof, slightly modi�ed
for the sake of our work. See also [37].

Theorem 3.1.1 Let S be a discrete space and let � be a binary operation
de�ned on S. There is a unique binary operation � : �S � �S ! �S
satisfying the following three conditions:

1. For every s; t 2 S, s � t = s � t.

2. For each q 2 �S, the function �q : �S ! �S de�ned by �q(p) = p�q
is continuous.

3. For each s 2 S, the function �s : �S ! �S de�ned by �s(q) = s � q
is continuous.

Proof. Given s 2 S, de�ne `s : S ! S � �S by `s(t) = s � t. Then
by Theorem 2.2.12(4), there is a continuous function �s : �S ! �S such
that �sjS = `s. Then de�ne � on S � �S by s � q = �s(q) for s 2 S and
q 2 �S. Then (3) holds and so does (1), since �s extends `s. Furthermore,
the extension �s is unique since continuous functions agreeing on a dense
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subspace are equal. So this is the only possible de�nition of � satisfying
(1) and (3).
To extend � to the rest of �S � �S, given q 2 �S, de�ne rq : S ! �S by
rq(s) = s � q. Then by Theorem 2.2.12(4), there is a continuous function
�q : �S ! �S such that �qjS = rq. For p 2 �SnS, de�ne p�q = �q(p) and
note that if s 2 S, �q(s) = rq(s) = s � q. So for all p 2 �S, �q(p) = p � q.
Thus (2) holds. Again, by the uniqueness of continuous extensions, this
is the only possible de�nition which satis�es the required conditions. �

We denote the operation on �S by the same symbol used for the operation
on S. The operation on S can be extended to �S using the following
characterization.

De�nition 3.1.1 Let � be a binary operation on a discrete space S.

1. If s 2 S and q 2 �S, then s � q = lim
t!q

s � t.

2. If p; q 2 �S, then p � q = lim
s!p

(lim
t!q

s � t), or

3. Let p; q 2 �S, let P 2 p and Q 2 q. Then p � q = p � lims2P (q �
limt2Q s � t).

The proof of the following theorem is made longer with more details on
purpose of using all the necessary properties of �S. However, the shorter
version of this proof can be found in [19] and [37].

Theorem 3.1.2 Let (S; �) be a semigroup. The extended operation of S
to �S is associative.

Proof. Let p; q; r 2 �S. Consider lim
x!p

lim
y!q

lim
z!r

(x �y) � z, where x; y; z 2 S.

One has

lim
z!r

(x � y) � z = lim
z!r

�x�y(z)

= �x�y(lim
z!r

z) (since �x�y is continuous)

= �x�y(r)
= (x � y) � r;
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lim
y!q

(x � y) � r = lim
y!q

(�x(y)) � r

= lim
y!q

�r(�x(y))

= lim
y!q

(�r � �x)(y)

= (�r � �x)(lim
y!q

y) (since �r � �x is continuous)

= (�r � �x)(q)
= �r(�x(q))
= �r(x � q)
= (xq)r;

and

lim
x!p

(x � q) � r = lim
x!p

�r(�q(x))

= lim
x!p

(�r � �q)(x)

= (�r � �q)(lim
x!p

x) (since �r � �q is continuous)

= (�r � �q)(p)
= �r(�q(p))
= �r(p � q)
= (p � q) � r:

So,

lim
x!p

lim
y!q

lim
z!r

(x � y) � z = lim
x!p

lim
y!q

(x � y) � r

= lim
x!p

(x � q) � r

= (p � q) � r:

Also
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lim
z!r

x � (y � z) = lim
z!r

x � (�y(z))

= lim
z!r

�x(�y(z))

= lim
z!r

(�x � �y)(z)

= (�x � �y)(lim
z!r

z) (since �x � �y is continuous)

= (�x � �y)(r)
= �x(�y(r))
= �x(y � r)
= x � (y � r);

lim
y!q

x � (y � r) = lim
y!q

x � (�r(y))

= lim
y!q

�x(�r(y))

= lim
y!q

(�x � �r)(y)

= (�x � �r)(lim
y!q

y) (since �x � �r is continuous)

= (�x � �r)(q)
= �x(�r(q))
= �x(q � r)
= x � (q � r);

and

lim
x!p

x � (q � r) = lim
x!p

�q�r(x)

= �q�r(lim
x!p

x) (since �q�r is continuous)

= �q�r(p)
= p � (q � r):

So,

lim
x!p

lim
y!q

lim
z!r

x � (y � z) = lim
x!p

lim
y!q

x � (y � r)

= lim
x!p

x � (q � r)

= p � (q � r):

Furthermore, since the operation � is associative on S,

(p � q) � r = lim
x!p

lim
y!q

lim
z!r

(x � y) � z = lim
x!p

lim
y!q

lim
z!r

x � (y � z) = p � (q � r):
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Hence, the extended operation is associative on �S. �

As a consequence of the two theorems above, we conclude that (�S; �)
is a compact right topological semigroup making then all the previous
results in Section 1.2 apply here.

Lemma 3.1.1 Let K and T be compact right topological semigroups, let
S be a dense subsemigroup of K such that S � �(K), and let ' : K ! T
be a continuous mapping such that

1. '[S] � �(T ) and

2. 'jS is a homomorphism.

Then ' is a homomorphism.

Proof. See the proof of Lemma 6.3 in [37].

First let x 2 S and q 2 K. Then

'(xq) = '(�x(q)) by de�nition of �x
= '(�x(lim

y!q
y)) where y 2 S

= '(lim
y!q

�x(y)) because �x is continuous

= '(lim
y!q

xy) by de�nition of �x

= lim
y!q

'(xy) because ' is continuous

= lim
y!q

'(x)'(y) because 'jS is a homomorphism

= lim
y!q

�'(x)'(y) by de�nition of �'(x)

= '(x) lim
y!q

'(y) because �'(x) is continuous

= '(x)'(q) because ' is continuous:
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Now let p; q 2 K. Then

'(pq) = '(�q(p)) by de�nition of �q
= '(�q(lim

x!p
x)) where x 2 S

= '(lim
x!p

�q(x)) because �q is continuous

= '(lim
x!p

xq) by de�nition of �q

= lim
x!p

'(xq) because ' is continuous

= lim
x!p

'(x)'(q) because '(xq) = '(x)'(q)

= lim
x!p

�'(q)('(x)) by de�nition of �'(q)

= �'(q)(lim
x!p

'(x)) because �'(q) is continuous

= (lim
x!p

'(x))'(q) by de�nition of �'(q)

= '(lim
x!p

x)'(q) because ' is continuous

= '(p)'(q):

�

Theorem 3.1.3 Let S be a discrete semigroup, and let � : S ! �S be
the inclusion map.

1. (�; �S) is a semigroup compacti�cation of S.

2. If T is a compact right topological semigroup and ' : S ! T is
a continuous homomorphism with '[S] � �(T ), then there is a
continuous homomorphism ~' : �S ! T such that ~'jS = ' making
the following diagram commutative.

�S
~'

  
A
A
A
A
A
A
A
A

S

�

OO

'
// T

Proof.

1. According to Theorem 2.2.11, (�; �S) is a compacti�cation of S.
From Theorem 3.1.1 and Theorem 3.1.2, �S is a semigroup, since
S is a semigroup.
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2. Since T is a compact right topological semigroup and ' a contin-
uous function then, by Theorem 2.2.12(4), pick ~' : �S ! T a
continuous function such that ~'jS = '. By Theorem 2.2.12(3), S is
a dense subsemigroup of �S and, by Theorem 3.1.1(3), S � �(�S).
Furthermore, since ~'jS = ' is a homomorphism and clearly ~'[S] =
'[S] � �(T ) so , by Lemma 3.1.1, ~' is a homomorphism.

�

De�nition 3.1.2 Let S be a multiplicative semigroup, let A � S , and
let s 2 S.

1. s�1A = ft 2 S : st 2 Ag

2. As�1 = ft 2 S : ts 2 Ag

Note that s�1A is simply an alternative notation for ��1S [A].

De�nition 3.1.3 Let S be a semigroup. For every A;B � S,

A�1B =
[
x2A

x�1B and AB�1 =
[
x2B

Ax�1

De�nition 3.1.4 Let S be an additive semigroup, let A � S, and let
s 2 S.

1. �s+ A = ft 2 S : s+ t 2 Ag

2. A� s = ft 2 S : t+ s 2 Ag

Theorem 3.1.4 Let S be a semigroup and let A � S.

1. For any s 2 S and q 2 �S, A 2 sq if and only if s�1A 2 q

2. For any p; q 2 �S, A 2 pq if and only if fs 2 S : s�1A 2 qg 2 p.

Proof. See the proof of Theorem 4.12 in [19] and the proof of Lemma
6.6 in [37].
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1. Necessity. Let A 2 sq. Then A is a neighborhood of sq = �s(q).
So, since �s is continuous, pick Q 2 q such that �s[Q] � A. Since
Q � s�1A and Q 2 q, then s�1A 2 q.
Su�ciency. Assume s�1A 2 q and suppose on the contrary that
A =2 sq. Consequently S nA 2 sq. Then, from the necessity above,
s�1(S n A) 2 q. Then,

; = s�1A \ s�1(S n A) 2 q;

that is, ; 2 q. This is a contradiction since q is an ultra�lter on S.
Thus, we have indeed A 2 sq.

2. Necessity. Let A 2 pq. Then A is a neighborhood of pq = �q(p).
Since �q is continuous, there is P 2 p such that �q[P ] � A. Then
for every s 2 P , A 2 sq and so by (1), s�1A 2 q. Hence, fs 2 S :
s�1A 2 qg 2 p.
Su�ciency. Let fs 2 S : s�1A 2 qg 2 p. Suppose on the contrary
that A =2 pq. Consequently, S n A 2 pq. Then, from the necessity
above, fs 2 S : s�1(S nA) 2 qg 2 p. But (s�1A)\(s�1(S nA)) = ;
for each s 2 S. Then

fs 2 S : s�1A 2 qg \ fs 2 S : s�1(S n A) 2 qg = ;:

That is, ; 2 p which is a contradiction since q is an ultra�lter on
S. Thus, we have indeed A 2 pq.

�

Corollary 3.1.1 Let S be a semigroup, s 2 S and p; q 2 �S. Then

1. the ultra�lter sq has a base consisting of subsets of the form sQ
where Q 2 q, and

2. the ultra�lter pq has a base consisting of subsets of the form
S
s2P sQs

where P 2 p and Qs 2 q.

Theorem 3.1.5 Let S be a semigroup, let s 2 S, let q 2 �S, and let
A � S.

1. If A 2 q, then sA 2 sq.

2. If S is left cancellative and sA 2 sq then A 2 q.
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Proof. See the proof of Lemma 4.16 in [19].

1. Let A � S and s 2 S. One has A � s�1(sA). Since A 2 q, one has
s�1(sA) 2 q. Using Theorem 3.1.4(1), sA 2 sq.

2. Let S be left cancellative. Then s�1(sA) = A and the condition
(1) above implies A 2 q.

�

Theorem 3.1.6 Let S be a discrete semigroup, let ('; T ) be a semi-
group compacti�cation of S, and let A � B � S. Suppose that B is a
subsemigroup of S.

1. c`('[B]) is a subsemigroup of T .

2. If A is a left ideal of B, then c`('[A]) is a left ideal of c`('[B]).

3. If A is a right ideal of B, then c`('[A]) is a right ideal of c`('[B]).

Proof. See the proof of Theorem 4.17 in [19].

1. Since ' is an inclusion map and T is a compact semigroup, one
needs to use Exercise 2.3.2 in [19].

2. Suppose that A is an ideal of B. Let x 2 c`('[B]) and y 2 c`('[A]).
Then

xy = lim
'(s)!x

lim
'(t)!y

'(s)'(t);

where s 2 B and t 2 A. Since s 2 B and t 2 A, then st 2 A.
Thus '(s)'(t) = '(st) 2 '[A] (' is a homomorphism) and so
xy 2 c`('[A]).

3. The proof of (3) is similar to (2).

�

Corollary 3.1.2 Let S be a subsemigroup of the discrete semigroup T .
Then c`(S) is a subsemigroup of �T . If S is a right or left ideal of T ,
then c`(S) is respectively a right or left ideal of �T .
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Proof. See the proof of Corollary 4.18 in [19]. The proof follows from
Theorem 3.1.6 since, by Theorem 3.1.3, (�; �T ) is a semigroup compact-
i�cation. �

Remark 3.1.1 If S is a subsemigroup of a discrete semigroup T , then
�S is also a subsemigroup of �T . For example, �N is a subsemigroup of
�Z.

Theorem 3.1.7 Let S be a semigroup and A � P(S) have the �nite
intersection property. If for each A 2 A and each x 2 A, there exists
B 2 A such that xB � A, then

T
A2A c`�S(A) is a subsemigroup of �S.

Proof. See the proof of Theorem 4.20 in [19].
Let T =

T
A2A c`�S(A). Since A has the �nite intersection property,

T 6= ;. Let p; q 2 T and let A 2 A. Given x 2 A, there is some B 2 A
such that xB 2 A and hence x�1A 2 q. Thus A � fx 2 S : x�1A 2 qg
so fx 2 S : x�1A 2 qg 2 p. By Theorem 3.1.5(2), A 2 p � q. �

Theorem 3.1.8 Let (S; �) be a semigroup and let A � P(S) have the
�nite intersection property. Let (T; �) be a compact right topological
semigroup and let ' : S ! T satisfy '[S] � �(T ). Assume there
is some A 2 A such that for each x 2 A, there is B 2 A for which
'(x � y) = '(x) �'(y) for every y 2 B. Then for all p; q 2

T
A2A c`�S(A),

~'(p � q) = ~'(p) � ~'(q).

Proof. Let p; q 2
T
A2A c`�S(A). For each x 2 A, one has

~'(x � q) = ~'(x � lim
y!q

y)

= lim
y!q

'(x � y) because ~' � �x is continuous

= lim
y!q

'(x) � '(y) because '(x � y) = '(x) � '(y) on a member of q

= '(x) � lim
y!q

'(y) because '(x) 2 �(T )

= '(x) � ~'(q):

Since A 2 p one then has
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~'(p � q) = ~'((lim
x!p

x) � q)

= lim
x!p

~'(x � q) because ~' � �q is continuous

= lim
x!p

('(x) � ~'(q))

= (lim
x!p

'(x)) � ~'(q) by continuity of � ~'(q)

= ~'(p) � ~'(q):

�

Corollary 3.1.3 Let S be a semigroup and let ' : S ! T be a homomor-
phism to a compact right topological semigroup T such that '[S] � �(T ).
Then ~' is a homomorphism from �S to T .

Proof. See Proof of Theorem 3.1.8 by taking A = fSg. �

Theorem 3.1.9 Let S be a semigroup. Then S� is a subsemigroup of
�S if and only if for any A 2 Pf (S) and for any in�nite subset B of S
there exists F 2 Pf (B) such that

T
x2F x

�1A is �nite.

Proof. See the proof of Theorem 4.28 in [19].
Necessity. Let A 2 Pf (S) and B an in�nite subset of S. Suppose that
for each F 2 Pf (B),

T
x2F x

�1A is in�nite. Then fx�1A : x 2 Bg has
the property that all its �nite intersections are in�nite. So, by Corollary
1.4.1(1), we may pick p 2 S� such that fx�1A : x 2 Bg � p. Pick
q 2 S� such that B 2 q. Then A 2 qp and A is �nite so by Theorem
1.4.3, qp 2 S. That is qp =2 S�, a contradiction (since S� is assumed a
subsemigroup of �S).
Su�ciency. Let p; q 2 S� be given and suppose that qp =2 S�. That
is qp 2 S. Let y 2 S such that qp = y (qp is the principal ultra�lter
generated by y). Take A = fyg and B = fx 2 S : x�1A 2 pg. Then
B 2 q while for each F 2 Pf (B), one has

T
x2F x

�1A 2 p so thatT
x2F x

�1A is in�nite, a contradiction (since A was taken �nite). �

Corollary 3.1.4 Let S be a semigroup. If S is either right or left can-
cellative then S� is a subsemigroup of �S.

Proof. It is obvious that ; 6= S� is a subset of �S. Let p; q 2 S�.
To see that pq 2 S�, let A 2 pq. By Theorem 3.1.4 and that S is left
cancellative, one has that A is in�nite. �
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De�nition 3.1.5 Let S be a semigroup.

1. S is said to be weakly left cancellative if and only if for all
u; v 2 S, fx 2 S : ux = vg is �nite.

2. Similarly, S is said to be weakly right cancellative if and only
if for all u; v 2 S, fx 2 S : xu = vg is �nite.

Theorem 3.1.10 Let S be an in�nite semigroup. Then S� is a left ideal
of �S if and only if S is weakly left cancellative.

Proof. See the proof of Theorem 4.31 in [19].
Necessity. Let x; y 2 S be given, let A = y�1x and suppose that A is
in�nite. Pick p 2 S� \ c`(A). Then y � p = x 2 S, a contradiction.
Su�ciency. Since S is in�nite, S� 6= ;. Let p 2 S�, let q 2 �S and
suppose that q � p =2 S�. That is q � p 2 S. Pick x 2 S such that q � p = x.
Then fxg 2 q � p so fy 2 S : y�1fxg 2 pg 2 q and is hence nonempty.
So pick y 2 S such that y�1fxg 2 p. But y�1fxg = ��1y [fxg] so ��1y [fxg]
is in�nite, a contradiction. �

Lemma 3.1.2 Let (S; �) be a semigroup, let (xn)
1
n=1 and (yn)

1
n=1 be se-

quences in S, and let p; q 2 �S. If ffxn : n > kg : k 2 Ng � q and
fyk : k 2 Ng 2 p, then fyk � xn : k; n 2 N and k < ng 2 p � q.

Proof. It is a consequence of Corollary 3.1.1(2). �

Theorem 3.1.11 Let S be an in�nite semigroup. The following state-
ments are equivalent.

1. S� is a right ideal of �S.

2. Given any �nite subset A of S, any sequence (zn)
1
n=1 in S, and any

one-to-one sequence (xn)
1
n=1 in S, there exist n < m in N such that

xn � zm =2 A.

3. Given any a 2 S, any sequence (zn)
1
n=1 in S, and any one-to-one

sequence (xn)
1
n=1 in S, there exist n < m in N such that xn �zm 6= a.

Proof. See the proof of Corollary 4.32 in [19].
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(1) implies (2). Suppose fxn � zm : n;m 2 N and n < mg � A.
Pick p 2 �S such that ffzm : m > ng : n 2 Ng � p and pick
q 2 S� such that fxn : n 2 Ng 2 q since fxn : n 2 Ng is in�nite.
Then by Lemma 3.1.2, A 2 q � p so by Theorem 1.4.3, q � p 2 S.
That is q � p =2 S�, a contradiction.

(2) implies (3). Take A = fag and use (2).

(3) implies (1). Since S is in�nite, S� 6= ;. Let p 2 �S, let q 2 S�,
and suppose that q � p = a 2 S. Then fs 2 S : s�1fag 2 pg 2 q so
choose a one-to-one sequence (xn)

1
n=1 such that

fxn : n 2 Ng � fs 2 S : s�1fag 2 pg:

Inductively choose a sequence (zn)
1
n=1 in S such that for each m 2

N, zm 2
Tm

n=1 x
�1
n fag since

Tm

n=1 x
�1
n fag 2 p. Then for each n < m

in N, xn � zm = a, a contradiction.

�

Corollary 3.1.5 Let S be an in�nite semigroup.

1. If S is left cancellative, then S� is a left ideal of �S.

2. If S is right cancellative, then S� is a right ideal of �S.

Proof. See the proof of Lemma 6.8 in [37].

To prove (1), suppose that S is left cancellative. Let p 2 �S and
q 2 S�. To see that pq 2 S�, let A 2 pq. Then there exist x 2 S
and B 2 q such that xB � A. Since S is cancellative and B is
in�nite, it follows that A is in�nite. So pq is not principal.

To prove (2), suppose that S is right cancellative. Let p 2 S� and
q 2 �S. Assume on the contrary that pq = a 2 S. Then there exist
A 2 p and, for each, x 2 A, Bx 2 q such that xBx = fag. Pick
distinct x; y 2 A and any z 2 Bx \By. Then xz = a = yz. Since S
is right cancellative, x = y which is a contradiction. So pq =2 S for
any p 2 S� and q 2 �S. Hence indeed pq 2 (�S n S) = S�.

�
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Corollary 3.1.6 Let S be an in�nite semigroup. If S� is a right ideal
of �S, then S is weakly right cancellative.

Proof. See also the proof of Corollary 4.34 in [19].
Let a; y 2 S and suppose that ��1y [fag] is in�nite. Choose a one-to-one
sequence (xn)

1
n=1 in ��1y [fag] and for each m 2 N let zm = y. Then

(zn)
1
n=1 is a sequence in S such that xn � zm = a for all n < m in N, a

contradiction. �

Corollary 3.1.7 Let S be an in�nite semigroup. If S is weakly right
cancellative and for all but �nitely many y 2 S, �y is �nite-to-one, then
S� is a right ideal of �S.

Proof. This is the proof from Corollary 4.35 in [19].
Suppose S� is not a right ideal of �S and pick by Theorem 3.1.11(3) some
a 2 S, a one-to-one sequence (xn)

1
n=1 in S, and a sequence (zn)

1
n=1 in S

such that xn �zm = a for all n < m in N. Now if fzm : m 2 Ng is in�nite,
then for all n 2 N, �x�1

n
[fag] is in�nite, a contradiction. Thus fzm : m 2

Ng is �nite so we may pick b such that fm 2 N : zm = bg is in�nite.
Then given n 2 N one may pick m > n such that zm = b and conclude
that xn � b = a. Consequently, ��1b [fag] is in�nite, a contradiction. �

Theorem 3.1.12 Let S be an in�nite semigroup. Then S� is an ideal
of �S if and only if S is both weakly left cancellative and weakly right
cancellative.

Proof. See the comments in the proof of Theorem 4.36 in [19]. �

It will be sometimes easier to work with S� instead of �S because of the
following result.

Theorem 3.1.13 Let S be an in�nite semigroup. If S� is an ideal of �S,
then the minimal left ideals, the minimal right ideals, and the smallest
ideals of S� and �S are the same.

Proof. This is the proof of Theorem 4.37 in [19].
First assume L is a minimal left ideal of �S. Since S� is an ideal of �S,
then L � S� and hence L is a left ideal of S�. To see that L is a minimal
left ideal of S�, let L0 be a left ideal of S� with L0 � L. Then by Lemma
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1.1.8(2), L0 = L.
Now assume L is a minimal left ideal of S�. Then by Lemma 1.1.8(c), L
is a left ideal of �S. If L0 is a left ideal of �S with L0 � L, then L0 is a
left ideal of S� and consequently L0 = L.
The proof for minimal right ideals is established the same way. Since the
smallest ideal is the union of minimal left ideals (and of all minimal right
ideals), the proof is completed. �

De�nition 3.1.6 Let S be a semigroup.

1. A set A � S is right syndetic if and only if there exists some

G 2 Pf (S) such that S =
[
t2G

t�1A.

2. A set A � S is right piecewise syndetic if and only if there is

some G 2 Pf (S) such that S = fa�1(
[
t2G

t�1A) : a 2 Sg has a

�nite intersection property.

Theorem 3.1.14 Let S be a semigroup and let p 2 �S. The following
statements are equivalent.

1. p 2 K(�S).

2. For all A 2 p, fx 2 S : x�1A 2 pg is right syndetic.

3. For all q 2 �S, p 2 �S � q � p.

Proof.

(1) implies (2). Let A 2 p and let B = fx 2 S : x�1A 2 pg. Let L
be the minimal left ideal of �S for which p 2 L. For every q 2 L,
we have p 2 �S � q = c`�S(S � q). Since A is a neighborhood of p in
�S, we have t �q 2 A for some t 2 S and so q 2 t�1A. Thus the sets
of the form t�1A cover the compact set L and hence L �

S
t2G t

�1A
for some �nite subset G of S.
To see that S �

S
t2G t

�1B, let a 2 S. Then a � p 2 L so pick

t 2 G such that a � p 2 t�1A. Then t�1A 2 a � p so that (ta)�1A =
a�1t�1A 2 p and so ta 2 B and thus a 2 t�1B.
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(2) implies (3). Let q 2 �S and suppose that p =2 �S � q � p. Pick
A 2 p such that A \ �S � q � p = ;. Let B = fx 2 S : x�1A 2 pg
and pick G 2 Pf (S) such that S =

S
t2G t

�1B. Pick t 2 G such
that t�1B 2 q. Then B 2 tq. that is, fx 2 S : x�1A 2 pg 2 tq so
A 2 tqp, a contradiction.

(3) implies (1). This is Theorem 1.1.19. In fact, let q 2 K(�S).
Then p 2 �S � q � p � �S � q � �S � K(�S).

�

Theorem 3.1.15 Let S be a semigroup and let A � S. Then A \
K(�S) 6= ; if and only if A is right piecewise syndetic.

Proof. Let p 2 A \K(�S) and let B = fx 2 S : x�1A 2 pg. Then by
Theorem 3.1.14, B is syndetic and so S =

S
t2G t

�1B for someG 2 Pf (S).
For each a 2 S, a 2 t�1B for some t 2 G and so a�1(t�1A) = (ta)�1A 2 p.
It follows that a�1(

S
t2G t

�1A) 2 p and hence fa�1(
S
t2G t

�1A) : a 2 Sg
has the �nite intersection property.
Su�ciency. Assume that A is right piecewise syndetic and pick G 2
Pf (S) such that fa�1(

S
t2G t

�1A) : a 2 Sg has the �nite intersection
property. Pick q 2 �S such that fa�1(

S
t2G t

�1A) : a 2 Sg � q. That

is,
S
t2G t

�1A 2 a � q � S � q. Then S � q �
S
t2G t

�1A. This implies

that (�S) � q �
S
t2G t

�1A. We can choose y 2 K(�S) \ (�S � q). Then

y 2 t�1A for some t 2 G and so t � y 2 A \K(�S). �

Corollary 3.1.8 Let S be a semigroup and let p 2 �S. Then p 2
c`(K(�S)) if and only if every A 2 p is right piecewise syndetic.

Proof. This is an immediate consequence of Theorem 3.1.15. �

De�nition 3.1.7 Let S be a semigroup and let A � S. Then A is
central in S if and only if there exists p 2 E(K(�S)) such that A 2 p.

Theorem 3.1.16 Let S be a semigroup and let A � S. The following
statements are equivalent:

1. A is right piecewise syndetic.

2. The set fx 2 S : x�1A is centralg is right syndetic.
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3. There is some x 2 S such that x�1A is central.

Proof. See the proof of Theorem 4.43 in [19].

(1) implies (2). By Theorem 3.1.15, pick some p 2 K(�S) with
A 2 p. Now K(�S) is the union of all minimal left ideals of �S,
by Theorem 1.3.3. So pick a minimal left ideal L of �S with p 2 L
and pick an idempotent e 2 L. Then p = p � e and so A 2 p � e. By
Theorem 3.1.4(2), pick y 2 S such that y�1A 2 e.
Now by Theorem 3.1.14, B = fz 2 S : z�1(y�1A) 2 eg is right
syndetic, so pick �nite G � S such that S =

S
t2G t

�1B. Let
D = fx 2 S : x�1A is central g. We claim that S =

S
t2y�G t

�1D.
Indeed, let x 2 S be given and pick t 2 G such that t � x 2 B.
Then (t � x)�1(y�1A) 2 e so, by De�nition 3.1.7, (t � x)�1(y�1A) is
central. But (t � x)�1(y�1A) = (y � t � x)�1A. Thus y � t � x 2 D so
x 2 (y � t)�1D as required.

(2) implies (3). Let B = fx 2 S : x�1A is centralg. We can �nd
some t 2 G with G a �nite subset of S such that t � x 2 B. Indeed
B 6= ;.

(3) implies (1). Pick x 2 S such that x�1A is central and pick an
idempotent p 2 K(�S) such that x�1A 2 p. Then A 2 x � p and
x � p 2 K(�S) so, by Theorem 3.1.15, A is right piecewise syndetic.

�

Theorem 3.1.17 Let S be a discrete semigroup and let T be a subsemi-
group of S. Then T is central if c`�S(T ) \K(�S) 6= ;.

Proof. See Exercise 4.4.8 in [19]. �

3.2 The semigroup �N and applications

We consider the particular case S = N. One can then see that the
additive operation on N can be extended to �N as follows. For all p; q 2
�N,

A 2 p+ q () fn 2 N : �n+ A 2 qg 2 p:

102



This operation is indeed closed and associative in �N. And for each p 2
�N, the map given by q 7! p+q from �N to itself is continuous. The same
conclusions are true for the multiplicative operation. So (�N;+) and
(�N; �) are then compact right topological semigroups. As a consequence
they admit idempotent elements. That is, there exist p 2 �N with p+p =
p.

The algebraic structure of �N is complicated and many applications rely
in the understanding of �N. It was showed in [4] that if the map � :
�N! N� is a continuous homomorphism, then the direct image �[�N] is
�nite. As a consequence, N� does not contain an algebraic copy of �N.
Nonetheless, the algebraic structure of �N is very rich as we will see it
with the following applications.

3.2.1 Hindman's Theorem

We now review the proof of Hindman's Theorem using the algebraic
structure of �N.

The following lemma is an exercise in [19], see Exercise 4.1.4, where a
caution is given that even though very easy, the reason of the result is
not because of s�1t�1 = (ts)�1.

Lemma 3.2.1 Let S be a semigroup, let s; t 2 S, and let A � S. Then
s�1(t�1A) = (ts)�1A.

Proof. Let x 2 s�1(t�1A). By De�nition 3.1.2, sx 2 t�1A and also
(ts)x = t(sx) 2 A. That is x 2 (ts)�1A. The implication is su�cient. �

De�nition 3.2.1 Let A � N and let p 2 �N. Then

A�(p) = fn 2 A : �n+ A 2 pg:

By Theorem 3.1.4(2), we have that p is an idempotent in �N if and only
if for every A 2 p, A�(p) 2 p. And, if A 2 p and n 2 A�(p), then
�n+ A 2 p. As a consequence we have the following lemma from [19].

Lemma 3.2.2 Let p be an idempotent in �N and let A � N. For each
n 2 A�(p), �n+ A�(p) 2 p.
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Proof. See the proof of Lemma 4.14 in [19].
Let n 2 A�(p), and let B = �n + A. Then, by De�nition, B 2 p,
and, since p is an idempotent, B�(p) 2 p. We only need to show that
B�(p) � �n + A�(p). So let m 2 B�(p). Then m 2 B so n + m 2 A.
We have also �m + B 2 p. That is, by Lemma 3.2.1, �(n + m) 2 p.
Since n + m 2 A and �(n + m) 2 p, then n + m 2 A�(p). That is,
m 2 �n + A�(p). So, we have shown that indeed B�(p) � �n + A�(p).
By supersets closedness of p, �n+ A�(p) 2 p. �

Theorem 3.2.1 Let r 2 N and let N =
Sr

i=1Ai. There there exist
i 2 f1; : : : ; rg and a sequence (xn)

1
n=1 in N such that FS((xn)

1
n=1) � Ai.

Proof. Let p be an idempotent in �N. Pick A = Ai 2 p. Choose
any x1 2 A�(p). Assume that x1; x2; : : : ; xn have been chosen so that
FS(x1; : : : ; xn) � A�(p). We can choose xn+1 2 A�(p) such that xn+1 2
�y+A�(p) for every y 2 FS(x1; : : : ; xn). By Lemma 3.2.2, �y+A

�(p) 2
p. Then y + xn+1 2 A�(p). This implies FS(x1; : : : ; xn; xn+1) � A�(p).
�

3.2.2 The duals of Banach algebras

The Stone-C�ech compacti�cation �N can be used to characterize the
Banach space of all bounded sequences in the scalar �eld R or C, with
its supremum norm, and its dual space.

Recall that, for 1 � p < 1 , the set of all sequences x = (xn)
1
n=1 for

which
P1

n=1 jxnj
p <1 is denoted by `p(N) (or simply by `p, or again by

`p). The norm of the sequence x is the number

kxkp =

 
1X
n=1

jxnj
p

! 1
p

:

Now `1(N) is the set of all sequences x = (xn)
1
n=1 satisfying sup fjxnjg <

1 with the norm
kxk1 = sup fjxnjg ;

and indeed, kxk1 = lim
p!1

kxkp.

Let a be a sequence in `1(N), there exists a closed subset E of the scalar
�eld that contains the image of a then making it a function from N to E.
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The function a is continuous since N is discrete and E is compact Haus-
dor�. Following the universal property, there exists a unique extension
�a : �N! E. This extension does not depend on the set E taken above.

Let C(�N) denote the space of continuous functions on �N. Then we have
de�ned an extension map from `1(N) to C(�N). This map is bijective
since every function in C(�N) must be bounded and can be restricted
to a bounded scalar sequence. If we consider the sup norm de�ned on
both spaces, then the extension map is an isometry. Thus, `1(N) can be
identi�ed with C(�N).

It follows that the dual of `1(N) is C(�N) and the dual of C(�N) is the
space M(�N) of complex-valued regular Borel measures on �N. That is,
the bi-dual of `1(N) can be identi�ed with M(�N).

Let us recall that given a Banach algebra A and its bi-dual A00 where
A � A00, there is a natural product on A00 (called the Arens product)
de�ned, for all M;N 2 A00, by

M2N = lim
�
lim
�
a�b�

whenever (a�) and (b�) are nets in A with lim� a� =M and lim� b� = N .

Consider the Banach algebra (`1(N); ?). For every ';  2 �N, �'; � 2
M(�N), we de�ne

�'2� = lim
�
lim
�
�s� ? �t� = lim

�
lim
�
�s�t� = �'2 ;

where s� and t� are nets in N with lim� s� = ' and lim� t� =  .

Hence, the compact right topological semigroup (�N;2) is a subsemi-
group of (M(�N);2). The properties of (M(�N);2) are related to those
of (�N;2). More details can be found in [5].

3.2.3 Topological Dynamics

Let (X; f) be a dynamical system and let E(X; f) be its enveloping
semigroup. Then, there is a natural surjective morphism from �N onto
E(X; f), de�ned by p 7! fp, where fp can be described as follows: �x x 2
X, the map de�ned from the discrete space N to the compact Hausdor�
space X, by n 7! fn(x), is continuous and has a unique extension as a
map from �N to X, and fp(x) is nothing but the image of p 2 �N under
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this extended continuous map. Equivalently, for p 2 �N and x 2 X, the
collection

fffn(x) : n 2 Ag : A 2 pg

forms an ultra�lter base onX, and the corresponding ultra�lter converges
to a unique point in the compact Hausdor� space X. This unique limit
is fp(x).

In brief, it can be proved that the map de�ned from �N to E(X; f)
by p 7! fp is surjective, continuous and is a group homomorphism (see
Theorem 19.11 in [19]), and fp(x) = p� limn2N f

n(x) (see Remark 19.13
in [19]).

In this setting, we have the following results from topological dynamics:

� Let x 2 X. Then a point y is in the closure of the orbit of x if and
only if there is p 2 �N such that fp(x) = y.

� Let x; y 2 X. Then x and y are proximal if and only if there is
p 2 �N such that fp(x) = fp(y).

� The minimal points in (X; f) are given by the set

ffp(x) : x 2 X and p is a minimal idempotent in �Ng:

� Let x 2 X. Then the limit points of the orbit of x are fp(x) for
p 2 �N n N.

� Let x; y 2 X. Then x and y are asymptotic if and only if fp(x) =
fp(y) for every p 2 �N n N.

The "bigness" of the enveloping semigroup E(X; f) is a measure of the
complexity of the dynamical system (X; f). For a simple dynamical sys-
tem, the corresponding enveloping semigroup can be computed, hence
"small". But the maximum complexity of (X; f) is limited by the mor-
phism from �N to E(X; f). That is, E(X; f) cannot be more complicated
that �N. If the morphism p 7! fp is injective, then E(X; f) is isomorphic
to �N. This is the case when X is the circle group T as the quotient space
R=Z under addition. The action ' : N ! TT is de�ned by '(n) = fn,
where fn(Z + x) = Z + anx for each n 2 N and a 2 f2; 3; 4; : : :g. Then
�N is the enveloping semigroup of the dynamical system (T; (fn)n2N).
See [19] for more details.
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3.3 Ultra�lter semigroups

De�nition 3.3.1 Let G be an arbitrary in�nite group. A topology � on
G is said to be left invariant if for every U 2 � and a 2 G, then
aU 2 � .

Equivalently, � is a left invariant topology if for every a 2 G, the left
translation �a : G! G, x 7! ax, is continuous in � . Thus, left invariant
topologies on G are those that make G a left topological group.

De�nition 3.3.2 Let � be a left invariant topology on G. The subset of
�G de�ned by

Ult(�) = fp 2 G� : p converges to the identity e 2 G in �g

is called the ultra�lter semigroup of � .

Equivalently,

Ult(�) =
\
V 2F

V n feg;

where F denotes the neighborhood �lter of the identity e. One can prove
that the ultra�lter semigroup Ult(�) is a closed subsemigroup of G�, see
[33].

Example 3.3.1 In the following are some examples of ultra�lter semi-
groups taken from [19], [32], [33], and [36]:

1. The subsemigroup H of �N de�ned by

H =
\
n2N

2nN:

2. For every in�nite cardinal �, the subsemigroup H� of �(
L

� Z2)
de�ned by

H� =
\
�<�

V� n f0g;

where V� = fx 2
L

� Z2 : x() = 0 for all  < �g. Note that if we
take � = !, H! is topologically and algebraically isomorphic to H.
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3. The subsemigroup 0+ of �Rd (where Rd is the additive group of real
numbers reendowed with the discrete topology) de�ned by

0+ =
\
n2N

�In;

where In denotes the interval (0; 1
n
).

A natural way of producing homomorphisms of ultra�lter groups is via
local homomorphisms.

De�nition 3.3.3 Let G be an arbitrary in�nite group, let � be a left
invariant topology on G, let e be the identity of G, and let T be a semi-
group. A mapping f : (G; �) ! T is a local homomorphism if
for every x 2 G n feg, there is a neighborhood Ux of e in � such that
f(xy) = f(x)f(y) for all y 2 Ux n feg.

Lemma 3.3.1 See [35]. Let f : (G; �) ! T be a local homomorphism
into a compact right topological semigroup T such that f [G] � �(T ), let
~f : �G! T be the continuous extension of f , and let f � = ~fjUlt(�). Then
f � : Ult(�)! T is a continuous homomorphism.

Theorem 3.3.1 See [35]. Let G be an in�nite group with cardinality �
embeddable into a sum of countable groups and let p be an idempotent in
G�. Then there is a zero-dimensional left invariant topology � on G and
a discrete subset D of (G; �) such that

1. p 2 Ult(�)

2. jDj = � and D� � Ult(�)

3. every mapping from D into a commutative semigroup T can be
extended to a local homomorphism f : (G; �)! T .

Recall that if S is a compact right topological semigroup then, the set of
idempotents in S, E(S) 6= ;.

Corollary 3.3.1 Let G be an in�nite group and let � be a left invariant
topology on G. Then
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1. Ult(�) contains all the idempotents of G� and, in particular, the
idempotents of K(�G);

2. K(Ult(�)) = K(�G) \ Ult(�).

Proof. For (1), see the proof of Lemma 3 in [32] and also Theorem
3.3.1. Since G� is an ideal of �G, we have that K(�G) � G�. That
is, Ult(�) \K(�G) 6= ;. Then the proof of (2) is obtained by Theorem
1.1.17. �

Theorem 3.3.2 Let G be an in�nite group and let � be a left invariant
topology on G. Let S = Ult(�) and U a nonempty open subset in (G; �),
we have that �U \ S is a right ideal of S.

Proof. See Lemma 2.5 and the proof of Lemma 2.4 in [33]. �

Corollary 3.3.2 Let G be an in�nite group, let � be a left invariant
topology on G, and let S = Ult(�). If U and V are disjoint open subsets
of S, then U \ S and V \ S are two disjoint right ideals of S.

Proof. The proof follows from Theorem 3.3.1. See also Lemma 7.1 in
[37]. �

3.4 Number of ideals in �S

It was established in [1] and [11] that �N contains 22
!

minimal left ideals
and 22

!

minimal right ideals, respectively. It was showed in [19] that

for every in�nite cancellative semigroup S, �S contains 22
jSj

minimal left
ideals and at least 22

!

minimal right ideals. And this last result on the
number of minimal right ideals was extended in [34] to any abelian group.
In the following, we review these results in detail.

We recall that
H =

\
n2N

2nN

and that for every n 2 N, we can �nd F 2 Pf (!) such that n =
X
i2F

2i.

Fixing n 2 N, we denote F by supp(n). [19]
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Lemma 3.4.1 Let (T; �) be a compact right topological semigroup and
let ' : N ! T with '[N] � �(T ). Assume that there is some k 2 !
such that whenever x; y 2 N and max supp(x)+k < minsupp(y) one has
'(x+ y) = '(x) � '(y). Then for each p; q 2 H, ~'(p+ q) = ~'(p) � ~'(q).

Proof. See comments in Proof of Lemma 6.3 in [19]. �

The following theorem, Theorem 6.7 in [19], shows how to obtain homo-
morphisms on H which extended to �N might not be homomorphisms.

Theorem 3.4.1 Let T be a compact right topological semigroup with a
countable dense topological center. Then T is the image of H under a
continuous homomorphism.

Proof. See the proof of Theorem 6.4 in [19].
Enumerate �(T ) as fti : i 2 Ig since it is countable, where I is either
! or f0; 1; 2; : : : ; kg for some k 2 !. Then choose a disjoint partition
fAi : i 2 Ig of f2

n : n 2 !g, with each being in�nite.
De�ne a mapping � : N ! T by �rst stating that �(2n) = ti if 2

n 2 Ai.
Then extend � to N by putting

�(n) =
Y

i2supp(n)

�(2i);

with the terms in this product occuring in the order of increasing i.
It follows from Lemma 3.4.1, that � : ~N ! T is a homomorphism on
H. To show that ~� [H] = T , let i 2 I and let x 2 A�

i . Then x 2 H and
~�(x) = ti. If ti 2 �(T ), then ti = �(2i) with 2i 2 Ai. It implies ti = ~�(x),
for x 2 A�

i (Ai 2 x). Thus, ti 2 ~� [H]. So �(T ) � ~� [H] and hence, since
�(T ) is dense in T , we have T = �(T ) � ~� [H]. Obviously, by de�nition
of � , we have �nally ~� [H] � �(T ) = T . �

Corollary 3.4.1 Every �nite (discrete) semigroup is the image of H un-
der a continuous homomorphism.

Proof. See comments in Proof of Corollary 6.5 in [19]. �

Lemma 3.4.2 Let p be an idempotent in (�N;+). Then for every n 2 N,
nN 2 p.
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Proof. See the proof of Lemma 6.6 in [19]. Let n 2 N and  : N ! Zn
denote the canonical homomorphism. Then ~ : �N ! Zn is also a
homomorphism, by Corollary 3.1.3. Thus ~(p) = ~(p+ p) = ~(p) + ~(p)
(p is an idempotent in (�N;+)) and, since Zn is cancellative, ~(p) = 0.
It follows that ~�1[f0g] is a neighborhood of p, and hence that ~�1[f0g]\
N = nN 2 p. �

De�nition 3.4.1 We de�ne � : N ! ! and � : N ! ! by stating that
�(n) = max(supp(n)) and �(n) = min(supp(n))

Lemma 3.4.3 The set H is a compact subsemigroup of (�N;+) which
contains all the idempotents of (�N;+). Furthermore, for any p 2 �N
and any q 2 H, ~�(p+ q) = ~�(q) and ~�(p+ q) = ~�(p)

Proof. See the proof of Lemma 6.8 in [19]. H is compact since it is
closed in �N. Now, if n 2 2kN and if r > �(n),

n+ 2rN � 2kN+ 2rN � 2kN

since k = min(supp(n)) < max(supp(n)) < r. It follows from Example
3.3.1(1) and Theorem 3.1.7 that H is a subsemigroup of �N.
By the Lemma 3.2.2, H contains all the idempotents of (�N;+).
Now take p 2 �N and q 2 H. Given any m 2 N, choose r satisfying
r > �(m). Then, if n 2 2rN, �(m+ n) = �(n) and �(m+ n) = �(n).
Hence since 2rN 2 q,

~�(m+ q) = q � lim
n22rN

�(m+ n)

= q � lim
n22rN

�(n)

= ~�(q):

It follows that
~�(p+ q) = lim

m!p

~�(m+ q) = ~�(q):

Similarly, ~�(p+ q) = ~�(p). �

The reason we keep repeating the properties of �N is because it makes
it something of a prototype. The properties are �rst examined and the
problems solved in this simple case of �N, and the arguments are adjusted
and extended to achieve more general solutions in the case of �S where
S is any in�nite discrete semigroup.
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Theorem 3.4.2 (�N;+) contains 2c minimal left ideals and 2c minimal
right ideals. Each of these contains 2c idempotents.

Proof. See the proof of Theorem 6.9 in [19].
Let A = f2n : n 2 Ng. We have by De�nition 3.4.3, �(2n) = �(2n) = n
for any n 2 N. Thus, �jA = �jA : A ! N is bijective. So by Theorem

2.2.17, ~�jA = ~�jA : �A ! �N is bijective as well. Assuming that for any
q1; q2 2 A

�,
(�N+ q1) \ (�N+ q2) 6= ;:

We can �nd r; s 2 �N such that r + q1 = s+ q2. By Lemma 3.4.3, then

~�(q1) = ~�(r + q1) = ~�(s+ q2) = ~�(q2):

Since ~�j �A is bijective, it implies that q1 = q2. Thus, by contraposition, if
q1 6= q2 in A

� then

(�N+ q1) \ (�N+ q2) = ;:

By Corollary 2.2.9, jA�j = 2c. Which implies that N has 2c pairwise
disjoint left ideals and, by Corollary 1.3.1, each contains a minimal left
ideal.
Let q 2 A�. By Theorem 1.3.2(1) and Theorem 1.1.12(5), q+H contains
an idempotent e(q) which is minimal in H. Since H meets K(�N), e(q)
is also minimal in �N. Otherwise, there is an idempotent f of �N with
f < e(q). But H contains all the idempotents of �N according to Lemma
3.4.3 and so it contains also f . This contradicts the minimality of e(q)
in H. Thus by Theorem 1.1.12(4), e(q) + �N is a minimal right ideal of
�N. We claim that if q1 6= q2 in A

�, then

e(q1) + �N 6= e(q2) + �N:

For otherwise, e(q2) 2 e(q1) + �N and so e(q2) = e(q1) + e(q2) by Lemma
1.1.4(2). However, by Lemma 3.4.3,

~�(e(q2)) 2 ~�[q2 +H] = ~�[fq2g] = fq2g

implies ~�(e(q2)) = q2. In fact,

~�(q2) = q2 � lim
n2A

�(n) = q2 � lim
k2N

�(2k) = q2 � lim
k2N

k = q2:

We have also

~�(e(q2)) = ~�(e(q1) + e(q2)) = ~�(e(q1)) = q1
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hence yielding a contradiction.
If L is any minimal left ideal and R is any minimal right ideal of (�N;+)
then, by Lemma 1.1.14, L\R contains an idempotent. It follows that L
and R both contain 2c idempotents. �

Lemma 3.4.4 Let S be a discrete group and let s be a cancelable element
of S. For every t 2 S and p 2 �S

1. if S is right cancellative and sp = tp, then s = t, and

2. if S is left cancellative and ps = pt, then s = t.

Proof. See the proof of Lemma 6.28 in [19]. �

Lemma 3.4.5 Let S be an in�nite weakly left cancellative semigroup and
let I be the set of right identities of S. Let � be an in�nite cardinal with
� � jSj, and let hs�i�<� be a one-to-one �-sequence in S. If T is a subset
of S with cardinality �, then there exists a one-to-one �-sequence ht�i�<�
in T such that

1. for every � < �, t� =2 FP (ht�i�<�),

2. for every � < � < � and every u; v 2 I[fs� : � < �g[FP (ht�i�<�),
u 6= vt� and ut� 6= vt�, and

3. I \ FP (ht�i�<�) = ;.

Proof. See the proof of Lemma 6.29 in [19]. �

Theorem 3.4.3 Let S be an in�nite discrete semigroup which is weakly
left cancellative. Let � be an in�nite cardinal with � � jSj and let R
and T be subsets of S of cardinality �. Then there is a subset V of T
with cardinality � such that the set P of uniform ultra�lters on V has the
following properties:

1. jP j = 22
�

,

2. for each pair of distinct elements p; q 2 P , c`�S(Rp) and c`�S(Rq)
are disjoint, and
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3. if S is also right cancellative, then for each p 2 P , ap 6= bp whenever
a 6= b in R and Rp is strongly discrete in �S.

Proof. The proof uses Lemma 3.4.5 and Theorem 2.2.23. The details
can be found in [19], the proof of Theorem 6.30. �

Theorem 3.4.4 There is a subset L of N� such that jLj = 2c and for all
p 6= q in L and all f : N! N, ~f(p) 6= q.

Proof. See the comments in the proof of Theorem 6.36 in [19]. �

Lemma 3.4.6 Let p; q 2 N�. If there is a one-to-one function f : N !
�N such that f [N] is discrete and ~f(p) = q, then there is a function
g : N! N such that ~g(q) = p.

Proof. See the proof of Lemma 6.37 in [19]. �

De�nition 3.4.2 Two points x and y in a topological space X are said
to have the same homeomorphism type if and only if there is a home-
omorphism f from X onto X such that f(x) = y.

Theorem 3.4.5 Let D be a discrete space and let X be an in�nite com-
pact subset of �D. Then X has at least 2c distinct homeomorphism types.

Proof. See the proof of Theorem 6.38 in [19]. It uses Corollary 2.2.5,
Theorem 2.2.13, Theorem 2.2.24, Theorem 3.4.4, and Lemma 3.4.6 in
[19]. �

Theorem 3.4.6 Let S be a discrete semigroup. If the minimal left ideals
of �S are in�nite, �S contains at least 2c minimal right ideals.

Proof. See the proof of Theorem 6.39 in [19] which uses Theorem 1.1.14,
Theorem 1.3.4(3) and Theorem 3.4.5 in [19]. �

Theorem 3.4.7 Let S be an in�nite discrete semigroup which is weakly
left cancellative. If jSj = �, then there are 22

�

pairwise disjoint left ideals
of �S.
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Proof. The proof is an immediate consequence of Theorem 3.4.3, with
R = S. �

Theorem 3.4.8 Let S be an in�nite cancellative discrete semigroup.
Then �S contains at least 2c minimal left ideals and at least 2c mini-
mal right ideals. Each minimal left ideal and each minimal right ideal
contains at least 2c idempotents.

Proof. The proof uses Theorem 3.4.7 and Theorem 3.4.6 in [19]. �

As we presented above, the problem of counting the minimal right ideals
of �S turned out to be more challenging than counting the minimal left
ideals of �S. We saw that �S contains at least 22

!

minimal right ideals
for any in�nite discrete cancellative semigroup S. We recall that the
proof uses the fact that every minimal left ideal L of �S is in�nite and
the points of L belong to at least 22

!

di�erent homeomorphism classes.
Two points of L which belong to R belong to the same homeomorphism
class in L. In [34], this result is extended to any in�nite Abelian group G
using a di�erent approach which we describe in the following lines. More
details can also be found in [37], from page 136.

De�nition 3.4.3 Let G be a topological group. The Bohr compacti-
�cation of G is a compact topological group, denoted bG, together with
a continuous homomorphism e : G! bG satisfying the following proper-
ties:

1. e[G] is dense in bG, and

2. the universal property: For every continuous homomorphism h :
G ! K from G to a compact topological group K there is a con-
tinuous homomorphism hb : bG! K such that h = hb � e.

Note that if Ĝ is the dual group of an Abelian group G and Ĝd is the
group Ĝ reendowed with the discrete topology, then bG is the dual of Ĝd.
The mapping e : G! bG is then given by e(x)(�) = �(x), where x 2 G
and � 2 Ĝd. This mapping is injective, please refer to [34].

The complete version of the following lemma can be found in [34] or in
[37].
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Lemma 3.4.7 Let G be an in�nite Abelian group of cardinality �. Then
G admits a homomorphism onto

L
� Zp, where p is a prime number and

Zp is the cyclic group of order p.

Proof. See the proof of Lemma 1(2) in [34] or the proof of Lemma
9.22 in [37]. The proof generalizes a well known fact on in�nite Abelian
groups. �

Lemma 3.4.8 For every in�nite discrete Abelian group G of cardinality
�, bG admits a continuous homomorphism onto

Q
2� Zp, where

Q
2� Zp is

endowed with the product topology.

Proof. The proof is similar to the proof of Lemma 2 in [34] or to the
proof of Lemma 9.23. The proof uses Lemma 3.4.7 and the Pontrjagin
duality. That is, using both cases � = ! and � > !, if G admits a
homomorphism onto

L
� Zp, then the extension is a continuous homo-

morphism from the Bohr compacti�cation bG onto the Pontrjagin dualQ
2� Zp of

L
� Zp. �

Lemma 3.4.9 Let � be an in�nite cardinal. For each � < �, let X�

be a space having at least two disjoint nonempty open sets, and let X =Q
�<�X�. Then there are at least 2� many pairwise incompatible open

�lters on X converging to the same point.

Proof. See the proof of Lemma 3 in [34] or the proof of Lemma 9.24 in
[37] including the comments before these proofs. One needs to de�ne a
�lter on X considering the fact that X is not extremally disconnected.
Then the �lters hereby obtained are open and pairwise incompatible
converging to an element of X. �

Theorem 3.4.9 For every in�nite discrete Abelian group G of cardi-
nality �, there are 22

�

many pairwise incompatible open �lters on bG
converging to zero.

Proof. Let f : G !
L

2� Zp be the homomorphism guaranteed by
Lemma 3.2.1. Then, by Lemma 3.2.2, there is a continuous surjective
homomorphism ~f : bG !

Q
2� Zp. By Lemma 3.2.3, there are pairwise

incompatible open �lters F� (� < 22
�

) on
Q

2� Zp converging to zero. For
each (� < 22

�

), letH� be the �lter on bG with a base consisting of subsets
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of the form ~f�1(A) \ U , where A 2 F� and U runs over neighborhoods
of zero. Then H� (� < 22

�

) are pairwise incompatible open �lters on bG
converging to zero. �

The following theorem is the main result found in [34].

Theorem 3.4.10 For every in�nite discrete Abelian group G of cardi-
nality �, �G contains 22

�

many minimal right ideals.

Proof. See the proof of Theorem 9.20 in [37] or the proof of Theorem 1
in [34].
Let � denote the Bohr compacti�cation on the in�nite discrete Abelian
group G, that is, the one induced by the mapping e : G ! bG. By
Theorem 3.4.9, there are 22

�

pairwise incompatible open �lters on bG
converging to zero. Restricting these �lters to e(G), there are � pairwise
incompatible open �lters F� on (G; �) converging to zero with � < 22

�

.

Let S = Ult(�) and, for each � < 22
�

, let J� =
\
U2F�

U n f0g. Then,

by Theorem 3.3.1, each J� is a closed right ideal of S, and since the
�lters F� are pairwise incompatible, the ideals J� are pairwise disjoint
(see Theorem 3.3.2). Furthermore, by Corollary 3.3.1(1), S contains all
the idempotents of G� since (G; �) is a subgroup of a compact group.
In particular, S contains all the idempotents of K(�G). It follows that
S \ K(�G) 6= ;. But then, by Corollary 3.3.1(2), K(S) = S \ K(�G).
Thus, every minimal right ideal R of S is contained in a minimal right
ideal R0 of �G, and the correspondence R 7! R0 obtained is injective.
Consequently, the number of minimal right ideals of �G is greater than
or equal to 22

�

, the number of minimal right ideals of S. Hence, the
number of minimal right ideals of �G is 22

�

. �
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Chapter 4

Closed two-sided ideals in �S

In this chapter, we study the closure of two-sided ideals and compute
the number of two-sided ideals of �S. In the �rst section, we present the
results from [38], [36] and [35] about the closure of the smallest ideal of
�S. In the second section, we review in detail the approach used in [6]
and [13] to compute the number of closed two-sided ideals of �G, where
G is any countably in�nite group. In the third section, we present an
alternative approach to obtain a similar result to the previous one. We
show that �S contains 22

jSj
pairwise incomparable semiprincipal closed

two-sided ideals, where S is any in�nite discrete semigroup. The result
was published in [29].

4.1 Closure of the smallest ideals

We recall that for any compact Hausdor� right topological semigroup S,
�S has the smallest two-sided ideal K(�S). K(�S) is a disjoint union
of minimal right ideals and a disjoint union of minimal left ideals. The
ultra�lters from K(�S) and c`(K(�S)) have nice combinatorial charac-
terizations, see [19]. From Theorem 3.1.14, p 2 K(�S) if and only if, for
all A 2 p, fx 2 S : x�1A 2 pg is syndetic if and only if, for all q 2 �S,
p 2 �S � q � p. Also, from Corollary 3.1.8, A \K(�S) 6= ; if and only if
A is piecewise syndetic for any A � S.

We remind the reader that for every compact Hausdor� right topological
semigroup T , c`(K(T )) is a right ideal, but not always a left ideal, see
Example 2.16 in [19]. But we have the following result from [19], Theorem
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4.44.

Theorem 4.1.1 For any semigroup S, c`(K(�S)) is a two-sided ideal
of �S.

Proof. Recall that the set �(�S) = fp 2 �S : �p is continuous g is the
topological center of �S. By Theorem 3.1.1(3), S � �(�S). Since S is
dense in �S and, obviously, �S is compact, we have that �(�S) is dense
in �S. Using Theorem 1.3.8(1), c`(K(�S)) is an ideal of �S. �

The above combinatorial characterizations were extended in [21], [22],
and [36] to an arbitrary closed subsemigroup T of �S, with S an arbitrary
discrete semigroup. There it was showed that, for a large class of closed
subsemigroups T of �S, c`(K(T )) is not a left ideal of T .

We recall (see Lemma 6.28 in [19]) that if an element s is cancelable in
the semigroup S, for every t 2 S and p 2 �S, it follows that

1. if S is right cancellative and sp = tp, then s = t, and

2. if S is left cancellative and ps = pt, then s = t.

Then one has the following results from [19].

Lemma 4.1.1 Let S be a discrete cancellative semigroup. If s1; s2 2 S
with s1 6= s2, then, for every p 2 �S, s1p 6= s2p and ps1 6= ps2.

Proof. See the proof of Lemma 6.28 in [19]. �

Theorem 4.1.2 Let S be an in�nite semigroup, let p 2 �S, and let
T � S with jT j = !. Then, for every r1; r2 2 c`(T ) and r1 6= r2,
r1p 6= r2p if and only if for every A � T there is some B � S such that

A = fs 2 T : s�1B 2 pg:

In particular, p is right cancelable in �S if and only if for every A � S
there is some B � S such that A = fs 2 S : s�1B 2 pg.

Proof. See the proof of Theorem 8.7 in [19]. �

Corollary 4.1.1 Let S be an in�nite semigroup and let p 2 S�. Then
p is right cancelable in S� if and only if for every A � S there is some
B � S such that jA�fs 2 S : s�1B 2 pgj < !.
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Proof. The proof follows as a modi�cation of the proof of the previous
theorem. See Exercise 8.2.1 in [19]. �

Lemma 4.1.2 Let S be a discrete semigroup, let T � S with jT j = jSj,
and let p 2 �S such that for every s1; s2 2 T and s1 6= s2, s1p 6= s2p.

1. If, for every r1; r2 2 c`(T ) and r1 6= r2, r1p 6= r2p, then Tp is
discrete in �S.

2. If Tp is strongly discrete in �S, then r1p 6= r2p whenever r1; r2 2
c`(T ) and r1 6= r2.

Proof. The proof uses Theorem 4.1.2 to conclude (2), while (1) is proved
by negation. For more details, see the proof of Lemma 8.9 in [19]. �

Theorem 4.1.3 Let S be an in�nite discrete right cancellative and weakly
left cancellative semigroup with cardinality �. Then the set of right cance-
lable elements of �S contains dense open subsets of U�(S). In particular,
S� contains 22

�

elements which are right cancelable in �S.

Proof. The proof uses Theorem 3.4.3 with R = S and Lemma 4.1.2
to show that there are right cancelable uniform ultra�lters in �S with
a dense open subset. The cardinality of these uniform ultra�lters is ob-
tained using Theorem 2.2.32. For more details, see the proof of Theorem
8.10 in [19]. �

The following results from [19] give more properties of right cancelability
in �S when S is a countably in�nite semigroup.

Theorem 4.1.4 Let S be a semigroup, let p 2 �S, and let T � S with
jT j = !. The following statements are equivalent.

1. For every s1; s2 2 T and s1 6= s2, s1p 6= s2p and Tp is strongly
discrete.

2. There is a function f : S ! S such that for every q 2 c`(T ),
~f(q � p) = q, where ~f is the extension of f to �S.

3. Whenever r1 and r2 2 c`(T ) and r1 6= r2, then r1p 6= r2p.

4. For every A � T there exists B � S such that A = fs 2 T :
s�1B 2 pg.
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5. For every A;B � T and A \B = ;, c`(Ap) \ c`(Bp) = ;.

6. The left translation �pjc`(T )
: c`(T )! (c`(T ))p is a homeomorphism.

7. The left translation �pjT : T ! Tp is a homeomorphism.

8. For every s1; s2 2 T and s1 6= s2, s1p 6= s2p and Tp is discrete.

9. For every s 2 T and every r 2 c`(T ) n fsg, sp 6= rp.

Proof. See the proof of Theorem 8.11 in [19]. �

Lemma 4.1.3 Let S be a weakly left cancellative semigroup and let p 2
�S. If p is right cancelable in �S, then p =2 S�p.

Proof. See the proof of Lemma 8.15 in [19]. �

The following theorems complete Theorem 4.1.4 when S is taken as a
countable group.

Theorem 4.1.5 Let S be either (N;+) or a countable group. For every
p 2 S� the following statements are equivalent.

1. p is right cancelable in �S.

2. p =2 S�p.

Proof. See the proof of the �rst two conditions of Theorem 8.18 in [19].
It uses Lemma 4.1.3 and Corollary 3.1.5 because a group is a cancellative
monoid. �

Theorem 4.1.6 Let S be either (N;+) or a countable group. An element
p 2 �S is right cancelable in �S if and only if there exists B 2 p such
that, for every s 2 S distinct from the identity, s�1B =2 p.

Proof. See the proof of Theorem 8.19 in [19]. It uses Theorem 4.1.2 to
guarantee the existence of B and also uses Theorem 4.1.5 for the su�cient
condition. �

Theorem 4.1.7 Let S be a discrete countably in�nite cancellative semi-
group and let T be an in�nite subsemigroup of S. Then there exists
p 2 c`(E(K(�T ))) such that Sp \ S�S� = ;.
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Proof. See the proof of Theorem 8.22 in [19]. �

Corollary 4.1.2 Let S be a discrete countably in�nite cancellative semi-
group and let T be an in�nite subsemigroup of S. There exist p 2
c`(E(K(�T ))) such that p =2 S�S�.

Proof. See the proof of Corollary 8.23 in [19]. The proof follows from
Theorem 4.1.7. �

Corollary 4.1.3 Let S be a discrete countably in�nite cancellative semi-
group. Then K(�S) is not closed in �S.

Proof. It is a consequence of Theorem 4.1.7 by taking S = T and the
fact that, by Theorem 3.1.12, K(�S) � S�S� since S�S� is a two-sided
ideal of �S. See the proof of Corollary 8.25 in [19]. �

The following result, see Corollary 8.26 in [19], shows that right cance-
lability occurs in the smallest two-sided ideal of �S.

Corollary 4.1.4 Let S be a discrete countably in�nite cancellative semi-
group and let T be an in�nite subsemigroup of S. There are right cance-
lable elements of �S in c`(E(K(�T ))).

Proof. The proof follows from Theorem 4.1.7, Lemma 4.1.1 and Theo-
rem 4.1.4(9). �

Theorem 4.1.8 c`(K(H)) is not a left ideal of H.

Proof. See the proof of Theorem 8.30 in [19]. �

Corollary 4.1.5 c`(K(H)) ( H \ c`(K(�N)).

Proof. The proof is obtained from the fact that H \ c`(K(�N)) is
an ideal of H, since c`(K(�N)) is a two-sided ideal of �N and H is a
closed subsemigroup of �N (see Theorem 1.3.5 and Theorem 1.3.7). Thus,
K(H) � H \ c` K(�N). But by Theorem 4.1.8, this inclusion is strict,
that is c`(K(H)) ( H \ c`(K(�N)). �

These results are true for a large class of closed subsemigroups of �S,
namely 0+ andH� respectively closed subsemigroups of �Rd and �(

L
� Z)

122



as de�ned in Example 3.3.1.

Recall that if (S; �) is a left topological semigroup with identity 1 and �
is T1, then the ultra�lter semigroup Ult(�) is the set of all ultra�lters on
S� converging to 1 in � . Now let T = Ult(�). We have that T is a closed
subsemigroup of �S and that it contains all the idempotents of S� if (S; �)
is topologically and algebraically embeddable into a compact group. In
particular, T contains all the idempotents of K(�S) (see Lemma 1 and
Lemma 2 in [38]). Hence, following Theorem 1.1.17, the idempotents
of K(T ) are the same as those of K(�S). Then, we have the following
results from [36], [37] and [38] to strengthen the results above.

Theorem 4.1.9 Let T be as de�ned above. There exists p 2 c`(E(K(T )))
but p =2 (c`(K(T )))T .

Proof. See the proof of Theorem 4 in [38] or the proof of Theorem 9.33
in [37]. �

Theorem 4.1.10 Let S be an in�nite discrete semigroup algebraically
embeddable into a compact group. Then both K(�S) and E(c`(K(�S)))
are not closed.

Proof. The proof of this result was the object of the paper [38] using
Theorem 4.1.9 above. One may consult the proof of the similar result in
[37] on page 145. �

Lemma 4.1.4 Let � be an invariant topology on an in�nite group G with
the identity 1 and let � denote the character of � . Then the following
conditions are equivalent.

1. There is a neighborhood base fW� : � < �g at 1 such that for

 < � < �, W� � W and W� =
\
<�

W whenever � is a limit

ordinal.

2. There is a neighborhood base fW� : � < �g at 1 such that for
 < � < �, W� � W.

3. If A is a subfamily of � with jAj < �, then
T
A 2 � .
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If � satis�es the conditions (1), (2), and (3) above, then � is regular.

Proof. See the proof of Lemma 3.1 in [36]. �

Theorem 4.1.11 Suppose that � satis�es the conditions of Lemma 4.1.4
and let T = Ult(�). Then c`(K(T )) is not a left ideal of T .

Proof. See the proof in [36], Theorem 3.2. �

Corollary 4.1.6 c`(K(0+)) and c`(K(H�)) are not (respectively) left
ideals of 0+ and H�.

Proof. This is an immediate consequence of Theorem 4.1.11. �

4.2 Boolean algebras and closed ideals of

�G

In this section, we review how to obtain a closed two-sided ideal of the
Stone-�Cech compacti�cation �G of an in�nite group G from a Boolean
group ideal on G. Recall from Section 2.2 that, if D is a discrete space,
then the Stone-�Cech compacti�cation �D is alternatively de�ned from
the Stone space of a Boolean algebra P(D). Using this approach, it

was shown in [6] that, if G is Abelian, then �G contains 22
jGj

distinct
closed two-sided ideals. In [13], this result was extended to any countably
in�nite group G.

De�nition 4.2.1 A Boolean group ideal is an ideal I on a group G
such that

1. �nite subsets of G are members of I;

2. if A 2 I, then A�1 2 I; and

3. if A;B 2 I, then AB 2 I.

We recall that, given a �lter F on a set X, the closure of F is de�ned by
F̂ = fp 2 �X : F � pg.

The following theorem establishes a relationship between a �lter and a
Boolean group ideal.
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Theorem 4.2.1 Let G be an in�nite group, let I be a Boolean group
ideal on G, and let F = fG nA : A 2 Ig. Then F̂ is a closed two-sided
ideal of the semigroup �G.

Proof. The proof can be found in [7]. �

By computing the number of Boolean group ideals, one can deduce the
number of the corresponding closed two-sided ideals.

Corollary 4.2.1 Let G be an in�nite Abelian group with jGj = �. There
are 22

�

distinct closed two-sided ideals in �G.

Proof. The proof was the object of [6] using mainly Theorem 4.2.1
above. �

The following theorem is the countable case of Corollary 4.2.1 dropping
the commutativity from the hypothesis.

Theorem 4.2.2 Let G be a countably in�nite group. There are 22
!

dis-
tinct Boolean group ideals on G. Consequently, there are 22

!

distinct
closed two-sided ideals of �G.

Proof. It uses the fact that if F and G are two distinct �lters on G with
respect to Boolean group ideals on G, then F̂ 6= Ĝ. Also the fact that
G contains 22

jGj
distinct Boolean group ideals. Then �G contains 22

jGj

distinct closed two-sided ideals of �G. The detailed proof can be found
in [13] and also in [20]. �

4.3 Semiprincipal closed two-sided ideals

of �S

Our result published in [29] extended the result in Theorem 4.2.2 above
to any in�nite semigroup S embeddable into a group by using a di�erent
approach, relatively simple and short. The approach was inspired from
[1] and [19]. We �rst need to introduce the concept of thin subsets of a
group.

De�nition 4.3.1 Let G be a group. A subset A of G with the identity e
is said to be
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1. left thin if gA \ A is �nite for every g in G n feg.

2. right thin if Ag \ A is �nite for every g in G n feg.

3. thin if g1A \ g2A is �nite for each pair of distinct elements g1, g2
in G.

Example 4.3.1 The examples are from [15].

1. The sets fn! : n 2 Ng and f2n : n 2 Ng are in�nite thin subsets
of Z.

2. Consider the in�nite set Abelian periodic group G =
M
!

Z2. Let

A be an in�nite subset of G such that for each n, the set of all
x = (xk) 2 A with xk 6= 0 for some k � n is �nite. Now for each
pair of distinct elements g1; g2 2 G, j(g1 + A) \ (g2 + A)j needs to
be calculated.
But g1 6= g2 if and only if g = g1 � g2 6= 0�, so it is enough to cal-
culate jA \ (g + A)j if g 6= 0�. For any g = (x1; x2; x3; : : : ; xk; : : :)
where the �rst nonzero component appears in the k-th position, de-
note by A1 the set of all x = (xk) 2 A with xk 6= 0. By assumption,
A1 is a �nite subset of A. Put A = A1 [ A2, a disjoint union.

A \ (g + A) = (A1 [ A2) \ (g + A)
= (A1 \ (g + A)) [ (A2 \ (g + A))
= (A1 \ (g + A)) [ (A2 \ (g + (A1 [ A2)))
= (A1 \ (g + A)) [ (A2 \ (g + A1)) [ (A2 \ (g + A2)):

On the right hand side, the cardinalities of the �rst and the second
term are �nite and the last term is empty. Then jA \ (g + A)j is
�nite, which implies A is a thin subset of G.

De�nition 4.3.2 Let G be a group. A subset A of G with the identity e
is said to be

1. left k-thin for k 2 N, if jgA \ Aj � k for every g in G n feg.

2. right k-thin for k 2 N, if jAg \ Aj � k for every g in G n feg.

3. k-thin for k 2 N, if jg1A \ g2Aj � k for each pair of distinct
elements g1, g2 in G.
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Recall that !-thin sets were used in [1] to prove that every in�nite left

amenable group G admits 22
jGj

distinct left invariant Banach measures.
Chou in [1] used the following two results that were reformulated in [8].

Lemma 4.3.1 Let G be an in�nite group and let A be an !-thin subset of
G such that jAj = jGj. Then p; q 2 A�, p 6= q implies (�G)p\(�G)q = ;.

Proof. Let jAj = �, where � is regular, and let jGj = � such that
jgA \ Aj � ! for g 6= e (e the identity of G). Take x 2 G. We can
�nd Ax � A such that jA n Axj < !. We construct G = fg� : � < �g.
For every � < �, there exist A� � A such that jA n A�j < � and
fg�A� : � < �g are pairwise disjoint. Let p; q 2 U(A), A� = P� [ Q�,
where P� 2 p and Q� 2 q. Since P \Q = ;, for P 2 p and Q 2 q, and if
we take P� = P \ A� and Q� = Q \ A�, then [

�<�

g�P�

!\ [
�<�

g�Q�

!
= ;:

And, we have

[
�<�

g�P� � �Gp and
[
�<�

g�Q� � �Gq:

Thus, �Gp and �Gq are disjoint. �

The following theorem is from [8].

Theorem 4.3.1 Let G be an in�nite group. Then the semigroup �G has
22

jGj
pairwise disjoint closed left ideals.

Proof. The proof is an immediate consequence of Lemma 4.3.1 above.
�

The following lemma without condition (2) is a well known fact from [1].

Lemma 4.3.2 Let G be a group, B � G, and let jGj = jBj = � � !.
Then there is A � B with jAj = � such that

(1) A is a left 3-thin subset of G

(2) for every g; h 2 G, jfa 2 A : a 6= gah 2 Agj < �
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Proof. Enumerate G as fg� : � < �g. Construct recursively a �-
sequence (a�)�<� in B such that

a� 2 B n (A�A
�1
� A� [ C�A�C�);

where
A� = fa� : � < �g and C� = fg�1� : � < �g:

The set A = fa� : � < �g is as required and jAj = �.

To prove (1), assume instead that one has g 2 G n f1g and distinct
�, �, and  such that fa�; a�; ag � gA. Pick distinct �, �, and �
such that a� = ga�, a� = ga�, and a = ga� . Consider two cases:

(a) maxf�; �; ; �; �; �g 2 f�; �; g. Then without lost of gener-
ality, this maximum is �. Also � > �. Since � 6= �, without
lost of generality we have � > � so that a� = ga� = a�a

�1
� a� 2

A�A
�1
� A�, a contradiction.

(b) maxf�; �; ; �; �; �g =2 f�; �; g. Then without lost of gener-
ality that maximum is � and ona has that � > �, � > �, and
� > �. Thus a� = g�1a� = a�a

�1
� a� 2 A�A

�1
� A�, a contradic-

tion.

To prove (2), assume instead that we have some � and � such that

jfa 2 A : a 6= g�ag� 2 Agj = �:

Pick � > maxf�; �g such that a� 6= g�a�g� 2 A and pick � such
that g�a�g� = a. If  > �, then a 2 CAC). If  < �, then
a� = g�1� ag

�1
� 2 C�A�C�. In either case we have a contradiction.

�

We list in the following some results from [19] that inspire the approach
of some of our results and their proofs.

Theorem 4.3.2 Let S be a countably in�nite discrete semigroup embed-
ded in a countable discrete group G. Let q 2 K(�S) and let B 2 q. Let
n 2 N and let p1; p2; : : : ; pn 2 S� n K(�S). Then there exists A � B
with jAj = ! such that, for every r 2 A� and every i; j 2 f1; 2; : : : ; ng,
pi =2 (�G)rpj.

Proof. See the proof of Theorem 6.55 in [19]. �
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Theorem 4.3.3 Let S be a countably in�nite discrete semigroup embed-
ded in a countable discrete group G. Let p 2 S� nK(�S), let q 2 K(�S)
and let B 2 q. Let n 2 N. There exists A � B with jAj = ! such that
whenever r1; r2 2 A

� and r1 6= r2, one has (�G)r1p \ (�G)r2p = ;.

Proof. See the proof of Theorem 6.56 in [19]. �

Theorem 4.3.4 Let S be a countable discrete semigroup embedded in
a countable discrete group G. Let n 2 N and let p1; p2; : : : ; pn 2 S� n
K(�S). Suppose that, in addition, for every distinct i; j 2 f1; 2; : : : ; ng
pi =2 Gpj. Let A � S with jAj = ! such that, for every r 2 A� and
i; j 2 f1; 2; : : : ; ng, pi =2 (�G)rpj. Then, for every r 2 A� and every
distinct i; j 2 f1; 2; : : : ; ng, one has (�G)rpi \ (�G)rpj = ;.

Proof. See the proof of Theorem 6.57 in [19]. �

Theorem 4.3.5 Let p 2 N� n K(�N). Let A � N with jAj = ! such
that, for every r 2 A�, p =2 �Z + r + p, and for every r1; r2 2 A� and
r1 6= r2, (�Z + r1 + p) \ (�Z + r2 + p) = ;. Then, for every r 2 A�,
N� + r + p ( N� + p.

Proof. See the proof of Theorem 6.59 in [19]. �

Corollary 4.3.1 Let p 2 N� nK(�N). Then N�+p contains 22
!

disjoint
semiprincipal left ideals.

Proof. The proof follows from Theorem 4.3.5 with A � N and jA�j = 22
!

(see Theorem 2.2.21). �

Corollary 4.3.2 Let p 2 N� nK(�N). Then N�+p belongs to a decreas-
ing sequence of semiprincipal left ideals of N�, each maximal subject to
being strictly contained in its predecessor.

Proof. The proof uses Theorem 4.3.3 and Theorem 4.3.5. See the proof
of Corollary 6.61 in [19] for more details. �

Recall that, from De�nition 1.1.17 and Theorem 1.1.4(3), the principal
right ideal of a semigroup S generated by x 2 S is xS [ fxg. Then,
by Theorem 1.3.8(1), c`(xS) is a two-sided ideal of S. By De�nition
1.1.17, if c`(xS) contains x, then it is called the principal two-sided ideal
generated by x.
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De�nition 4.3.3 Let G be a commutative group and let p 2 �G. Then
c`(p+ �G) is the principal closed two-sided ideal generated by p.

Theorem 4.3.6 There is a sequence (pn)
1
n=1 in N

� such that (pn + �Z)1n=1
is a strictly increasing chain of principal right ideals of �Z and (c`(pn + �Z))1n=1
is a strictly increasing chain of principal closed two-sided ideals of �Z.

Proof. See the proof of Theorem 6.74 in [19]. �

Similarly, we de�ne the notion of a semiprincipal closed two-sided ideal
as the closure of a two-sided ideal of �S.

De�nition 4.3.4 Given a semigroup S and p 2 �S, let

I(S; p) = c`((�S)p(�S)):

We call I(S; p) the semiprincipal closed two-sided ideal generated
by p.

Theorem 4.3.7 Let S be an in�nite discrete semigroup and let p 2 �S.
Then I(S; p) is a closed two-sided ideal of �S.

Proof. Let S be an in�nite discrete semigroup. The extended operation
makes �S a compact right topological semigroup with S � �(�S). The
closure inclusion property implies then c`(S) � c`(�(�S)). We have also
that c`�S(S) = �S. Since �S is compact, �(�S) � �S implies that
c`(�(�S)) � �S. Thus, c`(�(�S)) = �S. That is, �(�S) is dense in
�S. Let p 2 �S. By Lemma 1.1.4, (�S)p(�S) is a two-sided ideal of
�S. Hence, (�S)p(�S) is a right ideal of �S. Using Theorem 1.3.8, the
closure I(S; p) = c`((�S)p(�S)) is a two-sided ideal of �S. I(S; p) is
closed as a closure in �S. �

Note that I(S; p) [ fpg is the smallest closed two-sided ideal of �S con-
taining p. But the two-sided ideal I(S; p) is not a principal one since it
need not contain p. If it does, then it is the smallest closed two-sided
ideal of �S containing p (see De�nition 1.1.14 and Theorem 1.1.4).

Theorem 4.3.8 Let G be a group, let B � G, and let jBj = jGj = � �
!. Then there is A � B with jAj = � such that for every p 2 U(A), one
has I(G; p) \ A = fpg.
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Proof. Let A be a subset of B guaranteed by Lemma 4.3.2. We
claim that for every p 2 U(A), one has I(G; p) \ A = fpg. Since
I(G; p) = c`(Gp(�G)), it su�ces to prove that (Gp(�G)) \ A = fpg.

We �rst show that (G�G�) \ A = ;.

Assume the contrary that qr 2 A for some q; r 2 G�. Let

Q = fx 2 G : x�1A 2 rg:

Then Q 2 q and Q 3 x 7! Rx 2 r such that xRx � A. Pick any distinct
x and y in Q and let R = Rx \ Ry. Then R � (x�1A) \ (y�1A). Since
R 2 r, it follows that (x�1A)\ (y�1A) 2 r. That is in�nite, since r 2 G�.
Consequently, by the fact that G is a group, we also have (xy�1A) \ A
is in�nite. But this contradicts condition (1) of Lemma 4.3.2.

From (G�G�) \ A = ; and the fact that G� is a left ideal of �G (see
Corollary 3.1.5), we obtain that (Gp(�G)) \ A = (GpG) \ A. Hence, in
order to �nish the proof, it remains to show that (GpG) \ A = fpg.

Assume on the contrary that gph = q for some g; h 2 G and q 2 A n fpg.
Then there is P 2 p such that P � A; gPh � A and P \ (gPh) = ;.
It follows that fa 2 A : a 6= gah 2 Ag 2 p. Since p 2 U(A), this
contradicts condition (2) of Lemma 4.3.2. �

Theorem 4.3.9 Let S be a semigroup embeddable into a group, let B �
S, and let jBj = jSj = � � !. There is A � B with jAj = � such
that whenever p; q 2 U(A) and p 6= q, one has I(S; p) n I(S; q) 6= ; and
I(S; q) n I(S; p) 6= ;.

Proof. Let G be a group containing S and let jGj = �. By Theorem
4.3.8, there is A � B with jAj = � such that for every p 2 U(A), one
has I(G; p) \ A = fpg. Now let p; q 2 U(A) and p 6= q. We have also
I(G; q) \ A = fqg. Then

I(G; p) \ (GqG) = ; and I(G; q) \ (GpG) = ;:

Indeed, if g; h 2 G and gqh 2 I(G; p), then q 2 g�1I(G; p)h�1 � I(G; p)
. It follows that,

I(S; p) \ (SqS) = ; and I(S; q) \ (SpS) = ;;
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and so
I(S; p) n I(S; q) 6= ; and I(S; q) n I(S; p) 6= ;;

since I(S; p) and I(S; q) are nonempty as ideals of �S. �

Corollary 4.3.3 For every in�nite discrete semigroup S embeddable into
a group, �S contains 22

jSj
pairwise incomparable semiprincipal closed ide-

als.

Proof. Since jU(A)j = 22
jAj

and for any two distinct elements p and q in
U(A) implies two distinct ideals I(S; p) and I(S; q), then we obtain from

Theorem 4.3.9 that �S contains 22
jSj

pairwise incomparable semiprincipal
closed ideals. �
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Chapter 5

Decomposition of U(S) into
closed left ideals of �S

Recall that, given an in�nite cancellative discrete semigroup S, U(S) the
set of all uniform ultra�lters is a closed two-sided ideal of �S. In this
chapter, we present the results about the decomposition of U(S) into
closed left ideals of �S.

In the �rst section, we review with details two main results of the de-
composition theorems. The �rst result is from [3] and [19] which shows
that, for every in�nite cancellative discrete semigroup S of cardinality �,
U(S) can be decomposed into 22

�

left ideals of �S. And the second one
is from [14] and it is a stronger version of the previous one. It shows that
U(S) can be decomposed into 22

�

closed left ideals of �S when S is an
in�nite weakly cancellative discrete semigroup of cardinality �.

In the remaining part of the chapter, we present our result from [30]
about the study of the quotient spaces of U(S) corresponding to the
decompositions into closed left ideals of �S.

5.1 Decomposition Theorems

De�nition 5.1.1 (See [19]) Let S be a discrete semigroup with cardi-
nality �. De�ne a binary relation R on U�(S) by stating that

pRq if (c`(Sp) [ c`(pS)) \ (c`(Sq) [ c`(qS)) 6= ;:
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The relation R can be extended to an equivalence relation � on U�(S) as
follows: for every p; q 2 U�(S),

p � q if and only if there exists some n 2 N with pRnq:

The notation Rn means the composition of R with itself n times. Thus,
given p; q 2 U�(S), p � q if and only if there exist elements x0; x1; x2; : : : ; xn 2
U�(S) such that p = x0, q = xn and xiRxi+1 for every i 2 f0; 1; 2; : : : ; n�
1g.

Recall that the equivalence class of an element p 2 U�(S) is denoted by
[p].

Lemma 5.1.1 Let S be an in�nite cancellative discrete semigroup of
cardinality � and let E be a subset of S of cardinality �. Then there exist
an enumeration (a�)�<� of S, an increasing sequence (m(�))�<� in � and
a nondecreasing function f : �! � such that,

1. if � is a limit, then m(�) = sup�<�m(�),

2. if � < !, then jm(�)j < !,

3. if ! � � < �, then jm(�)j = j�j,

4. for all � < �, m(f(�)) � � < m(f(�) + 1), and

5. for all � < �, am(�) 2 E.

Further, if T = f(a� ; a� ) : there exist  < f(�); � < f(�); and z 2
S with (i) z = a�a or z = a�a� and (ii) z = a�a� or z = a�a�g
de�ne Bo(y) = fyg and Bn(y) = fx 2 S : xT nyg for n > 0, then

6. if � < �, � < m(�), n < !, � < �, and a� 2 Bn(a� ), then
� < m(� + n).

Proof. See the proof of Lemma 3.1 in [3]. �

Lemma 5.1.2 Let S be an in�nite cancellative discrete semigroup of
cardinality � and let E be a subset of S of cardinality �. Let (a�)�<�,
(m(�))�<�, f : � ! �, T and Bn(y) be as in Lemma 5.1.1. Let p; q 2

U�(S) such that p � q. Then for each A 2 q,
[
x2A

Bn(x) 2 p.
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Proof. See the proof of Lemma 3.2 in [3]. �

Lemma 5.1.3 Let S be an in�nite cancellative discrete semigroup of
cardinality � and let E be a subset of S of cardinality �. Let (a�)�<�,
(m(�))�<�, f : �! �, T and Bn(y) be as in Lemma 5.1.1.

1. Assume � = ! and for each n < !, let yn = am(n2+2n). If t < n < m
then

(a) if al 2
2n[
k=0

Bk(yt), then l < m(n2 + 2n) and

(b) (
n[
k=0

Bk(yn)) \ (
t[

k=0

Bk(yt)) = ;.

2. Assume � > ! and for each � < � let y� = am(!��). Then for
� < � < �,

(
[
n<!

Bn(y�)) \ (
[
n<!

Bn(y�)) = ;:

Proof. See the proofs of Lemma 3.4 and Lemma 3.3 in [3] respectively.
�

The following theorem is also called The Van Douwen's Right Ideal The-
orem (see [3]) as a tribute to its author. Unfortunately, he passed away
without providing the proof. The proof was provided by Davenport and
Hindman that we repeat because of its importance to the approaches
used in this chapter.

Theorem 5.1.1 If S is an in�nite cancellative discrete semigroup of
cardinality �, then there exists a decomposition I of U�(S) into pairwise
disjoint subsets such that

1. jIj = 22
�

,

2. for each I 2 I, I is nowhere dense in U�(S).

3. for each I 2 I, I is a right ideal of �S, and

4. for all I 2 I and all p 2 I, c`(Sp) � I.

Proof.
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To prove (1), choose (a�)�<� ; (m(�))�<�, and (y�)�<� all as de�ned
in Lemma 5.1.1. Suppose � > ! and for each � < �, let y� =
am(!��). Consider I = f[p] : p 2 U�(S)g. From Theorem 2.2.23,
we have jU�(S)j = 22

�

. Now let Y = fy� : � < �g. For any two
distinct elements p and q of Y \ U�(S), show that [p] 6= [q]. Then
using Lemma 5.1.3 to the cases � = ! and � > !, Lemma 5.1.2
yields a contradiction.

To prove (2), take any p 2 U�(S) and show that [p] is nowhere
dense in U�(S). Consider the contrary, that is, the closure of [p]
has nonempty interior in U�(S), and taking E a subset of S of
cardinality � with E \U�(S) a subset of the closure of [p]. Choose
(a�)�<�, (m(�))�<�, f : � ! �, T and Bn(y) as in Lemma 5.1.1.
Then using Lemma 5.1.3 to the cases � = ! and � > !, Lemma
5.1.2 yields a contradiction.

To prove (3) , take p 2 U�(S) and show that [p] is a right ideal of
�S. That is, let q 2 [p] and r 2 �S and show that qr 2 [p]. But
�rst, one needs to make sure that qr is a uniform ultra�lter on S,
that is, qr 2 U�(S). In fact, let A 2 qr. It implies, by de�nition,
fx 2 S : Ax�1 2 qg 2 r. Choose x 2 S with Ax�1 2 q. Thus,
jAx�1j = �, since q is a uniform ultra�lter on S. Then, since S is
right cancellative, �x takes Ax

�1 one-to-one into A. That is, jAj =
�. So, we have indeed qr 2 U�(S). Now q 2 [p] and r 2 �S imply
qr 2 q�S and (qr)r 2 (qr)�S. We have then qrr 2 q�S \ (qr)�S.
Thus, q�S \ (qr)�S 6= ;. So, (qr)Rq. That is, qr � q. Hence,
qr 2 [p].

To prove (4), let p 2 U�(S). For each q 2 [p], let r 2 c`(Sq). Then
let v 2 c`(Sr) and let A 2 v. Take x 2 S such that xr 2 A.
Since �x is continuous, there exist B 2 r such that xB � A. Since
r 2 c`(Sq), we can �nd y 2 S such that yq 2 B. So xyq 2 A.
Since x, y are taken in S, we have A \ Sq 6= ;. This implies
c`(Sr) \ c`(Sq) 6= ;. Thus, r � q. Hence r � p since q 2 [p]. This
concludes that indeed r 2 [p].

�

Lemma 5.1.4 Let S be a discrete in�nite weakly left cancellative semi-
group with cardinality � and let T be a subset of S of cardinality �. Then
there exists a function f : S ! � such that
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1. f [T ] = �,

2. for every � < �, f�1[�] is �nite if � is �nite and jf�1[�]j � j�j if
� is in�nite, and

3. for every s; s0 2 S, if f(s) + 1 < f(s0), then

f(ss0) 2 ff(s0)� 1; f(s0); f(s0) + 1g

if f(s0) is not a limit ordinal then

f(ss0) 2 ff(s0); f(s0) + 1g

otherwise.

Proof. See the proof of Lemma 6.47 in [19] for more details. Rearrange
S as a �-sequence (s�)�<�. Then construct an increasing �-sequence
(E�)�<� of subsets of S that satis�es the following conditions for  < �:

1. s 2 E;

2. T \
[
�<

E� ( T \ E;

3. if � < , then E�E� � E;

4. if  = � + 1, s 2 E�, and ss
0 2 E�, then s

0 2 E;

5. if  < !, then jE�j < !; and

6. if  � !, then jEj � .

Choose any t 2 T and put E0 = fs0; tg. Then assume that 0 <  < �
and that E� has been de�ned for every � < .

Let U =
S
�< E� and notice that jU j < ! if  < ! and that jU j � jj if

 � !. If  is a limit ordinal, let V = ;. If  = � + 1, let

V = E�E� [ ft 2 S : E�t \ E� 6= ;g

and note that, since S is weakly left cancellative, jV j < ! if  < ! and
jV j � jj if  � !. Pick t 2 T nU and let E = U [ V [fs; tg. One can
verify that the induction hypotheses are satis�ed.
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Now de�ne f : S ! � by putting f(s) = minf� < � : s 2 E�g.

For every � < � there exists t 2 T \ E� n
S
�<� E�. Since f(t) = �, it

follows that f [T ] = �. For every � < �, f�1[�] � E�. So f
�1[�] is �nite

if � is �nite and jf�1[�]j � j�j if � is in�nite.

Finally, suppose that f(s) = �, f(s0) = � and �+1 < �. Let  = f(ss0).
Then ss0 2 E�+1, since s; s

0 2 E�, and so  � � + 1. We show that
+1 � �. Suppose instead that +1 < � and let � = maxf�; g. Then
s; ss0 2 E� and so s0 2 E�+1. Thus � � �+ 1 < �, a contradiction. �

Lemma 5.1.5 Let S be a discrete in�nite weakly left cancellative semi-
group with cardinality � and let T be a given subset of S with cardinal-
ity �. Let f be the function guaranteed by Lemma 5.1.4 above and let
~f : �S ! �� be its extension.

1. If � = !, we put A = f2m : m 2 Ng.

2. If � > !, we put A equal to the set of limit ordinals in �.

If B and C are disjoint subsets of A with cardinality � and if B 2 ~f(p)
and C 2 ~f(q) for some p; q 2 U�(S), then p � q.

Proof. See the proof of Lemma 6.49 in [19] for more details.

1. Suppose �rst that � = ! and that A = f2m : m 2 Ng. We show by
induction that, for every n 2 N, every x; y 2 S� and every X � N,
if X 2 ~f(x) and xRny, then

S2n
i=�2n(i+X) 2 ~f(y).

Suppose �rst that n = 1. If xRy then ux = vy for some u; v 2 �S.
Let

U = fss0 : s; s0 2 S; f(s) + 1 < f(s0); and f(s0) 2 Xg:

Then U 2 ux, by Corollary 3.4.1, and f [U ] � (X�1)[X[ (X+1)
by Lemma 5.1.4(3). So (X � 1) [ X [ (X + 1) 2 ~f(ux). Sim-
ilarly, if Y 2 ~f(y), then (Y � 1) [ Y [ (Y + 1) 2 ~f(vy). So
Y \

S2
i=�2(i+X) 6= ;. Thus

S2
i=�2(i+X) 2 ~f(y).

Now assume that the claim holds for n 2 N and we verify for n+1.
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Suppose that xRn+1y. Then xRnz and zRy for some z 2 S�. Let
Z =

S2n
i=�2n(i + X). By the inductive assumption, Z 2 ~f(z). By

the step n = 1,
S2
i=�2(i + Z) =

S2(n+1)
i=�2(n+1)(i +X) 2 ~f(y). So the

proof by induction is completed.

Now observe that, for every n 2 N, B \ (
S2n
i=�2n(i + C)) is �nite

and so
S2n
i=�2n(i+ C) =2 ~f(p). Thus one cannot have pRnq.

2. Now suppose that � > ! and that A is the set of limit ordinals
in �. Let B0 = f� + n : � 2 B and n 2 !g. We show that, if
x; y 2 U�(S), B

0 2 ~f(x), and xRny, then B0 2 ~f(y).

Suppose �rst that xRy. Then ux = vy for some u; v 2 �S. Now, if

U = fss0 : s; s0 2 S; f(s) + 1 < f(s0); and f(s0) 2 B0g;

then U 2 ux (see Corollary 3.4.1). By Lemma 5.1.4(3), f [U ] � B0.
So B0 2 ~f(ux). Similarly, if � n B0 2 ~f(y), then � n B0 2 ~f(vy).
This contradicts the assumption that ux = vy and B0 2 ~f(y).

It follows immediately, by induction, that xRny implies that B0 2
~f(y).

Since B0 2 ~f(p) and B0 =2 ~f(q), it follows that p � q.

�

Except for its weaker hypotheses as reformulated in [19], the following
theorem is a special case of Van Douwen's Right Ideal Theorem.

Theorem 5.1.2 Let S be a discrete in�nite weakly left cancellative semi-
group with cardinality �. Then there exits a decomposition I of U�(S)
with the following properties:

1. Each I 2 I is a left ideal of �S.

2. Each I 2 I is nowhere dense in U�(S).

3. jIj = 22
�

.
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Proof. The detail of the proof can be found in the proof of Theorem
6.53, [19]. Let I = f[p] : p 2 U�(S)g.

To prove (1), take p 2 U�(S) and r 2 �S. We have pRrp, by the
fact that U�(S) is a left ideal of �S. That is rp 2 [p]. Thus [p] is a
left ideal of �S.

To prove (2), suppose the contrary. That is there is some subset T
of S of the same cardinality � such that U�(T ) � c`(fq 2 U�(S) :
q � pg). Take f as guaranteed by Lemma 5.1.4. If � = !, put A =
f2m : m 2 Ng. If � > !, put A equal to the set of limit ordinals
in �. Let B and C be two disjoint subsets of A of cardinality �
for both cases. Using Lemma 5.1.5, c`(fq 2 U�(S) : q � pg) is
disjoint from c`(f�1[B]) \ U�(S) or from c`(f�1[C]) \ U�(S). So
either c`(f�1[B])\U�(T ) or c`(f

�1[B])\U�(T ) is a nonempty subset
of U�(T ) disjoint from fq 2 S� : q � pg. Thus a contradiction.

To prove (3), take f as in Lemma 5.1.4, with T = S, and its
continuous extension ~f : �S ! �. Since f is surjective, ~f is also
surjective. Furthermore, ~f�1[U�(�)] � U�(S). If � = !, put A =
f2m : m 2 Ng. If � > !, put A equal to the set of limit ordinals in
�. For each u 2 U�(A), since ~f is also surjective, choose pu 2 U�(S)
such that ~f(pu) = u. If u and v are distinct elements of U�(A), there
is then two disjoint subsets B and C of A such that B 2 u and
C 2 v. Thus B 2 ~f(pu) and C 2 ~f(pv). It follows from Lemma
5.1.5 that [pu] 6= [pv]. Now jAj = � implies jU�(A)j = 22

�

, by
Theorem 2.2.23. Thus jIj = 22

�

.

�

The decomposition theorem above has been strengthened in [14] using
slowly oscillating functions.

De�nition 5.1.2 Let S be an in�nite cancellative discrete semigroup of
cardinality �. Let f be a bounded left uniformly continuous real-valued
function on S. The function f is said slowly oscillating if, for every
� > 0 and for every compact set F in S, there exists a subset A of S with
jAj < � such that

jf(st)� f(t)j < � and jf(ts)� f(t)j < � whenever s 2 F and t 2 S n A:
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We repeat hereafter (without any change) the main lemma and its proof
from [14] for the sake of comparison between the approaches used in this
chapter.

Lemma 5.1.6 Suppose that S is a discrete weakly cancellative semigroup
of cardinality � and let X be a subset of S of cardinality �. There exists a
subset T of X of cardinality � such that the points in T can be separated
by slowly oscillating functions.

Proof. The details of the proof can be found in [14]. Suppose �rst that
� = !. Since S is weakly cancellative, there is a cover (Kn)

1
n=1 of S

consisting of �nite sets satisfying

Kn [K
2
n [K

�1
n Kn [KnK

�1
n � Kn+1

for every positive integer n. It follows that, for example,

K�1
n Km � K�1

maxfn;mgKmaxfn;mg � Kn+m:

For convenience, put Kn = ; for very n = 0;�1;�2; : : : and notice that

KnKm � Kn+m; K
�1
n Km � Kn+m; and KnK

�1
m � Kn+m

for every integers n and m. There exits a subset T = (tn)
1
n=1 of X such

that
KntnKn \KmtmKm = ; whenever n 6= m:

Indeed, suppose that we have chosen the points t1; t2; : : : ; tn�1. ThenSn�1
m=1K

�1
n KmtmKmK

�1
n is �nite because S is weakly cancelative, so we

can pick tn from X n (
Sn�1
m=1K

�1
n KmtmKmK

�1
n ). For every n � 2, de�ne

fn =

8>>>>>>><
>>>>>>>:

1 on K1tnK1;
1� 1

n�1
on (K2tnK2) n (K1tnK1);

1� 2
n�1

on (K3tnK3) n (K2tnK2);
...
1

n�1
on (Kn�1tnKn�1) n (Kn�2tnKn�2);

0 o� Kn�1tnKn�1:

Let f =
P

n2I fn, where I is any subset of f2; 3; : : :g. The function f is
bounded, so it has a continuous extension to �S. The function of the
same form as f separate points in T because

f(tn) =

�
1 if n 2 I;
0 if n =2 I
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for every n � 2.

To complete the countable case, it remains to show that f is slowly
oscillating. Let 0 < � < 1 and let F be a �nite subset of S. Then
F � Km for some m. Choose a positive integer l such that m=l < � and
put

A =
l[

j=1

(K�1
m KjtjKj) [ (KjtjKj) [ (KjtjKjK

�1
m ):

Then A is �nite. Fix s in F � Km and t in S n A.

If f(st) 6= 0, then st 2 Kn�1tnKn�1 for some n. Therefore t 2 K
�1
m Kn�1tnKn�1

and the choice of A implies that n > l > m. Therefore K�1
m Kn�1 � Kn

and t 2 KntnKn. If f(t) 6= 0, then t and st are in KntnKn for some
n > l. The remaining case is trivial so we can assume that both t and st
are in KntnKn for some n > l.

There is a unique k in f0; 1; : : : ; n � 1g such that t 2 Kk+1tnKk+1 n
KktnKk. Then st 2 Km+k+1tnKk+1 nKk�mtnKk, and so

1�
m+ k

n� 1
� f(st) � 1�

k �m

n� 1
:

Since f(t) = 1� k=(n� 1), it follows that

�
m

n� 1
� f(st)� f(t) �

m

n� 1
:

Thus jf(st)� f(t)j < m=l < �. The other requirement for slow oscilla-
tion is con�rmed similarly.

Now suppose that � > !. Construct a cover (S�)�<� of S such that

S2
� � S�; S

�1
� S� � S�; S�S

�1
� � S�;

jS�j � max f!; j�jg and
[
�<�

S� � S�

for every � < �. Let (S�)�<� be an enumeration of S. For each � < �,
de�ne S� as follows. Put Y1 = (s�)���, and for every n = 1; 2; : : : put

Yn+1 = Yn [ Y
2
n [ Y

�1
n Yn [ YnY

�1
n :
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Finally, put S� = [1n=1Yn. The required properties of fS�g�<� are easily
con�rmed. The application of trans�nite induction gives a subset T =
ft�g�<� of X such that

S�t�S� \ S�t�S� = ; whenever � 6= �:

For each � < �, let f� be the characteristic function of S�t�S�. It su�ces
to show that for each subset I of � the function f =

P
�2I f� is slowly

oscillating.

Let F � S be �nite, and let � < � be such that F � S�. Put

A =
[
<�

(S�1� StS) [ (StS) [ (StSS
�1
 );

and note that jAj � maxf!; j�jg < �. Let s 2 F and t 2 S n A. If
f(st) = 1, then t 2 S�1� S�t�S� for some � in I. By the choice of A, we
have � � �, and so t 2 S�t�S�. Therefore also f(t) = 1. On the other
hand, if f(t) = 1, then f(st) = 1. A similar argument prove also the
second requirement for slow oscillation. �

We recall from [16] the following de�nition.

De�nition 5.1.3 An equivalence relation R on a topological space X is
said to be closed if the canonical mapping of X onto X=R is closed.

Then we give the following proposition taken from [16] without proof.

Theorem 5.1.3 Let X, Y two topological spaces, let f : X ! Y be a
continuous mapping, let R be the equivalence relation f(x) = f(y) on X,

and let X
p
! X=R

h
! f(X)

i
! Y be the canonical decomposition of f .

Then the following three statements are equivalent:

1. f is a closed map.

2. The mappings p, h, i are closed.

3. The equivalence relation R is closed, h is a homeomorphism, and
f(X) is also a closed subset of Y .

Proof. See the proof in [16]. �
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De�nition 5.1.4 A set A is said to be saturated with respect to R if
and only if it is the union of a set of equivalence classes with respect to R;
or equivalently, if for every x 2 A the equivalence class of x is contained
in A.

The closed subsets of X=R are thus the canonical images of the subsets
B of X which are saturated with respect to R.

The following theorem provides a stronger result with respect to Theorem
5.1.2. The proof uses Lemma 5.1.6 above and some techniques from
Functional Analysis. The rest of the proof proceeds as in the proof of
Theorem 5.1.2 by usind the partitions obtained from the slowly oscillating
functions on S.

Theorem 5.1.4 Let S be a discrete weakly cancellative semigroup of
cardinality � � !. There is a decomposition I of U�(S) into a pairwise
disjoint sets such that:

1. each member of I is a closed left ideal in �S,

2. if I 2 I and x 2 I, then c`(xS) � I,

3. each member of I has an empty interior in U(S),

4. jIj = 22
�

.

Proof. The detail of the proof can be found in [14]. Let S be a discrete
weakly cancellative semigroup of cardinality � � !. De�ne an equiva-
lence relation on U�(S) such that the family I of the equivalence classes
satis�es the above properties.

For every x and y in U�(S), de�ne a binary relation

x � y if f(x) = f(y) for every slowly oscillating function f on S:

One can prove that � is a closed equivalence relation on U�(S), then each
equivalence class is closed. For every x 2 U�(S), [x] is the equivelence
class containing x. If y 2 U�(S), then

f(sy) = f(y) and f(ys) = f(y)
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for every slowly oscillating function f and every s 2 S. Therefore

Sy � [x] and yS � [x]

whenver y 2 [x]. Since [x] is closed, so the property (2) is immediate.
Since the right traslation by y is continuous and [x] closed, (�S)y � [x].

It remains to show that there are exactly 22
�

equivalence classes. This
statement follows from Lemma 5.1.5 above. Applying this lemma, it
follows that distinct points in T \ U�(S) are in a distinct equivalence
classes. The points in T \ U�(S) correspond to uniform ultra�lters on
the set T , so there is at least 22

�

distinct equivalence classes (see Theorem
2.2.23). That 22

�

is the exact number of the equivalence classes can be
seen by the following argument. �

Now, we introduce an alternative approach and equivalent to the previous
one using the following concept from [37].

De�nition 5.1.5 A mapping f : T ! X of a semigroup T into a set X
is a right zero homomorphism if f(pq) = f(q) for all p; q 2 T .

The following two lemmas provide a framework to study the quotient
spaces of U(S) obtained from the decompositions into closed left ideals
of �S.

Lemma 5.1.7 If S is a cancellative semigroup, X a compact Hausdor�
space, and � : U(S) ! X a continuous surjective right zero homomor-
phism, then

1. f��1(x) : x 2 Xg is a decomposition of U(S) into closed left ideals
of �S, and

2. the corresponding quotient space of U(S) is canonically homeomor-
phic to X.

Proof. Let x 2 X, q 2 ��1(x) and y 2 �S. Suppose the contrary that
yq =2 ��1(x). Then �(yq) 6= x. Since � is a continuous surjective right
zero homomorphism, obtain �(q) 6= x. This implies q =2 ��1(q), which is
a contradiction. Thus, each member of f��1(x) : x 2 Xg is a left ideal
of �S. �
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Lemma 5.1.8 Let S be a cancellative semigroup. If I is a decomposition
of U(S) into the left ideals of U(S), then every member of I is also a left
ideal of �S.

Proof. Assume the contrary. Then there are distinct I; J 2 I, p 2 I
and q 2 �S such that qp 2 J . From this we obtain that p(qp) 2 J (since
J is a left ideal of U(S)) and (pq)p 2 I (since I is a left ideal of U(S)),
since pqp 2 U(S), a contradiction. �

5.2 Uncountable case and reduction to N�

Lemma 5.2.1 Let S be a cancellative semigroup and let A be an in�nite
subset of S. Then there is a subsemigroup Q of S such that A � Q,
jQj = jAj, Q�1Q � Q, and QQ�1 � Q.

Proof. De�ne inductively a sequence (An)n<! of subsets of S with
A0 = A by

An+1 = An [ A
2
n [ A

�1
n An [ AnA

�1
n

and let
Q =

[
n<!

An:

Indeed, we have ; 6= Q � S since ; 6= A = A0 � Q and each An is a
subset of S. Thus Q � S as an arbitrary union of An. The set Q is
closed under the product of S and the proof is completed by the way Q
is constructed above. �

Lemma 5.2.2 Let S be a cancellative semigroup of cardinality � > !.
Then there is a surjective function f : S ! � such that

1. for every � < �, jf�1(�)j < �, and

2. whenever x; y 2 S and f(x) < f(y), one has f(xy) = f(yx) = f(y).

Proof. Using Lemma 5.2.1, construct inductively a �-sequence (S�)�<�
of subsemigroups of S such that

1. for every � < �, jS�j < �,
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2. for every � < �, S�1� S� � S� and S�S
�1
� � S�,

3. for every � < �, S� � S�+1,

4. for every limit ordinal � < �, S� =
S
�<� S�, and

5.
S
�<� S� = S.

Note that S is a disjoint union of nonempty sets S�+1 nS�, where � < �,
and S0. De�ne f : S ! � by

f(x) =

�
� if x 2 S�+1 n S�
0 if x 2 S0

Clearly, f is surjective since S�+1 n S� � S�+1, S�+1 � S and S0 � S,
and then satis�es (1) since f�1(�) � S�+1 and jS�+1j < �.

To check (2), let x; y 2 S and f(x) < f(y). Then x 2 S� and y 2 S�+1nS�
for some � � � < �. It follows from (2), (3) and the fact each S�
is a semigroup that both xy and yx also belong to S�+1 n S�. Hence,
f(xy) = f(yx) = f(y) by de�nition of f . �

Theorem 5.2.1 Let S be a cancellative semigroup of cardinality � > !.
Then there is a continuous surjective right zero homomorphism
 : U(S)! U(�) such that for every x 2 U(�),

1. Ix :=  �1(x) is nowhere dense in U(S), and

2. Ix � S � Ix.

Proof. Let f : S ! � be a function guaranteed by Lemma 5.2.2 and let
�f : �S ! �� be the continuous extension of f . Then

1. �f(U(S)) = U(�) and �f�1(U(�)) = U(S),

2. �f(qp) = �f(p) for all p 2 U(S) and q 2 �S,

3. �f(px) = �f(p) for all p 2 U(S) and x 2 S, and

4. for every u 2 U(�), �f�1(u) is nowhere dense in U(S).
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Indeed, (1) follows from surjectivity of f and condition (1) of Lemma
5.2.2.

To see (2), let A 2 p. For every x 2 S, let Ax = A n fy 2 S :
f(y) � f(x)g. Then Ax 2 p and by condition (2) of Lemma 5.2.2,
f(xy) = f(y) 2 f(A) for all y 2 Ax. Consequently, B =

S
x2S xAx 2 qp

and f(B) � f(A). Hence, �f(qp) = �f(p). The check of (3) is similar.

Finally, to see (4), let A � S and suppose that U(A) \ �f�1(u) 6= ;.
Then E = f(A) 2 u. Pick D � E such that jDj = � and D =2 u,
and let B = f�1 \ A. Then B � A, U(B) 6= ;, but f(B) =2 u, and so
U(B) \ �f�1(u) = ;. Hence, �f�1(u) is nowhere dense in U(S).

Now de�ne  : U(S) ! U(�) by  = �fjU(S)
. It then follows from the

conditions (1)-(4) above that  is as required. �

Corollary 5.2.1 Let S be a cancellative semigroup. The decomposition
I of U(S) is such that, for every I 2 I,

1. I is nowhere dense in U(S), and

2. I � S � I.

Proof. The proof uses Lemma 5.2.1 and Theorem 5.2.1. �

Lemma 5.2.3 Let S be a countably in�nite cancellative semigroup. Then
there is a surjective �nite-to-one function f : S ! N such that whenever
x; y 2 S and f(x) + 1 < f(y), one has

f(xy); f(yx) 2 ff(y)� 1; f(y); f(y) + 1g:

Proof. Construct inductively a strictly increasing sequence (An)1�n<!
of �nite subsets of S such that S =

S
1�n<! An, and for every n 2 N,

1. A2
n � An+1, and

2. A�1
n An � An+1 and AnA

�1
n � An+1,
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De�ne f : S ! N by

f(x) =

�
n+ 1 if x 2 An+1 n An
1 if x 2 An

Clearly, f is surjective and �nite-to-one. Let x; y 2 S and f(x)+1 < f(y).
Then f(x) � n and f(y) = n + 2 for some n 2 N, so x 2 An and
x 2 An+2nAn+1. But then by (1), xy; yx 2 An+3, and by (2), xy; yx =2 An.
Indeed, to see that xy =2 An, assume the contrary. Then
y 2 x�1An � A�1

n An � An+1; a contradiction. Hence,

f(xy); f(yx) 2 fn+ 1; n+ 2; n+ 3g = ff(y)� 1; f(y); f(y) + 1g:

�

Proposition 5.2.1 Let S be a countably in�nite cancellative semigroup.
Then there is a continuous surjective mapping  : S� ! N� such that
whenever � : N� ! X is a continuous right zero homomorphism, so is
� �  : S� ! X. Furthermore, for every x 2 X,

1. if Jx := ��1(x) is nowhere dense in N�, Ix :=  �1(Jx) is nowhere
dense in S�, and

2. Ix � S � Ix.

Proof. Let f : S ! N be a function guaranteed by Lemma 5.2.3 and
let �f : �S ! �N be the continuous extension of f . Then

1. �f(S�) = N� and �f�1(N�) = S�,

2. �f(qp) 2 f �f(p)� 1; �f(p); �f(p) + 1g for all p 2 S� and q 2 �S,

3. �f(px) 2 f �f(p)� 1; �f(p); �f(p) + 1g for all p 2 S� and x 2 S, and

4. for every nowhere dense Z � N�, �f�1(Z) is nowhere dense in S�.

The check of the conditions (1)-(4) above is similar to that of Theorem
5.2.1.

Now de�ne  : S� ! N� by  = �fjS� and let � : N� ! X be a continuous
right zero homomorphism. Then every p; q 2 S�,

 (qp) 2 f (p)� 1;  (p);  (p) + 1g;

and consequently, �( (qp)) = �( (p)). Hence, �( (px)) = �( (p)) for
every p 2 S� and x 2 S, which shows the property (2). And the property
(1) follows from the condition (4) above. �
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5.3 Continuous right zero homomorphisms

of N�

Proposition 5.3.1 If � : N� ! X is a continuous surjective right zero
homomorphism, then X is connected.

Proof. Assume on the contrary that X can be partitioned into two
nonempty clopen sets U0 and U1. Then f�

�1(Ui) : i < 2g is a partition
of N� into nonempty clopen sets. It follows that there is a partition
fAi : i < 2g of N such that A�

i = ��1(Ui) for each i < 2. Since
both A�

0 and A�
1 are left ideals of �N, we obtain that for each i < 2

and every x 2 N, fy 2 Ai : x + y =2 Aig is �nite. In particular, the
set F = fy 2 A0 : 1 + y =2 A0g is �nite. Let n = min(A0 n F ).
Then n + 1 2 A0, n + 2 2 A0, and so on. Hence A1 � f1; 2; : : : ; ng, a
contradiction. �

In the following de�nition, we reformulate De�nition 5.1.2.

De�nition 5.3.1 Let X = (X; d) be a compact metric space. A function
f : N! X is slowly oscillating if for every u 2 N and for every � > 0,
jf(v + u)� f(v)j < � for all but �nitely many v 2 N.

The following proposition establishes sort of relationship between the
slowly oscillating functions and the continuous right zero homomorphisms.

Proposition 5.3.2 Let X = (X; d) be a compact metric space. If f :
N ! X is slowly oscillating function and �f : �N ! X the continuous
extension of f , then � = �fjN� : N� ! X is a continuous right zero
homomorphism.

Proof. The proof uses De�nition 5.1.5 and De�nition 5.3.1. �

Lemma 5.3.1 Let X = (X; d) be a compact metric space. Then X is
connected if and only if for every x; y 2 X and for every � > 0, there
exist n 2 N and x0; x1; : : : ; xn 2 X with x0 = x and xn = y such that
d(xi; xi+1) < � for each i < n.

Proof. This is Exercise 6.1.D in [27]. �
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Lemma 5.3.2 Let (an)
1
n=1 be an increasing sequence in N such that

lim
n!1

(an+1 � an) =1

and let A = fan : n 2 Ng. Let X be a connected compact metric space
and let x0; x1 be any distinct points of X. Then for any partition of A
into two subsets A0; A1, there is a slowly oscillating function f : N! X
such that

1. f(N) is dense in X and f�1(x) is in�nite for every x 2 f(N), and

2. f(Ai) = fxig for each i < 2.

Proof. Using Lemma 5.3.1, for every m 2 N, construct a �nite sequence
(xm;j)

lm
j=0 in X with xm;0 = x0 and xm;lm = x1 satisfying the following

contitions:

1. d(xm;j; xm;j+1) <
1
m
for each j < lm,

2. Xm = fxm;j : j � lmg is an
1
m
-net in X, that is, for every x 2 X,

there is j � lm such that d(x; xm;j) <
1
m
, and

3. Xm�1 � Xm (for m > 1).

Choose an increasing sequence (nm)m<! in N such that for every m < !
and for every i 2 [nm; nm+1), ai � ai�1 > 2lm. For every such i, put
�(i) = m. Then the intervals [ai � l�(i); ai + l�(i)], where n0 � i < !, are
pairwise disjoint.

Now de�ne f : N ! X as follows. For every i � n0 such that ai 2 A0

and for every j � l�(i), put f(ai� j) = x�(i);j. For every i < n0 such that
ai 2 A0, put f(ai) = x0. For all others a 2 N, put f(a) = x1.

Thus the function f : N! X so de�ned is as required. �

Theorem 5.3.1 Let (an)
1
n=1 be an increasing sequence in N such that

lim
n!1

(an+1 � an) =1

and let A = fan : n 2 Ng. Let X be a connected compact metric space
and let x0; x1 be any distinct points of X. Then for any partition of A
into two in�nite subsets A0; A1, there is a continuously surjective right
zero homomorphism � : N� ! X such that �(A�

i ) = fxig for each i < 2.
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Proof. Let f : N ! X be a slowly oscillating function guaranteed by
Lemma 5.3.2, let �f : �N! X be the continuous extension of f , and let
� = �fjN� . Then � : N� ! X is a continuous right zero homomorphism,
� is surjective by the property (1) of Lemma 5.3.2, and �(A�

i ) = fxig by
the property (2) of Lemma 5.3.2. �

Corollary 5.3.1 Let S be a countably in�nite cancellative semigroup.
Then there exist a connected compact Hausdor� space X of cardinality
22

!

and a continuous surjective right zero homomorphism  : S� ! X
such that for every x 2 X,

1. Ix :=  �1(x) is nowhere dense in S�, and

2. Ix � S � Ix.

Proof. By Proposition 5.2.1, it su�ces to show that there exist a con-
nected compact Hausdor� space X of cardinality 22

!

and a continuous
surjective right zero homomorphism � : N� ! X such that for every
x 2 X, ��1(x) is nowhere dense in N�.

Let f�� : � 2 Ag be the family of all continuous surjective right zero
homomorphisms of N� onto the unit interval [0; 1]. De�ne

� : N� !
Y
�2A

[0; 1]�

by �(p) = (��(p))�2A and let X = �(N�), so � : N� ! X is a continu-
ous surjective right zero homomorphism. Clearly, X is compact, and by
Proposition 5.3.1, X is connected.

Now every in�nite subset of N contains an in�nite subset A = fan :
n 2 Ng such that lim

n!1
(an+1 � an) = 1, and by Theorem 5.3.1, for any

partition of A into two in�nite subsets A0; A1, there is � 2 A such that
��(A

�
i ) = fig for each i = 0; 1. It follows that � separates points of A�

and for every x 2 X, j��1(x) \ A�j � 1, so ��1(x) is nowhere dense in
N�. �

To complete this section, we include the following recent results from [37]
and [39]. If G is an in�nite discrete group, then for every p 2 U(G) the
set Ip � �G de�ned by

Ip =
\
A2p

c`(G(U(A)));
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where U(A) = fp 2 U(G) : A 2 pg, is a closed left ideal of �G contained
in U(G). Moreover, if jGj is a regular cardinal, then

I := fIp : p 2 U(G)g

is the �nest decomposition of U(G) of �G such that the corresponding
quotient space of U(G) is Hausdor�. We have the following decomposi-
tion theorem.

Theorem 5.3.2 ([37]) If G is an in�nite discrete group of cardinality
� > !, then there exists a decomposition I of U(G) into a closed left
ideals of �G satisfying the following properties:

1. the corresponding quotient space of U(G) is homeomorphic to U(�),

2. for every I 2 I, IG � I, and

3. for every I 2 I, I is nowhere dense in U(G).

Proof. See the proof of Theorem 9.16 in [37]. �

As a consequence, the cardinality of I is 22
jGj

and �(�G) = G. See [37]
for more details.
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Conclusion

Given an in�nite discrete semigroup S, the set �S of ultra�lters on S is
the Stone-�Cech compacti�cation of S. The operation of S extended to
�S makes �S a compact right topological semigroup with S contained
in the topological center of �S. The set U(S) of uniform ultra�lters on
S is a two-sided ideal of �S.
In this thesis, we showed the following main results:

1. If S is embeddable in a group, then �S contains 22
jSj

pairwise in-
comparable closed two-sided ideals. In particular, for every in�nite
group G, �G contains 22

jGj
closed two-sided ideals.

2. If S is an in�nite cancellative semigroup of cardinality �, then

(a) If � > !, then there is a closed left ideal decomposition of U(S)
such that the corresponding quotient space is homeomorphic
to U(�).

(b) If � = !, then there is a closed left ideal decomposition of
U(S) with the quotient space homeomorphic to any connected
compact metric space.

The �rst result extends signi�cantly the results from [6] and [13] and
the second result complements the well known results from [7], [14], and
[39]. These two results also add more to the knowledge of algebraic
properties of �S and, as a consequence, they might have implications for
the study of the asymptotic behavior of topological dynamics and other
applications.
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