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ABSTRACT

A system tor quantitative in situ evaluation ol ore in
stitwatersranu gold Lines wfs resear cncd and subsequently
developed.

ino principle ot measurement is based on tne excitation
ol gold b» X-rays in rock race samples by tne 8i HeV gamma
radiation from a Cadmiurn-109 radioisotope source. The X-rays
ana scattered radiation Lrom the rock matrix are detected ty
a hyper pure germanium detector cooled by liquid nitrcgen in
a portable probe. In the fluorescence spectrum tne intensity
ratio o1 the gold Kp peaks to their immediate scattered
background is evaluate® anu quantitatively converted in the
portable analyser to area concentration units.

All aspects ot the physical and instrumental measurement
nad to be investigated to arrive at a system capable ot
quantitative evaluation ot trace concentrations 1in stope
lace ore samples. The parameters ol efficiency ot excitation
ot the gold K X-rays, and the energy distribution after
scattering from the rock matrix at different angles were
investigated from basic principles to determine an optimum
source-sample-aetcctor geometry which would allow
quantitative evaluation ot homogeneous ore concentrations,
tor edged-on measurement ot rough-surfaced thin layer
deposits a method 01 controlling the measurement geometry
through ratemeter feedback was developed to allow conversion

uf mass concentration values to units of area concentration.
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Tne o3canet<cs of goectcun evaluation were investigated Ero™n
funianantal orincioles to allow qua titative assessment of
jiffefent methods of oeak evaluation for optimization of the
method as a whole, .'he basic concepts of random signal
orocessing times were developed together with new concents
of oileuo oarameters to allow a quantitative descriotion of
tne data acquisition rate of a comolete analog oulse
orocessing system.

rfitn this foundation a practical measuring geometry and
ootimum values for signal orocessing time oarameters, for
detector size and for discriminator positions for soectrum
evaluation could be determined.

Parallel with the derivation of ootimum measurement
parameters went the develooment of instruments, their fiell
testing and aooraisal of the method. The underground results
obtained with orototyoe versions of the gamma ray
fluorescence analyser were in all instances found to have a
highly significant correlation with those obtained from the
same locations by conventional chio or bulk sampling and
fire assay.

The development of the gamma rav fluorescence method has
shown the potential of the method to serve as an ore
valuation tool and to assist in the geological identificaion

of strata in Witwatersrand gold mines.
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INTRODUCTION

h. Wltw.tecst.nd ,.clo,ic.l By=»- “nt.ins the world',

.ce.t known deposit, of gold .nd It thu. pl.y. . "do,

ol. In the economy of the Republic of South A fric. By the

tnd of 1975 gold h.d accounted for approximately »6 percent

th. total value of mineral product, of the country from

[t. earliest mining activities (Coet.ee, 1976).

The depletion of ore reserve, ano ever increa.mg

production co.t. have focussed attention upon the

profitability of .11 a.pect. of gold mining. One of these,

or, valuation, play, a" 1"P°rt.nt ‘ole in thl.. The great

magnitude and the exceptional continuity of the

Wilitvatersrand or. body make in_JLitu evaluation of

underground or.

deposit, feasible, at the low

concentration, generally encountered evaluation from

without th. deep ore deposit, would not allow anywhere near

as high a precision of ore valuation.

Th. average mining depth is approximately 1,6 km below

surface, approximately ZS ,,t of or. are treated annually

.nd the average grad, of the or. treated is approximately

10g/t (10 parts par million).

1.1 Ot tha witwaterstand gold deposit

Th. Witwutersrend gold ore. were str.tlgr.phlc.lly

deposited in Pc.c.mbrl.n time, in successive cycle, of

...(mentation, with each cycle constituted by a varying



number of pulses of different intensity and character.
At present geological times, the planes ci these

tabular deposits are often almost horizontal, though they

may be inclined at any angle up to the vertical and they

have varying degrees of undulation and faulting. About

sixty per cent of all gold ore 1is mined by explosive

methods at a stoping (tabular excavation) width of less

than one metre and the important heavy metal bearing

conglomerate in these has a layer thickness or reef width

of. less than 200mm.

The gold bearing reefs are composed of a variety of

quartz pebbles in a matrix consisting predominantly of

quartz of sand size, with varying amounts of pyrite and

other sulphides and some heavy minerals. The ore density

averages 2,76t/m3. Carbon is notable in some of the
conglomerate-,. The gold occurs in the f«. ff of highly

irregular particles ranging from 0,005 ' 0,5m. acrois. The

silver content of the metallic partic , varies greatly -

from less than 4 per cent to more than 32 per cent.

(Ccetzee, 1976).
The concentration of gold is at trace levels, the gold
is thus seldom visible to the naked eye and other

geological features commonly have to be relied upon for

identification. The most prominent indicator is usually a

reef baud of pebble conglomerate; sometimes a carbon band

or the separation of two geological layers, e.g. quartz and

shale, serve as visual identification. These features are

otten not distinct and it is important to realize that

although they are correlated with the gold concentration,



the correlation is poor. Discontinuities in the features
and geological faulting and undulation augment the in situ
problem of following the gold containing layer, and it is
not uncommon that some mining is carried out on completely
the wrong horizons, mistakes which can be rather costly
particularly since the payable horizons missed may have
become unmineable through this operation.

Uranium 1is often associated with the gold ores and the
radiation from its decay products is sometimes used as a
measurable indicator of the gold content, but the
correlation 1is only medium to poor and uranium or
radioactivity cannot be relied wupon as primary indicator

for gold without continued verification of the correlation.

1.2 Ore valuation
Ore valuation entails sampling of the ore body,
determination of the mineral content of the samples, these
two processes being referred to as evaluation of the ore,
and assessment of the results to allow mining decisions to
be made. In the valuation of three dimensional deposits
only the position, mass and mass concentration of samples
is required. Evaluation of samples of thin tabular
deposits, however, entails the determination of mass of
mineral per unit area. The dimensions of each sample thus
need to be known so that the mass concentrations determined
in the assay may be converted to the area concentration.

The conventional method of sampling (Storrar, 1977) in
the gold mining industry has been chip sampling. At regular
intervals oi 3 to 10 metres in stopes, and at shorter

intervals in development ends, delineating blocks, the rock



face (wall) 1is wasted and dressed, i.e. cleared of loos®
oieces of rock and large steos, and the outline of the
samole to oe chioped is measured and marked off with
cra/on. A groove nominally 25mm or so deep and about 73 to
100mm or 150mm broad is chiooed with hammer and chisel
across tne mineralised zone, for narrow reefs only a single
sample of specified width (height) 80mm, 100mm or 159mm
normal to the reef plane is cut if non-mineralized rock can
be included in tne upper and lower parts of the sample,
otherwise the groove 1is lengthened to provide several
samoles. Between 0,5 to 2 kg of chippings are caught in a
pan below the samnic being taker. A rubber guard or a oiece
of cloth wound around the chisel near its point reduces the
number of rock chips flying off.

Groove samples across tabular deoosits, as far as
possible should be of even deoth, and rectangular in shaoe
with solid square corners to allow simple conversion of
mass- to area concentrations. The quartsites generally
encountered in the illtwater era nd gold mines make this
rather difficult in manual sampling and uneven friability
across tne mineralised zone can readily introduce samolini
bias. Mechanical sampling with diamond wheel cutters offers
only slight improvement at higher cost and inconvenience
and, therefore, has limited application.

The highly erratic deposition of gold and the overall
low values <call for the area sampling ratio, 1i.e. the
total projected area of the samples to that of the ore
body, to be as large as possible, and for the samples
to be representatively distributed throughout the ore

body. The area sampling ratio and the distribution of



aold values determine the precision with which the value of
a standard size ore body thatbas been mined, or of one that
is to be mined, may be assessed. In stope and development
end chip sampling usually an area ratio of less than 0,0001
of the area mined is representatively sampled. A standard
size ore body has not yet been stipulated and the required
precision of valuation for this standard size for mining
decisions frequently encountered still have to evolve; the
precision of valuation can then be related to any size of
ore body.

Tht main use of ore valuation from chip sampling has
been for control of the grade of ore mined and to provide
estimation of future ore reserves. Many mining decisions at
present made on an arbitrary basis could benefit greatly
from on improved precision in ore valuation. The maximun
benefi*. (of ore valuation) is obtained from low grade
areas as they become payable and the mining of areas is
terminated as soon as possible after they become unpayable
(Johnston, 1973). The Impending introduction of
mechanisation into the gold mines will require much more
concentrated mining for efficient use of the costly
equipment. This will require a higher precision of
valuation of ore bodies of the smallest sizes amenable to

13

select. mining. A higher precision can be attained
through »>ftter sampling continuity and a higher area
sampling r.tlo usually at increased cost.

Other methods of underground sampling have been

employed under particular situations to reduce valuation

costs with varying degrees of success. Grab sampling of



broken ore is used in some mines, often in conlunction with
chip sampling, for control of the grade of ore mined. For
ore valuation the average stoping width of the area covered
by a broken ore sample collection point needs to be known
to allow conversion of mass to area concentration. For
narrow reefs a broken ore sample of 10 kg represents an
area of the ore body similar to that of a chip sample of
the order of 1 kg. It appears that even if the area
sampling ratio of the ore body sampled is less than in chip
sampling, the higher continuity feasible in broken ore
sampling through reduced acquisition costs allows better
representation of the parent ore body and thus improvement
in valuation precision in some mining areas (Chelius,
1973). A limitation of broken ore sampling is that tne
smallest size of ore body that may be valued for selective
mining is of the order of the total area covered by a
sample collection point, i.e. usually one or more stopes.

Special bulk stapling, where 1001 of the ore of a small
srea of an ore body is extracted and put through a sampling
plant, nas been used to obtain information for comparison
with routine sampling results (ilallbauer, 1977), but this
method precludes good sampling continuity for extended ore
bodies.

The ore samples from underground are fed to a small jaw
crusher and reduced to a certain size. The sample is then
divided to reduce the amount and fed to a pulverizer where
it is reduced to 100% -74Pm. Fifteen to sixty grams of
sample is placed in a fire-clay crucible and 80-90g of flux
(Litharge 30%, Sodium carbonate 45%, Borax 25%, Maize meal



2g) is added. The crucible is placed in a reverbetatory
furnace at 1100°C, where the gold collects in a lead bead.
The contents are t..”' poured into a mould and cooled. The
lead bead is removed and hammered into a cube and placed in
a cupel in a muffle furnace. After about half an hour the
lead has been absorbed and evaporated and the cupel 1is
removed. The Au/\g bead is weighed and the mass recorded.
An avetage correction is normally applied for the silver
content, the average being checked periodically. Although
losses in the furnaces and during cupellation can cause
errors (Wall et al., 1973), these errors are not serious in
the evaluation of ores as sampling errors are dominant;
they can, however, be important in the as”ying of much
lower concentration samples such as from tailings.

Usually the sample results are combined to obtain
averages for valuation of stretches of ore for grade
control and ore reserve calculations.

Improved geostatistical methods of valuation, dating
from the 1950's (reviewed by Krige, 1964), have more
recently been applied at a number of gold mines to control
the quality of routine sampling and assaying and to provide
realistic confidence limits in the ore valuation of any
size of ore body.

The geoetatletlcal methods ate continuously being
Improved and It may be expected that the area sampling
ratio. Instead of being a stipulated value for a large

section of a mine, will be able to be determined on a

precise cost benefit basis accord ng to the uses of the

valuation and to the gold distributions encountered.



1.3 Alternative methods of evaluation of ore#

The disadvantages of the conventional method of evaluation,
whe v samples ¢ lected underground are asbayed on surface,
are the difficulty of unbiased chipping of samples from the
narrow stope faces, the transportation of the samples to
surface and the delay from the time of chipping until the
results are available. Once in the laboratory the
concentration of the samples can easily be determined by
fire assay to high accuracy and precision.

Alternative laboratory methods of measuring the gold
content, such as conventional X-ray fluorescence analysis,
radioisotopic X-ray fluorescence analysis (Burkhalter
et al,, 1970), instrumental neutron activation analysis
Uken et al.. 1966) and acid leaching, solvent extraction
with atomic absorption spectrometry (Groenewald, 1969) have
been investigated and were found to offer some advantages
over fire assaying. «owever, to reduce the sampling problem
in situ methods of evaluation of ore were considered.

Of the chemical methods chromatographic paint
(Hallbauer , 1973) was shown to be wuseful in some
qualitative investigations and while in situ chemical
leaching or cyanidation (Lloyd et ,, 1969) also has some
potential, it 1is probably too time consuming for this
application.

Instrumental methods for quantitative measurement of
the gold content directly on unprepared stope faces were
investigated. Although dispensing with arduous sample
extraction and with preparation of the sample may seem very

attractive, these methods face the problem of direct



physical measurement ot trace concentrations of gold
without any form of preconcentration with sophisticated
equipment that needs to be carried through and operated in
stopes. Furthermore even though an instrumental method may
be used in rapid scanning of the whole stope face, thereby
improving continuity of sampling over conventional periodic
distance sampling, the depth of measurement into the rock
face needs to be high enough so ..at also the area sampling
ratio of the area of the ore body mined may be improved.
For example chip sampling of sections 20mm deep and 100mm
broad on a square grid pattern of 5m has an area sampling
ratio of 20x100r.im2/25m2 - 0,00008 whereas an instrumental
method of scanning the whole stope f.ce after simm ir S5m
advances to a depth of only 0,Imm would have a poorer ratio
ot only 0,00002.

Measurement of geld values in narrow reefs directly on
the stope face has the advantage over measuring gold values
in broken rock in that the conglomerate is not diluted with
waste rock and that there is no complicating factor of
segregated broken sizes. The times to measure the same mass
of rock to the same percentage precision are
disproportionately longer for the lower avergt
concentrations in the broken rock. Also, the surface of the
rock to be measureed is somewhat less rough cn the stope
face than on the broken ore and the problem of controlling
or correcting for a variable measuring geometry n
quantitative sample evaluation is thus slightly reduced.

In considering the physical properties of gold which

could be usefully applied in the design of a stope face
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gold analyeer, the entire electromagnetic spectrum had been
reviewed. In the radio and microwave regions there appeared
to be no properties of use; in the infra-red region the
high reflectivity of metallic gold was noted; in the X-ray
and gamma ray regions fluorescence and MSssbauer effects
seemed potentially wuseful with electron excitation of
X-rays a poor alternate; while in the heavy particle field,
neutron activation showed some promise. Consideration of
the thermal, electrical and magnetic properties did not
reveal anything of interest.

Thus four physical, non-destructive methods appeared to
be potentially useful.

Infrared reflectivity measurement with a vidicon' tube
gave encouraging results (Hinde, 1571). This method,
however, had three shortcomings* Optical resolution for the
ve-., fine gold particles was insufficient, only the surface
of gold particles and not their mass could be directly
assessed and the penetration into the rock is insufficient
for the requirement of sampling a high ratio of the area of
the ore body.

A closer assessment of the Mossbauer effect suggested
that any method based on this effect would probably be
impractical. It appeared that it would be neccessary to
cool the rock to obtain the effect and the rate of
data acquisition would probably be too slow.

Gold K level X-ray fluorescence did, however, appear
practicable and its development will be outlined in the
next chapter.

The high cross section for resonance neutrons, the high
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sensitivity of instrumental neutron activation analysis and
the high penetration of neutron and gamma rays through rock
had focussed m«ch attention on this method. Laboratory
investigations had been carried out at the National
Institute for Metallurgy (Uken et al., 1966), and
indications were that adequate sensitivity and rapidity
could possibly be attained with gold ores. However, a high
flux neutron source of californium-252 would be required
and the difficulties of safe handling of such a source in a
portable instrument in stopes seemed too great.

1.4 Discuss ion
To meet ever increasing mining costs defin mprovements
in the precision of ore valuation will be required.

The conventional method of chip sampling offers little
potential for improved evaluation of ores. Improvements in
the laboratory analysis of samples can only have a minor

ect on the evaluation because the main problems lie on
the sampling side.

Bulk sampling of broken ore appears to alleviate the
sampling situation in some mines under present mining
conditions, but the area selectivity and degree of
improvement will be insufficient for future demands.

It was realized that only by rapid scanning of exposed
stops faces to a depth of more than a millimetre could the
continuity and area sampling ratio be improved sufficiently
for selective mining to a scale smaller than the size of
present day stopes. The important criterion was that as
much rock as possible should be measured per unit time to

an acceptable measurement preciilon.
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The underground environment where ores have to be
evaluated is fairly harsh for a sophisticated instrument
that is usually operated in an air conditioned laboratory.
The industry average we bulb temperature in working stop's
is about 29°C and average wet Kata readings are about 11,5.
Working height is often restricted to less than one metre
because of broken rock lying in working places, and
instruments may have to be dragged across this highly
abrasive quartxite. Air velocity averages Im/s and the air
may be dusty. Illumination is by caplamp. Ore evaluation is
sometimes required in non-working places and in these
places conditions may be considerably poorer.

A number of potential instrumental methods were
considered for direct quantitative measurement of the gold
content in the rock without having to remove a sample from
the stope face. Careful preparation of the sample surface
also was to be avoided as this would defeat the object of
not having to take a sample. Only penetrating radiation has
the potential of increasing the area sampling ratio. Of the
instrumental methods only radioisotope excited K level
X-ray fluorescence of gold and detection of the radiation
with a high resolution solid state detector appeared to be
within reach of present day technology for this application.

The term gamma ray fluorescence is used in this work to
distinguish the method from conventional X-ray fluorescence
analysis. The energy region used for excitation and
measurement falls above the energy region conventionally
used in X-ray fluorescence analysis and at the lower end of

conventional gamma ray specrometryi Gamma radiation is used



lot ewcitation enJ tne niqn #ner iy qoli < K-caya are
stected. A 'Low energy' photon detector suitable tor this
intermediate or transitional energy region is «noloyel. Both
the disciplines of gamma ray spectrometry and of X-ray
spectrometry are merged in this aoolication.

To achieve an acceptable rate of rock analysis all the
parameters of excitation, detection and data orocessing had
to be optimised for a oortable instrument to be used in the
hostile stooe environment. In the following chaoters, alter
an outline of the method, the various parameters critical to
the method are discussed and developed from fundamental
principles as the emoirical aooroximat ions most commonly
employed in both disciplines were not aainable to the
rigorous treatment and would not have permitted an
indication of the maximum improvement oossible on a given
combination of parameters. Some early underground samole
evaluations taken with orototyoe instruments are oresented
to illustrate the introduction of gamma ray fluorescence
analysis into ore valuation of the Kitwat ersranl gold

deposits.
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2 lifLINE CF THE DEVELOPMENT OF THE FLUORESCENCE METHOD

The in situ instrumental evaluation of gold ores is a
sophisticated task involving a large number of asoects.
These may be considered as a chain of oarameters that neel
to be optimised as a whole. Some of the oarameters miy be
considered almost independently of each other while the
dependence others calls for a comoromise, yet weakness of
any one parameter results in ooor overall oerformance while
excessive strength in another may simoly be wasteful.

The aspects that needed consideration were the nature of
the ore deposit on both a large scale and a microscooic
scale, the requirements for oru valuation, the environment
for the evaluation, the human aspects of in situ
Instrumental operation and operational procedure,
operational safety, a series of measurement and instrumental
parameters, measurement interferences and the presentation
and utilization of measurement data.

It was mentioned in the opening chaoter that most of the
gold occurs in very narrow depositsand ina wide range of
particle sizes, and that the ratio of the area sampled to
the area mined needs to be higher than the area ratio
hitherto employed with chip sampling if the precision of ore

valuation is to be Improved.

2.1 Rock penetration foran instrumental method

The effective deoth of measurement in rock of a potential
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instrumental method would have to be an improvement on tne

maximum effective depth of current chip sampling. This is

nominally a 20mm deep cut of 100mm length made every 5

metres of an exposed stope face, if this projected area were

spread out evenly along the stope face from one cut to the

next, the effective depth of sampling would be

20»»xJ00mm/!»m-0,2mm. The sizes of gold particles found in
tne reef require that also the measurement depth in gold be

sufficient to penetrate the larger gold particles. If on*y a

thin surface layer of the larger gold particles could be

penetrated then the projected area of the particles, rather

than their mass would be reflects 1in the measurement values.

Tne narrowness of most of the gold bearing ore layers

needs to be taken into account when considering large

penetration depths. In the edge-on measurement of a narrow

layer of gold bearing ore the absolute concentration in the

sample to be measured decreases as the sample dimension

normal to the layer increases beyond the layer thickness,

thus including waste rock in the sample. Because the golo

concentrations that have to be determined are at trace

levels, the measurement phenomenon to be detected manifests

itself only weakly and it is therefore advantageous not to

include much waste rock in the sample so that the phenomenon

may appear relatively stronger. A high efficiency in the
utilisation of measuring radiation is desirable for such a
weak phenomenon and this can be attained only with an

uncoilimated or wide-angle measurement geometry. With this

geometry the measurement penetration should ideally be

.im liar in value to the ore l.yr thickness and the
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measuring head should be a similar distance away from the
samel e surface. This would indicate an oot imuit rock
penetration deoth of a few millimetres for most of tne
fiitwater sr and deposits, bu« this would be imoractical.
Tnere would be no ooint in emoloying a method with an
effective sample penetration depth less than about 20mm as
it would be difficult to discern a layer and to guide a
small measuring head, in scanning raoidly along a rough
stooe face, with a orecision better than this.

From a penetration and concentration ooint of view the
gamma-ray excited, gold K X-ray fluorescence method is thus
ideal for the evaluation of most of the Witwatersrand gold
deposits: the gold K X-rays have a half-range in rock of
13mm, i.e. they lose half of their intensity in going
through 13mm of rock, and any exciting gamma radiation for
these X-rays has a half-range in quartzite longer than
this. In solid gold the half-ranges of gold K X-rays and
of exciting gamma rays are respectively 0,2mm and greater
tnan 0,04mm, thus most of the larger gold particles that
may be encountered are easily penetrated so that the mass
of gold particles, rather than their surface area is

represented in the fluorescence measurement.

2.2 Description of the fluorescence system
Gamma radiation from a radloisotooe source 1is used to
excite tne characteristic K X-rays of gold in a stooe face
samole. These in turn are detected by a germanium detector
and the detector signals are processed to give a

quantitative indication of the gold concentration.
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Cadmium-10) emits 83 keV i1 amma rays which can oe
*fic iently absorbed by the K electrons of gold which are
-hen enitted with that energy less their K-shell binding
energy of 80.7 keV, i.e. as 7 keV electrons. The vacant gold

( atomic shell is subsequently filled with an electron from

the L, Mor N shell and in this orocess may isotroolcally

emit a fluorescent gold K X-ray.
The 88 keV gamma rays are also scattered in all

directions by electrons in the rock matrix. In the coherent

scattering process the energy of the incoming and outgoing

photon remains unchanged whereas in the Incoherent

scattering orocess some energy is lost to an electron. The

probabilities oZ scattering in a given direction vary with

the scattering angle and are different for the two tyoes of

scattering . Whereas the gold fluorescence X-ray soectrum is
the same in all directions (exceoL for differences from

absorption through the matrix), the matrix scatter soectrum

has different oroflies at different scattering angles.

Cadmium-109 was chosen primarily because its 93 keV ohotons

excite gold efficiently while at close to a 190° scattering

angle the scattering soectrum has very low intensity in

the region of the gold K x-rays.
A miniature point source in combination with a wil*
angle tungsten collimator shield was develooed for mounting

concentrically in front of a germanium detector so that a
source-sample-detector scattering angle close to 190° couli

be achieved in all forward directions of the source-de ector

orobe even for samole to orobe distances as short as 25mm.

The 22 keV silver X-rays, emitted abundantly b/



:,di,lum-109, were filtered out to reluce the ootentnl

radiation hazard and so as not to take uo any useful count

rate handling caoabtlity of the detection and analysing

i/ate.n,

* hyper pure germanium photon detector, cooled by llquri1

litrogen, was specified because of its high energy

resolution and efficiency for photons in the gold Kf X-ray
energy region. The size of 200mm2,7m. deeo was evaluated for

>ptimum data acquisition rates.
Instead of relying on conventional emolrical

approximations for soer'.rum evaluation, a fundamental study

was undertaken to allow quantitative comoatison of different
method, r, spectrum evaluation, kn optimised single channel

scheme for the two correlated gold Kf oeak. was developed

on this foundation. This provides efficient soectrum

evaluation with instrumental simplicity needed in a portable

'natr ument.

Two important developments for quantitative in situ gold

determination were 1) the derivation of a method of ratlolng

the measured gold peaks and their immediate background to

cope with the variable geometry measurement of rough

surfaces, and 1lit for conve-slon of mass to area

concentration a method of feedback to control the orob. to

sample separation within predetermined limits. In the latter

method the total spectrum count rat. 1. Inte.orwt.d a. a

probe to sample distance, the rate is continually displayed

to the operator to guide him for human servo control of the

distance and the rat. 1. internally monitored to inhibit

data acquisition wnen th. rat. is not within set limits 1i.e.
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when the measuring geometry is not within corresooniing
distance limits, A South African oatent (Rolle, 1974) and c
United States oatent (Rolle, 1977) were granted for this
concept.

The basic concepts of extending and non-extending
processing times in the analog processing of random signals
were develooed together with new conceots of oileuo
parameters to allow a quantitative descriotion of the data
acquisition rate of a comolete analog oulse orocessing
system. With this foundation the oulse orocessing times
could be ootimised for given detector resolution oarameters
to maximize the non-olled uo data acquisition rate.

Digital data orocessing was trimmed to the simolest
system that could automatically orovide data in calibrate)
concentration units to the operator and for storage in an
internal data memory for retrieval above ground. More
sophisticated, microorocessot-based systems can, however, be
expected in the near future.

The layout of the portable system was designed for
maximum operational simplicity and operator convenience,
particularly for rapid scanning of long stretches of stone
face.

The instruments so far tested underground have develooed
from a stationary, mains-opera ted model through three
prototype versions of oortable instruments. At the close of
the writing of this thesis a number of instruments of the
third prototype were in the stages of accumulating data in

ore valuation field trials at various mines.
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3 EXCITATION OF FLUORESCENT X-RAYS

For the determination of trace amounts of a heavy metal in a
light matrix by XRF soectometry, it is necessary to choose a
source which will excite the X-rays of interest as
efficiently as possible. However, efficiency of excitation
is not the sole criterion, because the excited X-rays must
oe detected against a background signal caused by the
scattering of photons by the matrix or by ohotons in the
source of energies other than those which excite the
fluorescent X-rays most efficeintly. Accordingly the source
of exciting radiation must be chosen not only on the grounds
of the efficiency of excitation, but also so that it may
minimize the background radiation seen by the detectar.
Excessive background radiation can reduce the efficiency of
the detection system, increase the potential radiation
hazard, and may reduce the signal-to-noise ratio 1in the
energy regions in which the fluorescent X-rays of interest
occur.

In what follows, therefore, all possible means for
exciting the gold K and L X-rays are considered first, and
then the various potential sources for K level excitation
are compared not only on the grounds of the efficiency with
which they can excite these X-rays, but also on grounds of
the reduction in the total flux received by the
spectrometeri the maximisation of the signal-to-noise ratio

in the energy region of interest; and the practicability of



the various tyoes o£ source when use3 in a oortabie

underground instrument, which is the ultimate intended

practical outcome of this work#

3.1 particle induced X-rav emission

For X-rays below about 5 to 15 keV (leV»1,602x 10 1 J),
charged particle excitation, e.g. by means of orotons or
alpha particles, offers good fluorescence cross sections
while producing a relatively low scatter background in the
recorded X-ray soectrum. Excitation cross sections of
charged particles in th-» 1 to 50 MeV range lie in the region
of 0,1 to Im2/kg which is comoarable with chat for photon
excitation. The bremsstrahlung intensity deoenls on the
square of the char gt (z) oer mass (m) of the incident
particle i.e. on (z/m)2 so that, with oroton or aloha
excitation as comoared with direct electron excitation,
problems of the associated background in the recorde*
spectrum are reduced by the order of the square of the
proton/electron mass ratio. Charged particle excitation has,
however, three drawbacksi-

i) their range in air is limited;

ii1) apart from alpha particles emitted during
radioactive decay, they have to be produced in accelerating
machines and thus are unlikely to be practical underground
and i1ll) secondary electrons are emitted and may result in

an increase of the relevant background.

3.2 Photon excitation
In the past it was found that for X-rays above 5 to 15 keV,
photon excitation offered superior detection limits

(Woldseth, 1973) .



The fluorescence excitation efficiency of ohotons of
energy E decreases aoproximately as E * above the X-ray
absorption edge of the element, i.e. 80,7 keV for the gold K
level. Photons of energy below the absorption edge cannot
excite the relevant grouo of X-rays.

Photon sources can be classified into three main grouos
depending on the mode of production of the princloal
radiation emitted, namely bremsstrahlung- , X-ray- and low

energy gamma SOurces.

3.2.1 Bremsstrahlung sources
Bremsstrahlung 1is produced by the deceleration (or
acceleration) of electrons. X-ray tubes for XAF are
essentially operated as bremsstrahlung sources. The photon
spectrum *e contiguous uo to the maximum of the electron
energy. The continuum spectrum is suitable for the
simultaneous excitation of a whole range of elements but is

not optimised for any particular element.

3.2.2 X-ray sources

Primary X-radiation is produced by atoms ionized througa
electron bombardment, nuclear recoil or internal convarsion.

The photon spectrum consists ot a grouo of
characteristic X-ray lines which may be particularly suited
for the selective excitation of some individual element. If
a certain interfering element is to be discriminated
against, then a filter, or a secondary target of either that
element or one of slightly high:; atomic number 2, may be
placed in the primary photon beam. This can remove all

radiation caoable of exciting the interfering element.
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partially converting it to X-rays of energies more
efficient in exciting still lower-Z elements, thus allowing
these to be selectively excited. More efficient use of
radiation 1is, however, made by excitation with direct
primary radiation.

In a well-designed, low energy source the intensity of
the group of X-ray lines may constitute 90% of the total
radiation from that source. At higher energies, scattering
effects are relatively more important, and typically only
30 to 60% of the total radiation appears as the X-rays of

interest.

3.2.3 X>wW energy gamma sources

Gamma radiation is produced in the decay of excited nuclear
states to ‘ower states of the nucleus. Most radioisotope
decay schemes are complex and involve several gamma
energies usually initiated by a charged particle. However,
some decay schemes are simple with practically no charged
particle emission and only one or two gamma energies, Ofr
all but the energy transitions of interest are of very low
intensity.

Gamma sources for XRF are potentially monoenergetic
sources that can give optimum excitation for individual
elements.

A near perfect gamma source for XRF excitation of a
particular element would exhibit the following
characteristics -

a) decay by electron capture (EC) or isomeric
transition (IT) with little internal conversion, other

.0d.s of decay are accompanied by a bre.s.tr.blung
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continuum and internal conversion reduces the intensity
while producing unwanted X-rays.

b) an intense gamma transition near the a .orption
edge of the element of interest with no high energy gammas.
The high energy radiation increases background in the
detected spectrum and aggravates radiation problems.

c) a sufficiently long halflife to obviate tne need
for frequent calibration of the instrument and replacement
of the source.

d) an acceptable production cost - most of these
isotopes are accelerator-produced and thus costly.

r.amma-ray sources are particularly convenient for the

excitation of the high energy X-rays of the heavy elements.

3.3 Comparlson of X-r tubes and radioisotope sources
The primary advantage of X-ray tubes is the availability of
a flux having an intensity orders of magnitude greater than
is produced by radioisotope sources. The versatility of a
tube through choice of operating conditions, and the simple
fact that a tube with its potential radiation hazard, can
be switched off, are secondary advantages.

Radioisotope sources have the advantage of being
lightweight, having a very stable, predictable output and

offering simple high energy XRF excitation.

3.4 Radioisotope sources for excitation of gold K jf~ra”
The gold K absorption edge lies at 80,. keV and only source
photons of higher energy will excite the K X-rays

effectively.
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3.4.1 Primacy emissions of potential railoisqtqoeg
A number of ootential radioisotooes and their orimary
radiations are listed in Table 3.1. Tho orobability of
producing a orimary ohoton of particular energy during the
decay of an atom deoenda on the decay scheme and often is
not 100%. Furthermore the primary ohoton may be internally
converted without emerging from the atom. The Percentages in
the fifth and sixth columns of Table 3.1 refer to the number
of atoms decayed. Percentages above 100% are feasible from
complex decay schemes and consecutive decays. The
photoelectric cross section p Dh for K level excitation is
0,7Im*/kg Au for photons barely exceeding 30,7 keV. As the
photon energy G increases, the excitation efficiency
decreases aporoximately as E 3, and the oar ameter
(E/30,7)-3, with E in keV, shown in the 7th column of Table
3.1 1is an indication of the gold K-level excitation
efficiency of the primary emission relative to that of

80,7 keV photons.

3.4.2 Secondary emissions from sources
If the radioisotopes could be mounted on a thin film then
only the primary radiation would be observed. For oractical
applications the radiol sotooes need to be encapsulated anl
shielded from the detector. Besides the orimary radiation
the source spectrum therefore contains X-rays and scatter
peaks from the source backing and window and from the source
material. A* source scatter beaks are relatively small
because the heavy metal backings, such as Pa and w used in
these aoolications, attenuate ohotons in the 80 to 230 keV

region oredominantly by ohotoelectric absorption. At these
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Table 3.1 gold determination
ISOTOPE HALF DECAY PRINCIPAL INT. EMIS- REL.EXCIT.

LIFE MOi , PHOTONS CONV. SION EFFICIENCY
days keV % « (max)
Ba-133 2628 EC 81* 57 34 0,99 (1>*

356 2 62 0,01 (0,16)
276}3303;384 1 25 0,02 (0,2)

5418v}160 12 5 0,09 (0,55)
Tm-170 128 B 84 21 3,4 0,88 (1)
- brems(968) 0,00 (1)
Cd-109 453 EC 88 96 3,8 0,77 (1)
AgKX 223125 102 0
Gd-153 241 EC 97 8 30 0,57 (1)

103 30 20 0,48 (1)

70 11 3 0
EuXX 41;47 110 0
Co-57 271 EC 122 1 85 0,29 (0.94)
136 1 11 0,21 (0,75)
14 9 0
FeKX 6,4}7 55 0
Te-123m 120 IT 159 83 0,13 (0,56)
TeKX 27)31 50 0
Pm-147 957 % brems(225) 50 0,05 (1)
target PfcX <1 0,56 (1)
Ce-139 140 EC 166 20 80 0,12 (0,52)

* underlining Indicates the photon of Interest
* figures in brackets indicate the maximum relative

excitation efficiency after incoherent scattering through

an optimum angle



'netql, th. usable o.l.ary radiation ealtted fro, a source

nay thus constitute 50. or less of the total radiation.

Tyolcal source soectra measured with a hyoeroure =«

detector are shown in Figure 3.1.

3.4.3 The excitation s o e ¢ t r

Por gold determination In a light geological m.trl. the

excitation spectrum above 81 keV need, to be considered.

pnotons at these energies are predominantly scattered,

with 1... than 20. being photoelectricity absorbed. In a

-thin- samole the scattered radiation leave, the samole but

1, . -thick' sample this radiation Is available for further

interaction with the sample.

Above 81 k.V,

scattering in a light matrix 1. largely

incoherent so that Inside a sample not only th. Intensity of

the exciting radiation diminishes exponentially with d.otn,

put th. energy of th. radiation 1. lowered a. well. The

energy B* of a photon scattered from a free electron at rest

tl . function of th. scattering angle 9 and the Incident

photon energy B. It 1. given by th. Comoton (1823, equation
for conservation of momentum and energy

2
B' H E/1 1 ¢ <l-cos0)S/(mc ) 1

The maximum angle through which a Photon may be

incoherently scattered before it, energy 1. reduced below

tl.at required for th. excitation gold X x-ray. (81 k.V, 1.

ehown in figure 3.2. Th. reduction In th. energy of an

incoherently scattered ohoton. If It Is still above 81 k.V,

result, in an enhanced efficiency for th. excitation of

gold. The maximum relative efficiency for ku K-1l.wl
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Fig. 3.2 Anglo required in incoherent scattering

to reduce energy of primary photon to 81 keV

excitation of singly scattered photons 1is given in
parentheses in Tab)# 3.1. This is analogous to the
enhancement effect in XRF at lo*er energies, except that
there, stead of being geometry dependent, it depends on
the presence in the matrix of elements of atomic number Z a
little higher than of the element of interest, because the
effect occurs through fluorescence. The average excitation
efficiency in a thick sample lies between the two values
given in the table; multiple scattering, sample depth
dependence and measuring geometry dependence as well as
variations in matrix composition make precise calculation

difficult.

In an 'infinitely' thick sample, photons scattered in a
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forward direction remain in the sample for further
interaction but those scattered backward have a lower
probability of further interaction because they may also
lefove the sample. During scattering, the photons are
polarized, and from the second scattering event, a photon
tends to be focused to the olane defined by the first
event, thus, compared to independent processes, the
probability that a multiply scattered photon may leave the

sample is enhanced.

3.4.4 Excitation of other heavy elements

X-rays of other heavy elements could possibly interfere
with the measurement of tract amounts of gold. Elements
from hafnium to radon have K x-rays in the vicinity of the
gold X-rays. Only lead has a significant concentration
among the heavy metals in Witwatersrand gold ores. All the
sources listed in Table 3.1 can excite lead X-rays. At the
start of this investigation the reported energy of 87,7 kev
for the Cd-109 gamma transition (Lederer,1967) indicated
that lead with a K absorption edge of 88,C kev would not be
excited, but experiments soon showed very efficient
excitation of this element, and subsequently the gamma
energy was reported at 88,023 keV (Dragun, 1976).

Uranium is an economically important element associated
with gold. Its K absorption edge lies at 115,6 keV. For
direct, excitation ot U only sources emitting photons of
energy higher than this can be used.

Measurement of lead, a decay product of uranium, may
prove to be a useful measurement for uranium valuation in

the witwatersrand deposits where hardly any leaching is
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forward direction remain in the sample '.oi further
interaction but those scattered backward have a lower
probability of further interaction because they may also
leave the sample. During scattering, the photons are
polarized, and from the second scattering event, a photon
tends to be focused to the plane defined by the first
event, thus, compared to independent processes, the
probability that a multiply scattered photon may leave the

sample is enhanced.

5.4.4 Excitation of othe heavy elements

X-rays of other heavy elements could possibly interfere
with t measurement of trace amounts of gold. Elements
from hafnium to radon have K X-rays in the vicinity of the
gold X-ra?B. Only lead has a significant concentration
among the heavy metals in Kitwatersrand gold ores. All the
sources listed in Table 3.1 can excite lead X-rays. At the
start of this investigation the reported energy of 87,7 keV
for the Cd-109 gamma transition (Lederer,1967) indicated
that lead with a K absorption edge of 88,0 keV would not be
excited, but experiments soon showed very efficient
excitation of this element, and subsequently the gamma
energy was reported at 88,023 keV (Dragun,1976).

Uranium is an economically important element associated
with gold. Its K absorption edge lies at 115,6 kwV. For
direct excitation of U only sources emitting photons of
energy higher than this can be used.

Measurement of lead, a decay product of uranium, may
prove to be a useful measurement for uranium valuation in

the Witwatersrand deposits where hardly any leaching is
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thought to have taken place.

Excitation of the platinum group metals is very similar
to that of gold and the same sources can, therefore, be
considered for their deterviration in ores.

Good shielding materials are by their nature
efficiently excited and possible interference by these

X-rays needs to be held to acceptably low levels.



4 TBg background spectrum

A spectrum of 88 keV Cd-109 radiation backscattered from a
blank rock is shown in Figure 4.1. It was measured with *
system resolution of 600eV full width half maximum (FWHM)
at 88 keV and the scattering angle from source to sample to
detector was greater than 165°. Direct radiation from the
source or source shield to the detector was negligible.

The mnt prominent feature in the spectrum 1is the
intense incoherent or Compton scattered peak C. A much

smaller peak marked A, approximately 1/100 of the peak

10 *r
SoftU -
(Wt*etw - CGe
d lartry >1®°
in

ENERGY (keV)

Fig. 4.1 Cd 109 backecotter epectrui from blank rock



intensity ot C# arises iron coherent scattering ot tne
88 keV source radiation. Peaks L and F are tungsten K X-rays
from the source shield, backscattered by the sample. Our
main concern is with the continuum region B where the gold K
X—rays have to be measured or with region D when higher
energy sources are used for which the prominent Compton peak
C lies above the energy of the gold K X-rays.

The true sample spectrum is degraded by the resolution
of the detection system so that sharp lines appear in the
recorded spectrum as narrow Gaussian peaks of specific
width. Minor, usually insignificant, deviations from a
perfect Gaussian shape occur as a result of imperfections of
the system.

The background unjet a peak determines the detection
limit for the peas, and the total background flux taxes the
pulse handling capability of the measuring system, thus
limiting the speed with which a detection limit can be
attained.

An understanding of the scattering processes is
important if possible optimisation of the background

spectrum is contemplated.

4.1 Photon scattering
yuartz with up to 54 pyrite may be considered the typical
matrix for Mitwatersrand gold-bearing conglomerate, 1ih«
relevant photon 1interaction data, adapted from
Gwozdz et .al. (1973), for Si02 and Si0O2 ¢ 54 Fe203 are
plotted vs. energy in Figure 4.2. Below 50 keV photoelectric
absorption is the dominant mechanism tor the attenuation 07

the photon intensity. Scattering here has a much lower
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4.2 Shaoc of differential cross S€ctions oer unit solid
.ngle for ecatterinqg of a» »cV ohotons from iron.

(1)-Coon,.on free electrons, (2)-Incoherent an! (3,-coherent

(alter Davisson, 1963).

probability so that the background is low relative to the

intensity ot tne X-ray peaks. Furthermore, the background
spectrum below about 20 keV resembles that of the source

radiation because scattering n- re occurs essentially

conerently, i.e. without energy loss. Tne major attenuation
of the photon intensity in the energy region above 50 keV
comes from the incoherent scattering effect. At 80 keV the

concrcnt scatter inj :ross section 1is mullet by a factor of

7 or more. The energy loss in tnis inconerent scattering
process results in a translatl i of the source radiation
spectrum to lower energies and considerable modification of

tnis spectrum.

Whereas fluorescent X-rays are emitted in all uirectuns

witn equal probability, scattering of photons is
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anisotropic. The cross sections shown in Figure 4.2 are the
values integrated over all directions. The recorded
background is thus dependent on the measuring geometry.

The energy dependence on scattering angled *or a
Compton electron (i.e. stationary electron) was given in
3.4.3 -

E'" » E/( 1 + (1 - cosO)E/(mc2) |
Klein and Nlshina (1929) derived the cross sections in
Compton scattering. The differential cross section oer unit
solid angle is illustrated for iron n Figure 4.3 for
unpolarized 88 keV photons.

Bound electrons have specific momentum, and for
incoherent scattering at a given angle the photons have an
energy distribution known as the Comoton o'ofile. Only the
peak energy corresponds to the above scattired energy
equation. Compton profiles have been calculated from atomic
wave functions (Clementi, 1965) and have been measured for a
number of gases by Eisenbe tger et al.(1972). Most of the
intensity in regions B and D of Figure 4.1 can be accounted
for as the Compton profile. Some of the intensity, however,
results from multiple scattering (discussed in the next
section) and from instrumental pulse pileup discussed in
chapter 9.

Coherent scattering would not be possible from unbound
electrons. The peak A at b8 keV in Fig.4.1 is clear evidence
that 88 keV photons can be <cattered coherently through
angles >165° by elements in the sample whose electrons have
binding energies well below 10 keV.

An interesting feature of the scattering crous sections
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illustrated In the spectra for photons scattered from

non shown In Figure 4.4. There is a marKed step shout 7 keV

,elow the 66 keV excitation energy - this energy difference

corresponds exactly to the Fe Kelectron binding energy. The
incoherent cross section drops sharply In favour of coherent

scattering for energy transfers lower than the binding

energy. This Is shown qualitatively in Figure 4.3. In which

the variation of differential cross sections with unit solid

angle 1is given. A variable iron concentration would result

in a variable step in the background spectrum at Bl keV and

would reduce the precision with which the background In the

gold KB peak region could be determined. The percentage of

pyrlte in wltw.tersrand gold bearing conglomerates 1is,

however, low and can cause only a very small step.

Furthermore the Intensity In the spectral region attested by

the step forms only a small fraction of the background

intensity useful for the evaluation of the gold KB" peak, so

that deterioration in Ptecis.on would hardly be noticeable

in this application.

4.2 c..".rlno spectrum trgm thlck samBiss

thick samples additional Intensity in the spectral region

between the coherent and Compton peaks arise- from

incoherent followed by coherent scattering,

T,,.

or vice versa.
incoherent process changes the energy of the photon with

a corresponding change In scattering angle which may be

insufficient for the photon to return to the detector and

the coherent process further changes the direction so that

the photon may reach the detector.

Th. process of combined coherent and Incoherent
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Source — Cd1l09
Detector ” Ge

e Thin Fe eample

Thick Fe eample
Geometry >165

7 keV

ENERGT (ke,V)

Fig.4. 4 Backecatter spectra from iron samples
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scattering in thick samples is confirmed by the relative
intensities of the superimposeu spectra in Fig.4.4. These

have been normalised to the same 88 kev integral peak

intensity. The 'thin' sample consisted of a single disc 25mm

diameter, 0,5mm thickness, the 'thick' sample consisted of

40 similar discs stacked behind the thin' sample. The

intensity slightly below 88 kev is about 501 higher for the

'thick' sample from combined scattering, instead or being

lower, as might have been expected from the preferential

absorption of lower energy photons indicated by the

relatively lower intensity of the Compton peak at 65 kev.

me explanation for the higher intensity is that the

probability for multiple scattering, to give a background

contribution in the region between the incoherent and

coherent scatter peaks, increases faster with sample

thickness than the probability /ot single scattering

represented by the coherent scatter peak.

Although the Compton profile 1is symmetrical, the
intensity at energies below the Compton peak is genera..y
higher than above it. as is evident in Figure 4.1. The
additional intensity arises from Incoherent scattering,
mostly >90°. in the source,

scattered once more by the

sample, source shield X-rays also are scattered by the

ItIIDp* *l

4.3 sou”ce”aanjplerdetector JSSp” 2ep?'£try

AS shown later (chapters 6 and 71. in order to optimise the

measurement of low gold concentration, in the reef, it is
necessary to select both the gold x-ray peaks to be measured

»»d the source so that the pe.k-to-b.ckground ratio is
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maximized and the total background itself minimized. Because
the background varies with the source-sample-detector
geometry, some consideration must be given to the optimum
geometry.

For a co-planar source and detector, increasing the SSD
angle lowers the energy of the Compton peak thus reducing
the background intensity at higher energies while increasing
the intensity below it, and vice versa.

For Co-57 and higher energy sources, scattering angles
considerably less than 180° would aopear to be preferable
while for Cd-109 and lower energy sources angles closer to
18U° are more favourable.

Limiting the scattering angle to less than 180° implies
that the sample should be small relative to the radiation
path lengtns, defined by the collimation of the source
and/or the detector. This is a rather inefficient measuring
geometry. Without collimation, a massive sample touid
subtend between source and detector a range of angles fvom a
minimum all the way up to 180° and decreasing the minimum
dugle would, therefore, have little effect in reducing the
background intensity at energies below the Compton peak; the
reduction would be greater above the Compton peak when
increasing the angle toward i 180°.

Gold determination in situ requires the measurement of

rough-surfaced samples* where the distances of samples from

A rough surface may be defined as one where, over the

sample area, the root mean square deviation from a flat
plane is of the same older of magnitude as the radiation

path lengths.
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the source and detector cannot be accurately controlled. The
minimum scatter angle may thus fluctuate causing an energy
shift of the Compton profile as well as changes in the shape
of the background from multiple scattering. The variation in
the saape of the background contributes a variance to the
me? jur ement of fluorescent gold peaks. The closer the
minimum scattering angle is to 180° the smaller will be its
fluctuation for a given change in sample distance; the
finite dimensions of detector and source preclude a
scattering angle equal to 180°.

For Cd-lu9 a number of SSD configurations were tested.
In the earliest experiments only a 3mCi Cd-109 source was
available and a high geometrical efficiency was sought by
placing the source directly on the rock with the detector a
few cm behind the source shield. This gave a relatively
lower peak-to-background ratio for gold K6' peaks than was
observed for the gold peaks excited by Co-57. The source
i contact with the sample allowed radiation emerging
sideways (in a sligthly forward direction) to be scattered
by the sample through as low as 90° towards the detector,
thus greatly increasing the background under the gold KB'
peaks relative to that from a larger minimum scatter angle.

Subsequent measurements with the Cd-109 source placed
close to the detector, and away from the sample, to increase
the minimum scatter angle improved the gold
peak-to-background ratio for Cd-109 so th* ; it exceeded the
ratio for Co-57.

In Figure 4.5 the KB spectral regioie of a gold ore

sample, of homogeneous concentration, are shown for central
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Fig. 4.5 Bookecotter spectra from large sample of standard

ore for different measuring geometries
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and periphcral-source geometries. A 1,5mm diameter Cd-109
source was placed 3mm in front of and from Oum to 6Omm from
the axis of a l6émm diameter x 10mm deep Ge detector; the
.urface of the stanoard ore sample was at distances of 25mm
and 40mm from the detector, and source shield collimation
was 120° towards the sample. Annular sources are often used
for peripheral-source geometries but a set of point sources
at the annulus r”~us gives t.,e same results.

The spectra i. figure 4.5 were normalized to the Au KBf
peak intensity. A change in the slope of the background in
the gold KB region may be observed, ihe © yhest
peak-to-background ratio was obtained for the central source

geometry.

In ngutt 4.6 me reloi ive inc*ease of the backseat ter

3
ui
r

2
0
I-
<
ur

1

DISPLACEMENT (mm)

Fig. 4.6 Increase in bockecatter intensity at BBkeV fr-om
periph.ro! .ourcn. r.lotiv. to that from o o.ntrol .ourc.
Prob.-to-.ompl. di.tanc.l (I)-25mm. (2)-40mm
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intensity at 7d KeV (Au KS§j) is s ->own relative to that from
a central source geometry as a Cd-109 source is moved away
form the detector axis. It will be shown in chapters 6 and 7
that, for a fixed peak intensity the measuring time required
to attain the same precision of estimation for the
peak-tc-bac kground ratio is directly proportional to the
background intensity in the peak region, other conditions
being equal.

For small displacements from the axis of the detector,
shadowing from the source decreases the measuring
efficiency. A tiny Cd-109 source and shield of 5,5mm outside
diameter was developed, so that this shadowing amounted to
12%. Consequently a peripheral Cd-109 source would hove tc
be less than 18mm from the detector axis to show a better
performance than a central source of the same strength.
Peripheral sources this close to the detector axis hardly
offer any manufacturing advantage over a central source
system. Moreover, the system for gold determination is
limited by the electronic count-rate-handlinc.i capability of
the measuring system, so that a central source of higher
intensity can be employed to compensate for its shadowing
effect.

In the second prototype of the portable gold analyser,
in an attempt to produce a reliable source shutter, a
peripheral source geometry was designed with three sources
mounted at 26mm from the detector axis, when the full
implication of the increase in measuring time with reduction
in the minimum scattering angle was realised the design
reverted to a central source geometry for the third

prototype.
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5 DETECTION OF FLUORESCENT SPECTRA

For rapid determination of gold the photon flux in the gold
K x-ray region that emerges from the sample must be
detected efficiently and with high energy resolution. The
detector parameters which affect efficiency and resolution
are evaluated below. In chapter 9 a balance 1is struck
between high efficiency and high resolution, which leads to

an optimum measuring time for the determination of gold.

5.1 Geometrical detection efficiency
A few cm away from a large rock sample irradiated by an
uncollimated point source, located a similar distance away,
the flux spreads over many tens of square centimetres and
encompasses directions in a solid angle somewhat less than
2* steradians. With increasing detector area the efficiency
increases as more of the flux is detected. However, only
the return flux near the source has been scattered through
a large angle, which is necessary to give a spectrum of the
desired low background. An uncollimated detector of a few
cubic centimetres volume located behind the source, should
thus have an optimised geometrical efficiency together with
the large angle scattering desired.

Detectors commercially available for X- and low energy
gamma ray measurement are gas proportional tubes, sodium
iodide scintillators and cryogenically cooled silicon and

germanium semiconductors.
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5.1.1 Detector thickness

For uncoilimated measurement the linear absorption
coefficient of the detector should be high enough to detect
most of the gold K X-rays within a volume close to the
source, i.e. within a detector thickness not much greater
than its radius. The intensity of 80 keV photons is reduced
by half every 310mm, 0,6mm, 13,6mm and [,37mm in Xe(gas),
Nal, Si and Ge respectively, showing that the absorption
coefficients of proportional tubes and silicon detectors
ar* too low for this application.

With Cd-109 excitation most of the backscattered
radiation has lower energy than the gold KB lines. It is
thus desirable to wuse. a detector thickness where the gold
KB lines ara detected at close to 100% quantum efficiency
since the lower energy radiation is detected with higher
efficiency, On the other hand, if Co-57 (122 keV) or
Te-123m (159 keV) excitation were to be used a thinner
detector naving a lower efficiency for this higher energy
radiation would discr in.inate against the unwanted
radiation, i.e. the detector filters the desired x-rays.

With Cd-109 excitation and Ge detectors the linear
detection efficiency for 80 keV and 65 keV photons and
their ratio is shown in Figure 5.1. There 1is little
improvement in the 80 keV/65 keV efficiency ratio for
detectors thicker than three to four millimetres. However,

the electronic noise resolution of the detector system
improves with the lower capacitance of thicker detectors. A

limitation on increasing the thickness is the maximum
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Fig. 5.1 Linear detection efficienciee and their ratio

ve. Ge detector thickneee

desirable charge collection time, which amounts to 10ns/mm
in the detector, since this proportionally affects the
pulae~pair-resolution time for amplifier pileup rejection.

From these considerations, a Ge detector thickness of

7mm appears near optimum.

5.2 Energy resolution
In the X-ray region below 30 keV excellent line resolution
can be attained with crystal diffractometers, 1i.e.
wavelength dispersive systems. Their geometrical efficiency
is, however, extremely lew because only radiation from the
sample collimated to fractional millisteradians 1is
measured. The low geometrical efficiency requires a

complementary high Ciux which is in practice available only
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trom x-ray tubes. In the golo K X-ray energy region, the
crystals of wavelength dispersive systems also have a low
diftraction efficiency and in fact have a poorer resolution
than germanium detectors.

Sodium iodide (thallium activated) would be the most
convenient type of photon detector because it requires no
cooling and 1is nighly efficient, but its energy resolution
is rather poor in the x-ray region and additional energy
discrimination would be required sucn as crystal diffraction
or a pair of balanced filters which, by selective
absorption, allow the determination of single elements in
paired measurements.

Semiconductor detectors have inherently a high energy
resolution tor X-rays and may be used witnou* additional
energy discrimination. An inconvenience, par icularly tor
portable applications, is that this resolution is realized
only at cryogenic temperatures, conventionally at 77°K
(liquid nitrogen). The development in recent years of
hyperpure germanium has, however, greatly reduced the
cooling problem which prior to this meant lifetime cooling
of the detector to prevent undrifting of compensating
lithium ions. Warmup of these detectors between daily
operation no longer has a deleterious effect on the
resolution.

The energy window of a pair of platinum/iridium balanced
filters (whose thicknesses are balanced to exhibit the same
absorption characteristics outside their energy window) tor
the measurement of the gold k/ij lines is 2,28 keV, while tne

resolution of a thin Nal scintillator crystal for associated



50

background measurement is about 11 kev FWHM These
parameters may be compared to the 0,6 keV FWHM resolution of
a germanium detector, which permits simultaneous measurement
of peak and background and thus enables gold to be
determined with a germanium detector at least ten times, and
probably closer to a hundred times faster, than with

balanced filters and a thin Nal crystal.

5.2.1 Resolution of germanium detectors
The energy resolution of a germanium detector is a function
Both of the photon en.rgy and of the electronic nci.e of the
detector system.

The FWHM energy resolution of the system 1is given by
(Woldseth , 1967)

r —V( 55 Fee + 17]) 5-1
where

y m Fano factor ~ 0,125 for Ge

c - energy per hole electron pair \ 2.93eV in Ge

E » photon energy (in eV)

Tn- FWHM system noise resolution
The constant 5,55... converts squaied units of FWHM to
standard deviations.

In what follows, the approximate resolution of a
germanium detector is taken at 80 k«V (the energy of tne
gold KB2 lines) and a preliminary evaluation of the noise
resolution is made. Further calculations of the noise
resolution are given in chapter 9.

Th. inh.c.nt teeolutlon for germanium at 80 k.V, I.e. If
there were no electronic note. (rn.0), is 406.V (i.c.

5.55,0.125.2,98S80000.V,. COOIl.d fi.ld.ft«. tr.n.i.tor.
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and pulsed-optical-foedback circuits are commercially
available with an electronic noise performance which matches
the still smaller inherent resolution at lower photon
energies, tt 80 keV, however, resistive feedback provides
adequately low noise performance, and at the same time
permits operation at higher count-rates than does
pulsed-optical feedback.

The noise resolution Fn depends on the amplifier time
constant TC, the capacitance of the detector system and on
the baseline instability of the amplifier at high count
rates.

Integration over time of the equivalentseries and
parallel noise gives respectively an inverseanddirect
square root dependence on the system time constant TC for
tne two noise components -

rn(series ) “ 1/VTC
and Fn(parallel) * /TC
while F~» - r* (series) +(parallel) 5.2
This is indicated by the dashed lines in Figure 5.2. For
time constants TC shorter than 2MS the total noise
resolution is predominantly caused by serial noise and the
parallel noise contribution may be disregarded. In this
figure the resolution of a typical Ge detector 200mm2x7mm
thick measured at several time constants TC is shown as well
as the noise resolution of the system with a pulser.

The noise resolution is proportional to the capacitance
of the fetector system. For a planar detector the
capacitance is given by the permittivity x a”ea/thickness.

Thus a 7mm thick Ge detector has a capacitance of about
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Fig. 5.2 Energy resolution of a 200mmZx 7mm Ge detector

22,5tF/mm2 and the srray capacitance in a typical detector
system is about SpF. This gives the noise resolution as -
Arn ~ itSon(0'0225A + 5) (2,25 + 5) * (0,003A + 0,7) 5%3
where A ¢ area of de Lector 1in rm2; thickness 7mm
100"n * no”sc resolution of IOOmm2 detector

Combining this with 200rn” 31u/Av eV t‘lc approximate noise

resolution at time constants shorter than 2ps is given by
Arn 'V (0,003A + 0,7) 310/1, 3/YC eV
~ (0,73A + 163)//TC eV 5.4
and with equation 5.1, the system energy resolution at
dO kcV is
T™ {[40G2 +(0,73A + 163) 2/TC) eV 5.5
Degradation of the resolution and peak shift at high

count rates 1is largely caused by instability of the
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amplifier baseline which is additive to the amplifier peak
height. With good baseline restoration, amplifier duty
cycles as high as 95% can be tolerated, whereas with poorer
restoration, instability may be noticed at duty cycles of
40% or even lower. In the gold detector duty cycles are
maintained below 30% so as to keep the signal processing
efficiency high. Degradation ot the resolution and peak
position with highly varying count rates, as encountered in
scanning rougn rock faces, should, therefore, be low.

It has been shown above that, tor gold determination
with Cd-109 excitation, the detection efficiency of a
germanium detector is closely proportional to its area and
the energy resolution is a function of the a.sa and system
time constant given by equation 5.5. These relationships
will be used in chapter 9 to derive the optimum detector

size and system time constant for gold determination.
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6 FUNDAMENTALS IN SPECTRUM EVALUATION

In previous chapters, optimisation of the throughput of a
aetector amplifier sub-system was discussed. All too often a
great dual of attention 1is paid to the throughput oi tnis
aub system while the evaluation of the output spectrum is
treated rather poorly, resulting in reduced total system
performance. In tnis chapter, handling of th°® amplifier
output in tne portable instrument is discussed. Although
highly efficient spectral evaluation is desired, at the
present time instrument simplicity may dictate a slightly
reduced efficiency. Advances in tecnnology may in the future
lead to more complex portable instruments less restricted in
the evaluation of the amplifier output. It 1is shown,
nowever, that the benefits to be gained from additional
complexity are likely to be small.

The output from the amplifier is a spectrum of pulse
heignts. A finely differentiated pulse height or energy
spectrum can be obtained by employing an analog-to-oigital
converter - multichannel system. In this type of system the
heignt of a pulse is analysed by small incremental steps.
Alternatively, selected parts of the spectrum can be
coarsely differentiated into a few channels by means of
separate pulse height discriminators in a set of single

channel systems.

In a finely differentiating system, the processing time
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or deadtime ol the pulse-height-analysis sub-system can
sometimes adversely affect the total system output rate, for
gold determination, the backscatter spectrum from a rock
face would, however, require fine differentiation over only
a limited region. This region has a very low count rate
relative to that of the total spectrum and fine
uifterentiaticn in this case need not reduce the useful
output rate by more than one percent at the highest
practical rates.

The spectral features of importance here are peaks and
the background wunder ana adjacent to the peaks. Tne
instrumental response to a monoenergetic line may be
considered as purely (>ausslan. Although intense single peaks
may also snow non-Gaussian tails, these are usually small
ana need not concern us here. The background in the peak
region can be considered as a smooth function with no peak
stiucture.

The extent ot the spectral region suitable tor the
evaluation ot a peak and its background is normally limited
by neighbouring peaks and by the correlation of the
background away from the peak to that under the peak.

In the following sections the evaluation of a single peak
ana its bacxground will be treated analytically, in the
following cnaptcr the theoretical results will then be

applied to the gold region of the backscatter spectrum.

6.1 Gaussian peak on a constant background
A single Gaussian peak on a constant background will be

considered here. Other smooth background functions can

readily be related to this simple constant function. For
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this case, spectrum evaluation involves the separate
determination ot peak and background intensities irom two or
nore measured intensity values of various parts of the
spectrum. At a given background rate, the standardized
variances obtained are directly proportional to the
measurement times which would be required to obtain the same
measurement precision by the different evaluation schemes.
Tnese variances thus form a basis for the objective

optimization of the spectrum evaluation.

6.2 Generalized evaluation
for comparison of different evaluation methocs a normalized
co-oruinatc system, shown in Figure 6.1, is chosen, where
the pea* resolution is given by tne Gaussian parameter o-1.
me total peak intensity, when integrated from --to +-, is
hetinert as P units, while the background has an intensity B
per unit peak standard deviation. The peak to background
itio R can thin be defined as R m p/B*

in this normalized co-ordinate systtu the peak height is
«*/f(2i11) ano the FtoHM resolution is rf(8tn2) -2,35.. . When
the normalized R needs to be converted to peak-height ratio,
r snould be multiplied by 1/V(2s) - 0,398.. , while for
conversion to FWHM peak area per FWHM background area, R
should be multiplied by f{2/¢t)QJ * 2in "*.zp(-t /2)dt
- 0,429.. *

Measurements in a spectral region can be performed in a
number 1 of independent measuring channels, each bounded by

lower and wupper discriminators at energies I and u*

respectively, as Illustrated 1in Figure 6.2. For

differentiation a large numb.r of contiguous channel.
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ot equal energy increments (utx"
are employed so that there are several channels per peak
standard deviation. In coarse differentiation a minimum
number of two channels, of non-equal energy increments, or
spaced asymmetrically about the peak, is required.
At A true peak and background intensity l; and %the
expected intensity in each measuring channel is given by -
>1 - 4 Vi - 1i‘=>e 4
Bt
- B (ti ¢« RGi)
The intensities are Poisson variables, and the expested mean
ailK -sriance thus have the same value -
vV IYyi) "
s 6 ti + § G,
- Vidti) ¢ V|PGi)
A solution for P and ti can be obtained from measured
intensities by the following weighted least squares

calculation

t $5i W I'M i Tp eiw
C ci W ~g K Pi €& K
I, N K "'* ci w pi ci«
P _Pi -iw I*IW Pi A 4

where the determinant is -

0 B2 $<°1° * tjGi,2wlW
The solution of maximum likelihood would be obtained with
weighting factors wx equal to the reciprocal of the true
variance oi Y* i.e. for

- 1/VI1Yjl
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- /A
In a measuring situation the true means and variances are
unknown. It, however, the measured intensities are high
enough then they can be taken as a good approximation for

the true values -

When the measured intensities Y1 are small, the least
squares calculation can be performed without the weighting
factors i~ - wusually with little deterioration in accuracy
ol the results. The first calculation can be followed by one
or two iterative calculations using improved weighting
factors.

In two-channel analysis the same means are obtained with
or without weighting factors but the variance is affected

by the weighting factors.

b.3 Variance of the peak to background ratio
In the present analytical evaluation with a priori knowledge
of the P and B, the true values of 1/V”, even at Ilow
intensities, are available as weighting factors for the
variance analysis of expected P and B.

The variance of P and B are given by the diagonal
elements of the square covariance matrix -
VIP) Pi/*
V|B)
The variance of the peak-to-background ratio, derived by the

delta method (Hawkins, 1975) , involves all the elements -



The last equation, in various forms, was applied to tne
uitferential multichannel and to the three single
cnannel-schemer fur spectrum-ex luation shown in Fig e 6.
Tne background intensity was standaroizeu to a singl:
(foioson) count per peak standard ue«iation, i.e. B=Il, to
allow comparison ol variances, only the region t>»U was

considereo because peak and background are symmetrical about

t*U. Tniu one-siueu sis facilitates adaptation 01 the

evaluation scneme t situations where the spectrum on

ona Siuc 01 a peak often differs from that on tne other siue.

two  [——- —
ch .5ch2 ohl .5ch2
pseudo
.50K?2 chi .5ch?2
three | 1 . : t 1
channel »5ch3 .3c!,2 chi .5ch2 .5ch3

Fig. 6.3 Single channel schemes for peak evaluation
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Variances were computed tor a scries ot peak

background ratios P from 1000 to 0,01 ana P-0, and for a

range of maximum available background regions, tmax from

infinity to lo, where the highest discriminator would be

positioned.
in figure 6.4 the standardizes background multichannel
(superscript m, variance *v(> x ot the pvak-to-background

ratio with an unlimited background region, 1i.e. * 0#

18 shown for the above series ot peak-to-backgrounc ratios,

toi R-0 we have $V -4~ “ 7,09 and a logarithmic scale

ot”,,/*V - 1 was chosen tor clarity in presentation ot the

variance. In Figure 6.5 the standardized multichannel

variance at limited background regions oivideu by those at

un .imited background, trom the previous tigure, * ~ / RV-

are given. The relative varia.ces are plotted on a

logarithmic scale ot % /ty j Aile the maximum

available background region 1. lotted on a log sca.e o.

!'tHal - u,6 70l . the consls t 0,5! rclatin, to tne

probability ot 0,5, since - ,(2/r'b.pt-t/J1dt - 0,5.

Tnese curves illustrate tne ultimate improvement factor

possible in differential multichannel evaluation If an

unlimited background region were available.

In single channel schemes the variance tor a given R ano

t depends on the position(s) ot tne
max

discriminator(s).

intermediate

The variance eguations wnen partially

differentiated with respect to the intermioiat

uiscr iminator position(s) and equated to aero, lead to

transcendental equations Involving normal integrals. The

minimum variances were, therefore, computed by successive
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approximation of the intermediate discriminator position(s).

finale channel schemes for spectral peak-tc-background
ratio evaluation employ two or more counting channels.
Usually an even number of pnlse-height-discr iminntors is
used. A discriminator at the peak centre serves no purpose.
An odd number oi discriminators would thus be unevenly
distributed between the two sides of the peak. This special
situation neeu not concern us here. Mention should, however,
be made of the lowest scheme of two contiguous counting
channels with 3 discriminators - this can be useful where
the background is highly asymmetrical about the peak or
where it is imperative to use the lowest posible number of
aiscriminators.

ni th the same number of discriminators on both sides of
tr.e peak tne corresponding spectral regions can be counted
in tne same counting channel. In this analysis oi.ly one side
of the peak and background region was considered, with the
same number of counting channels and half the number oi
discriminators as used in the whol® region. Variances of the
peak-to-background ratio were computed for the three

single-channel scnemes illustrated, in Figure 6.3 -

a) 2V for 2 discriminators on a side with two
contiguous counting regions - this will be referred to as
the 2 cn» ,r~. schc-.iej

w) *v for 3 discriminators with three contiguous
counting regions —referred to as the 3 channel scheme, and

c) 3:2” tor 3 discriminators with two non-contiguous
counting regions referred to as the pseudo 2 channel scneme ¢
data between the two regions is discarded.

The attraction of using only two counting channels lies



approximation of the intermediate discriminator position(s).

Single channel schemes tor spectral peak-to-background
ratio evaluation employ two or more counting channels.
Usually an even number of pulse-height-discriminators is
usea. A discriminator at the peak centre serves no purpose.
An odd number of discriminators would tl s be unevenly
distributed between the two sides of the peak, ihis special
situation nee” not concern us here. Mention should, however,
be made of the lowest scheme of two contiguous counting
channels with j oiscriminators - this can be useful where
the background is highly asymmetrical about the peak or
where 1t is imperative to use the lowest posible number of
aiscrimina toiL.

with the same number of discriminators on both sides of
tne peak tnc corresponding spectral regions can be counted
in tne same counting channel. In this analysis only one side
of the peak and background region was con locrcc, witn the
same number ct countin<channels and half tnc number o1
discriminators as used in the whole region. Variances of the
peak-to-background ratio were computed for the three
singlc-cnannei schemes illustrated in Figure 0.3 -

a) "V for [ discriminators on a side with two
contiguous counting regions - this will be referred to as
tne 2 channel scheme;

b) v tor 3 discriminators with three contiguous
counting regions - referred to as the 3 channel scheme, and

c) v tor 3 discriminators with two non-contiguous

counting regions referred to as the pseudo 2 channel scheme;

data between the two regions 1is discarded.

The attraction of using only two counting channels lies
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in the simplicity of calculating P and B by the linear

algorithms -
P n 1 f@ -h *1
B P g,

ci
where D m t2 “G2tl
and i (t,Y1/Y2 - t1)/(-G2Y1/Y2 + Gx)

If a preset count is accumulated in channel 1 or 2 then
Pf B ano P/ii can be calculated from the count _ in channel 2
or 1 respectively by AY + A2, where in the case of P and B
the A*s are constants and in the case of P/B the A s are
functions of Y, but can usually be taken as constants for
small values of P/B or over limited ranges o: P/B.

t,then more than two counting channels are used then
calculation of the algorithms becon.es slightly more
laborious and, as inoicatcd in section 6.2, weighting
factors - 1/vlYil ought to be used.

In Figures 6.6a to 6.8a tne standaraized variances of
tne peak to-backgrourd ratio in single channel analysi,
relative to those in multichannel analysis are shown. lhe
corresponuing positions of the intermediate discriminators,
at which the minimum variance occurs, are shown in the (b)
parts of the figures. The maximum available background
region tmax is again plotted on a log scale of Umax-8,670).

The absolute values of the standardised variances can
readily be obtained by multiplying the relative variances in
these figures by the appropriate factors from Figures 6.4
and 6.5.

These variances have to be halved when combining the

evaluation of both (symmetric*.) sides of a peak and have to
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be divided by B for ncn-standardised background conditions.
The relative presentation permits ready comparison of the

different evaluation schemes.

6.4 Comparison oi multichannel and few channel methods
The multichannel variances shown in Figure 6.4 may be
considered as the inherent standardised variances oi the
pea k-to-backg round ratios under standardised background
conditions. It may be seen that when mR increases from 0 to
1 the variance increases by only 324 (from 7,0!# to 9.,4)
Because it is dominated by the standardised background,
whereas at hign ratios the incr s much greater as the
innercnt variance tends to the value 2R. At high ratios, the
peak intensity on its own is usually more important than the
peak-to-background ratio but at low ratios tne opposite in
otten the case, as it is in the gold detection problem.

from Figure 6.5, it may be seen that, for ratios below
A-1, little improvement in variance is to be gained by using
background regions beyond (i.e. 4 FuliM from the
peak centre position). The standardised multichannel
variances for fmdX’°o, i.e. are only about 30% higher
than the inherent variances R < ” requiring an infinite
background regions doubling the background region to
troaX*l-60 results in only 15% reduction in variance.

It should be pointed out that these theoretical
improvements in mvu with larger background regions rest on
the assumption that all parts of the background region are
perfectly correlateu. In real spectra, however, the further
a particular background region lies away tiom a peak,

usually the poorer will be its correlation with the



background directly wunder the peak. Thic diminishing
correlation in real spectra soon balances out the small
improvements in variance that theoretically coula be gained
by greatly increasing the total background region.

On the other hand, when the available background region
is reduced below tinaxX4o the variances deteriorate very
rapidly. When this happens on one side of a peak then the
other side should be more heavily relied upon for the
combined two sided evaluation of the peak. Evaluations for
tmax< 2f are made usually when there are overlapping or
unresolved peaks that are uncorrelated. This case need not
be treated here.

Comparison of the various single-channel schemes,
Figures 6.6a to 6.8a show that the variances 3% of the
pseudo-two-channel scheme in very restricted background
regions Umax< 2c¢) tend to those of the three channel scheme
and at very wide background regions approach the variances

of the two-channel scheme.

It may be seen that, as is to be expected, the variances
decrease as more discriminators and counting channels are
adued. The biggest decrease occurs at the first addition ana
further additions give rapidly diminishing returns. The
total possible decrease is not very large. For R <"1 ana
tmax.> 40 the variance even in the two-channel scheme is
never more than Iw% higher than that in the multichannel
scheme; the same holds tor large ratios n>l and tmaxe>50.
In single-peak evaluation the simplicity of calculation in
two counting-channel schemes leaves little incentive, as far

as variance improvement is concerned, for using schemes with



mote than two counting channels.

The most widely used scheme is the pseudo-two-channel
scheme. Even in the majority of multichannel measurements
the peaks are still evaluated according to the
pceudo—two—ehannel scheme. The only basic difference between
the little-used two-channel and the pseudo-two-channel
schemes is that at a substantial saving of two
discriminators the two channel scheme has a slightly higher
variance, as shown in Figure 6.6a and 6.7a, particularly at
low values of tmox. The wide acceptance nf the
pseudo-two-channel scheme cannot be ascribed to the above
difference. It prooably stems from the misconception that
the pseudo two channel scheme is iuch more precise or it may
have been adopted to simplify calculation. Certainly there
is a general unawareness that a two-channel scheme can be
implemented by placing both a wide and a narrow
single-channel analyser window symmetrically over a peak,
tnc wider counting channel including the narrower counting
channel. The algorithms for this overlapping two channel

scheme arc still just as simple -

ti+t2
p a A -tl Yl
B P ai-a2 VY

where D * G*Mt* -Ggth

N _ S

d -(0%62) Y1/ (Y1tY2) + Gx

In the pseuao-two-channel scheme the outer counting
channel pair is normally placed by inspection far enough for
the assumption that G2»0J in the two-channel scheme a

similar, somewhat better, approximation GI1>G2-0,5 (per side)
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can be made for large enough tmax.

in conclusion it can be stated that with an appropriate
gwlling of two pairs of discriminators# the simple
two-channel scheme leaves little room for Improvement in
single-peak evaluation. The far more widely used pseudo-two
channel scheme at a 501 increase in the number of

discriminators can yield variances in R only marginal ly
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7 EVALUATION OF SPECTRA FOR GOLD ANALYSIS

In this chapter the foregoing theoretical results for a
single Gaussian peak on a uniform background are applied to
the measured spectrum. In gold ore analysis, the relevant
part of the spectrum for detailed evaluation consists of a
number of gold K X-ray peaks and interfering peaks on a
sloping background.

The basis for comparison of spectra is introduced below.
Tnereafter the spectra from ba-133, Cd-109, Gd-153, Co-57
and Te-123m excitation are semiquantitatively compared and
finally the Cd-109 spectrum will be treated qualitatively in

more detail.

7.1 Comparison of tterent peaks and backgrounds

In the previous chapter, variances were obtaineu which
permitted the comparison of evaluation methods tor a single
peak on a normalized background. For comparison of the
precision or detection limits of different peaks on their
particular backgrounds, either the coefficient of variation
of the ratios, CVIRj m VV|R)/R i.e. the relative standard
deviation at equivalent background counts, or the relative
measurement times at a constant background rate to obtain a
constant CViRj may be used. This is basically the same
approach as in the previous chapter, although previously
standardised conditions allowed some simplification.

At low peak-to-bockground ratios, i.e. R<I, V(R| was
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shown to be nearly independent ot R because it is dominated
by the background so that CVIRj is inversely proportional to
Ui.e.

CVIR); 1/R (for small R) 7.1
decause the variance ot the mean of a number of independent
measurements is equal to the variance ct the individual
measurements divided by the number of measurenents, the
coefficient-of-variation ot a given R is inversely
proportional to the square root ot the background count B,
or the square root ot the measurement time at a constant
background rate Tb i.e.

CVIR}e 1/W (k constant) 7.2a

or CVIK) ° 1/VTb (k constant) 7.2b
it follows that, tor different ratios, the same CV will be
obtained with backgrouno counts B, or measurement times ft a
constant background rate Tg, that are inversely proportional
to the square ot tne ratio 1i.e.

u ana lu« 1/R2 (CV constant; R small). 7.3
Similarly the same CV willbe obtained with peak counts f,
or measurement times at a constant peak rate 1”7, that art
inversely proportional to(the first order of) the ratio 1i.e.

B and a 1/R (CV constant; R small) 7.4

These relationshlps emphasise that the more prominent
peaks generally nave a lower CVIR). The ratio has a stronger
influence on the coefficicnt-of-var iation than the actual
counts. When there are two or more intensity-correlated
peaks in a spectrum, it is usu*l to analyse only the most
prominent peak in single-clement analysis. When highly

efficient spectral evaluation is desired, it may be
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worthwhile to look also at the less oro-iinent correlate 1

peaks in order to reduce the total coefficient-of-variation.

7.2 Coiiarison of snectra from different sources
Sources of five radioisotones, f3a-133, Cd-109, Gd-153, Co-37
and re-123m, were used for XRF excitation of the same qold
ore sample. The relevant snectra are shown in Figure 7.1.
Ba-133, Cd-109, Co-57 and Te-123m showed orominent gold Ka
or KB neaks. With Gd-153 the background in the oeak regions
was much higher and the peaks were no longer discern! <le
above the background noise.

If sources of sufficient strength are available, then
tne measuring instrument can be onerated at its ontinumn
count-rate-handling cacaoility, irresoective of the tyne of
source used. An objective comnarison of measurement times
required to achieve the same precision when using different
types of sources can then be made by normalizing the soectra
to tne same total count. The count rate handling canability
of a measuring instrument, however, denends to some extent
on the average energy of the ohoton flux. Cobalt-57 and
Xe-123m spectra have averane ohoton energies about 30% an I
50% higher than a comparable Cd-109 soectrum. The
comparisons below referring to soectra of the same total
count, will thus be biased conservatively against Cd-109.

The source excitation efficiency shown in chaoter 3
(Table 3.1), when multiplied by the relative intensity of
the gold K line from Table 7.1, gives a rough indication of
the relative oeak height to be expected in a normalized
spectrum. Additional source lines, matrix enhancement, and
different absorption of Ka and KB lines, modify the relative

oeak height somewhat.
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Fig. 7.1 Fluoreeoence epeotra of a standard gold ore sample
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Fig. 7.2 Fluorescence spectra of pure gold and lead

*aole 7.1 Energy ana relative intensity oi tne K X-rays ut

*oid and leaj

P 4
Llement Ka* *0 | * ot N
jold Ed. | > bd,d (luO) 77,9(35) 00,1(9)
lead 72,du(5b) 74,97(luu) 84,d(3a) *7,3(iv)
* vieasuted relative intensities from ’infinite’ sample

uif fcr a tew percent from the listed values because ot

matrix absorption.



Lxperimentally it wus touna tnat the .r.ost prominent yolu
peak in tne normalizes Co-57 spectrum i.a. tnc Au Kaj peak,
nad a net peak height slightly lower than the Au 1t”" peak in
the comparaoie Cu-lu? spectrum. The peak-to-backgroui.a ratio
lor tne same gold concentration was mure than tnree tiroes
n.gher in the latter spectrum i.e. > i«LO . From
equation 7.4 tot similar peak heights, therefore, Co-57
requires a measuring period more th'"n thre*- times longer
in an that lor Cu-lut, to attain the Same
cuetllicient-ot-varlution ot the peak-to-background ratio at
tne same yolu concentration.

Although in tne Tc-lzum spectrum tm Au Ka” peak hau
eonut 1,j times tne intensity ot tne ivB pc k in tne Cd-lut#
spectrum, tne background wunder tne Ka” peak was 2,2 times
h.yner than tnat under the - equation /.4 snows a 2,1
times longer measuring period tor Te-1"lm it tne peaks hau
oeen equal, but tne increaseo intensity ot the Ka peak
requires tnat equation 7.1 be used, s.. tnat the actual
measuring periou 1is 2,2/(1,8)2 -1,1 times lIon .er tnan that
tor Cu-lu*.

ror in situ goiu ore valuation, wnere rapid measurement
is tcyuireu, tne mucu snorter measuring time using Cu-109
¥ sily compensates tor its higher cost relative to Co-57 and

ie-.12dm.

7.1 Measurement ot_tne Cu-(U9 gold ore spectrum
me optimum scneme for evaluating tnc spectrum characterized
by the relevant spectral region has two gold K6' peaks on a
nearly exponentially decreasing background neeus to be

determined, beau Kai and Khj peaks are situated on either
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side ot tnc Au KO' peaks. Tne only otncr elements wnose KP
linuc lie closer to tnc Au KB lines tnan the W. KB lines,
namely 1lr, Pt, Hg, and Tl do not occur in significant
quantities in tne Witwatersrand gold ucposits. Interteiing
Ka peeks tor elements heavier tnan lead cannot occur in this
region because the K lines ot such elements arc not exciteu
i/f the dB keV photons of Cu-109.

Altnougu a positive correlation between gold and
uranium, and its associated natural radioactivity and leau,
ic known to exis in tne deposits, tnc correlation often is
poor and cannot be relieu upon. The lead peaks must,
therefore be considered as an uncorrelated interference
tnat li:. its the spectral region available for the evaluation
cf tnc background wuruer the gold KS' peaks.

bimilar.y in tnc measurement ot rougn samples where tne
measuring geometry nay vary widely the background beyond the
Load K lines 1is not well enough correlated witn the
uackground under the gold peaks ana cannot, therefore, b
useu in tnc evaluation of tne gold region.

me 70 to 9U keV region of the fluorescence spectrum ot
pure gold am dead 1= suown In Figure 7.?. Tne energies and
relative intensities of the K lines are llsttu in Table 7.1
(Leucrer, 1967) .

i-*es.surea relative intensities from thick samples ditier
a few percent from tnc listed values because of matrix
aosorption.

in preliminary measurements, < pseudo-two-channel scneme

was employed tor tne evaluation ol tne Au «ri peak only, one

window was placed arbitrarily over tnc peak while two
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background windows whicn were counted in the same register,
were placed between the fro Ka® and Au ngaks and between
the Au K6~ and Au K6 peaks. System energy resolution gave
some concern as it was thought necessary for the Au and
the Au KB2 peaks to be well enough resolveo to allow an
adequate "clear background" window between them.

Tne Au KO peak was certainly the most prominent peak
and tne listed k line intensities and observed background
intensities seemed to indicate that it would hardly be
worthwhile t include tne Au KS2 peak in the evaluation,
tfnen it came to optimising the six discriminator positions,
nowever, closer investigation showed that, when background
intensity per mean peak width is con..idereu, the peak to
background intensity ratios for the Au KB ano K02 peaks are
about the same. It was found that since tne KBg/KBi peak
intensities had a ratio which was approximately 9/35,
mc-'surement times would have been increased by about 9/35
i by not including the KB2 peak. Since inclusion ot
the Kfi*peak would involve little or no aduca instrumental
complexity, this cnange was considered worthwhile.

Detailed analysis of the two peck measurement will be
deferred (chapter 9) so that it may be combined with the

optimisation ot signal processing parameters.
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8 FUNDAMENTALS IN RANDOM SIGNAL PROCESSING

In routine application where as much rock as possible should
be sampled in a given time and valued to a given precision,
it is important that all parts of the valuation system
should be optimised as a whole. Data acquisition for trace
elements is an inherently slow process# and the processing
of detector signals thus must be efficient and of high
quality to reduce the time for data acquisition to a
minimum. In most discussions on random signal processing
times only the fundamentals of the basic processes are dealt
with. In this cnapter comprehensive equations, including new
concepts of pileup overlap parameters, developed from first
principles, are presented. These permit optimisation of the
signal processing system as a whole.

The efficiency of signal processing can be expressed as
the usable output count-rato divided by the detected event
rate for any one spectral component; it is synonymous with
the probability P that an event will be analysed without
pileup distortion, and with the true livetime traction. In
what follows, P* with the asterisk will indicate the
probability that a randomly detecteo event is processea
inclusive of pileup distortion. In a complementary way
percentage deadtime is a measure of inefficiency. Enurgy

resolution and freedom from spectral distortion are measures

of system quality rather than efficiency.
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8.1 Extending and non-extending processing times
Every detec tea photon gives rise to a signal sequence which
must be above the noise threshold for the finite time
required to process the signal. In the processing of signals
from randomly occurring events, there are two types of
processes, extending and non-extending. Extending processes,
variously known as self-prolonging, paralysable or
retriggerable, occur for every event irrespective of other
events, e.g. the amplifier pulse width < in solid state
detector systems. Non-extending processes occur if signals
that have met certain conditions are processed a particular
way, e.g. analog-to-digital conversion of duration t* in
pulse height analysis.

rithen simply counting above the noise level is required,
the probability that a randomly detected event gives rise to
an extending pulse is given by the familiar expression

P*» 1/Exp(rw*)
wnere r - total detected event rate
antj w*» pulse width for a single event.
For purely non-extending processes oi duration t* the
expression would bei-
P*« 1/(1 +rt*) — 1/Exp(rt®*) 8-2

When both types oi processes occur for the same event
they do not usually commence simultaneously, e.g. in energy
analysis the optimum point for analysing the height of a
pulse occn.a time /* after the event. [* usually being the
leading eug« of a pulse or the time-to-peak, for a pulse
from a single event. It is at this point where non-extending

processes of duration t* wusually start) part or all of t*
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may run concurrently with the trailing edge w*-f* of the
amplifier pulse, i.e. with part or all of the extending
processing time. "..ese parameters are illustrated in Figure
o. 1.

IThe leading edge of a pulse normally is shorter chan the
trailing edge i.e. (*<»w?*/2. The opposite situation,

however, would not alter the processing efficiency.

8.2 Processing overlap parameters
The random occurrence of detected events inevitably leads to
tne overlap of the processing times of different events.

It any two events follow each other very closely, and it
this can be detected, then one or both events may be

rejectee f.om final signal processing which could in this

MGUftt 8.1 ANALOG PULSE PROCESSING TIMES
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case possibly be perturbed. Such rejection would thus reduce
spectral distortion. Whether or not a specific event will
undergo final processing depends on timing conditions which
can be defined by three overlap parameters , namely p , a
and B as follows;

- p - in any processing systems there is always a
lower time Ilimit p within which two or more randomly
occurring events cannot be recognised separately and will bu
processed as a single pulse. The parameter p is normally
referred tc as the pulse-pair-resolution time for pilcup
rejection. In energy analysis, it p is small relative to w*
and the neight of the amplifier pulse is nearly constant
over a ti.?e p near its peak, then practically full summing
of analysed pileup events will result from peak-on-peak
pileup. Larger values of p will also allow analysis of
leading edge and trailing edge pileup pulses. This overlap
par meter always has a finite value that cannot exceed w¥*,
i.r. 0<*p<-w*,

- a - If the time between a current event and the
next event is greater than Z*+ a then the current event will
not be rejected by the next event; in fulse height analysis
if -f*<* a < 0 then spectral distortion will be caused by
amplifier leading pileup - hence & will be referred to as
the leading overlap limit, and

- 6 - If the time between the end of the processing
time of a previous event and a current event is greater than
6 - Z* then the current event will not be rejected by the
previous one; if -(w*- Z*) <¢$§ < 0 then spectral distortion

will be caused by trailing edge pileup - thus B will be



referred to as the trailing overlap limit.

Negative leading ,nd trailing overlap limits are
mutually exclusive with p so that -w* <m a ¢ B- p. Positive
values cause unnecessary rejection but do not cause pileup
distortion of the spectrum.

The introduction of these overlap parameters greatly
simplifies the derivation of the signal processing

efficiency P.

d.3 Effective processing time and efficiency
The probability P that a randomly detected event will be
processed without pileup distortion can still be expressed
simply with the following effective parameters
wm wt a ¢ 8+ p « effective extending processing time
* effective leading edge 8.3
and t * t*+ B + p m effective non-ext. processing time
for extending processes
P * 1/Fxp(rw) 8.4
and for purely non-extending processes
P - 1/(1 +rt) 8.5
The absence of the asterisk indicates that effective
parameters are used and that the probability excludes the
pileup distorted part of the processed spectrum. P is a more
realistic measure of system efficiency than P* particularly
in signal processing not followed hy data processing that
unfolds pileup spectra.
When both extending and non-extending processes occur
the probability becomes (see Appendix 8.6) -
6.6

where t and t" depend on how much the non-extending process



lengthens the extending process as given in Table 8.1.

Equations 8.4 and B.5 are readily seen to be the
limiting conditions of equation 8.6. If the total detected
event rate r consists of spectral components rn (i.e.
j > Ltt ) where the subscript n refers to events of energy
between n and n ¢ 1, and if the effective non-extending
processing time t varies as tfi, as for example in ramp type
analog to digital conversion systems, then the probability,
this time in original parameters, becomes

y oo L/« <«*ee**ey f [HFF*“](1-? n/t) nt *| b.7

the summations extending over all detected components.

Table 8.1 Effective non-extending processing times

Process relationship

0 0
tn<* w * 4
( t * <e W*_ 4. 0 0 1
w- t A% tn- We < 0
(ye- ¥e< t *<e w¥+ g wry (¥ 0 )
w < tn In" w
(*++ a < t; LI? .2 A J?-

The foregoing equations have wide applicability in
random event processing systems. They can be used from the
simplest counting systems to high-rate coincidence
spectrometry and pulsed-optical feedback detection systems
to provide a precise measure of the efficiency of data
acquisition. Their analytical nature forms a basis for

evaluating systematic errors in a wide variety of l.*ming
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ifateras used in present-day random-event processors.

8.4 Relative importance of various processing parameters
In most pulse processing systems, only the familiar
parameters w* and ** are specified.

The extending parameters w* and f* are usually expressed
in time constants TC, w* ranging down to 5,5TC or even
lower, and I* usually around 2,2TC for modern semi-Gaussian
amplifiers.

For high-energy (MeV) analysis with solid-state
detectors of about 0,14 resolution at fnll-width half
maximum (FWHM) the optimum TC at low count rates is about
2us (i.e. w**10ys) while for low energy (keV) analysis with
detectors of %34 FWHrt resolution, time constants up to 10ys
(i.e. w*yv50,> are often recommended by the manufacturern.

The non-extending time t* in ramp-type pulse-height-
conver tor s of 100 MHz rundown frequency ranges from around
50yB at 0,1% FWHM resolution to about 5ps at 10% FWHM
resolution.

Table 8.1 shows that only the portion of the
non-ex. nding processing time that is not already taken up
by extending processing time reduces the processing
efficiency P. At low energies where t* is usually less than
w*-f#, the non-extending time t* hardly influences P;
although at high energies P can be reduced substantially
more by t* than by w* if .* is greater than w*-1* for most
of the detected spectral components. However, if only one or
two minor spectral components are of interest then, as
equation 8.6 shows, the extending processing time can become

the dominant one even at high energies. For the analysis of
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a single element at trace concentrations, the signal
processing efficiency with ramp-type pulse-height-converters
can thus be practically the same as with discrete
pulse-hcight-discr iminators having much smaller t*.

In most commercial spectrometry systems the combined
overlap times a+ 6 + p can readily amount to w*/2 and
influence P by an additional half as much as w¥*.

Whereas negative values of a and p result in pileup
distortion of the spectral background and positive values of
u end Bcause unnecessary rejection of good amplifie.
pulses, zero values allow the highest signal processing
efficiency with the lowest piloup distortion.

In systems with iut specific pileup rejection,
trail ing-cdge pileup distortion car. be overcome simply by
analysing only the first peak in a pulse starting from the
noise threshold. In these systems 6«> [*, ai. excessive
positive value, and because a m -p m - I* leading edge pileup
distortion occurs.

In systems with specific pileup rejection p is
considerably smaller tnan I*¥ and a m> 0. However, almost
always it is found that g»> »* whereas practically zero
values could readily be implemented for both o and g.

Commercially available systems are thus seen to be
somewhat wasteful in rejecting amplifier pulses
unnecessarily. At low count rates, i.e. for rw < 0,1, where
most systems tend to be operated, this hardly matters, but
at increasingly higher rates this aspect becomes

progressively more impoi*ant.

for a given effective extending processing time w, the



spectrum acquisition rate for any component rnP reaches a
maximum at a total detected rate t m I/w. At higher rates
the signal processing 1is very inefficient i.e. P m l/e m
0,368, and well before the efficiency has dropped this low
it may be advisable to trim w*. Reductions in w* must,
h iwever, be carried out judiciously as they worsen the
system em yy resol on; a comprom.se between efficiency P
and FWHM energy resolution is called tor.

8 fileup rejection
The need to reject amplifier pulse pileup is not always
clearly understood. In systems where non-extending
proc >sing times t* exceed the trailing edge w* - %%
non-rejected pileup pulses unnecessarily add to the total
non-exnding processing time, but in most cases the
reduction in P is not significant. When for all spectral
components t* <m w* - [* pileup rejection has no effect on
the signal processing efficiency whatsoever.

Without rejection, pileup causes a count-ratc dependent
oac kground of relatively low intensity over the whole
spectrum. For most spectral components where this pileup
background slightly augments an intense natural background,
pileup hardly affects the spectral quality. The real need
for pileup rejection, however, arises for minor and trace
spectral components that lie in a natural background region
of low intensity which might be overshadowed by pileup
background.

The total pileup intensity 1in spectrum acquisition,
relative to the total natural spectrum intensity is given by

(e-r(ad4 &-p) - i) where positive values of a and p are taken
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as ecro, because with positive values there 1la no pileup
distortion. The pileup components of a spectrum are made up
of (partial) energy summations of the natural spectral
components. The relative spectral distortion in a particular
spectral region of low intensity can thus be far more severe
than the mean value for the total spectrum indicated by the
above expression.

To cum up, the signal processing efficiency P of a
system can be completely described in terms ox the total
Detected event rate r, the familiar parameters w*, , and
t* and the three overlap parameters p, a ami 6. The pulse
width w* or, more correctly, the system time constant TC
influences the energy resolution, while the overlap
parameters determine the degree of spectral distortion from

pulse pileup.

8.6 Appendix: Derivation Of equations
dean of the number (1 + c) of events jpccurr ing for “ach
analysed event.
In a PHA system every detected event is followed by an
extending processing timet

w* m amplifier pulse width
The point of optimum resolution for analysing the pulse
height occurs at

m heading edge (time to pe<./

after the event.

Only analysed events cause non-extending processing time

tn * n/l & roc

where

n m cnannel number
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£ m ADC rundown frequency
me * ADC stretcher + resetting time + memory storage
cycle time

It p is tie pulse pair resolution time tor pileup rejection
and ii the pulse peak of an event has to occur at least an
interval 6 after the end of the processing time of the
previous event* and at least an interval o before the next
event* in order not to be rejected, then:

wm ** + n+8+p» effective extending processing time

1m 1¥ ¢ a m effective leading edge
and tnm t** 6+ p e effective non-ext. processing time
When ¥ w¥ <=D < 0, spectral distortion is caused due to
trailing edge pile-up and when -f* <* o0 < 0* spectral
d4s tor tion iscaused due toleadir* edge pile-up. Values ot
nand 6 equaltozero are the optimum for pile-up rejection,
whereas positive values cause unnecessary rejection.

The non-extending processing time of non piled-up events
starts at a time %or &*, whichever is the larger, after the
event. The trail in] edge of the amplifier pu’ie overlaps
with t

The following equations are derived for £*<- **f

symmetrical results would be obtaintJ for {*m> jw.

Let
r w- I for tn < w ¢ &
tn for w-£ <tfi <- w
w for w <tfi

r * random event rate

Q(i) = probability that there will be i events between

any two successive analysed events



A) Then for a fixed non-extending processing time tn<- w the

U(i)'s can be derived as:

0(0) « e’rt

Let M » (1 - «rw 11
and L 4 (1 - ¢e""Il.
then
Q(2) mWO(l)+  1*0(0)
Q(3) =+ WO(1>+¢ WLO(0) ¢ UJd)
Q(«) - W30(1)+ W2LOIO> ¢ 2M W)<1) ¢ LI Q«01
0(5) - WUtl) ¢ WLQ(0) * 3IW2L0(1) ¢ 2MI2U(0) ¢ L20d)

etc.
For i and j > 0 the jth term of Q(i) »"
a ., r for 0661
Ccu,) ' 1 . L') 0(0) for even j
Substituting
¢ 1| lot odd )
K m L for even j
and m =m - )

the zeroeth statistical moment becomes
EO(1) - 0(0) & 1 *0(i»))
] *° . 0,0, *3 'uLl o0.0, * 14-30,1,
m 0(0) + t HLk0,0) + Ok 1QX> KX*W 1
0(0) +k-1(erJL-l)0(0) * er 0(1)
- 1 - the total probability
and the first statistical moment becomes
Z10(i)- %1 Ak 0(0) " (m ¢ A |

n (u-iou, n%o



kn ¢ -1w u<»>N~"

* (TTRT,* Ki'l
(O(O)-fEtt ¢ 0<1)lirHI-e'rt)e2rI* Q dlyi” - e2rl
er- - 1 +er" - er(w"t>

« E(o « E( +¢] -1
the mean number of events between successive
analysed events.
B) tor a fixed non-ex tending processing time tn > w the
events occurring during the trailing, non-extending interval
*ta ~ w” ate foisson distributed with parameter r (tfi - w).
Tne above mean is thus increased by r(tn - w).
tic| -irtw - 1 4 er - er,w-t) + r(t -w
O Fora variable non-extending processing time tn where
In “rate of component n requiring anon-extending
processing time t
Let

° r 0 for tn<«w-f
m t-wt «'l rw4f and t" wm*() for w-t<tn<-ti
-tn-w for w<tn

E[l+c) =m 1 ¢ E|c]

then

I 2 (eiw -1t el" - . ce'"< 1T * rf)rn/r

«rw ¢ . 11U - E »V A, tfrg*
l’'p — »

whicn is the reciprocal probability that a owtected event

will be analysed without pileup distortion.



k« 1 mi-w 1-k

4
(0<0)£g- ¢ UtDy~-Hl-e rf)e2r'e 0(1) - e2rl

- erw - 1 & erfi -
e ijcl e Db(i + c|] -1
* the mean number of events between successive
analysed event:
B) tor a fixed non-extendiny processing time tn > w the

events occurring during ti trailing, non-extending interval

icn - w) are i>oisson di ‘rioutei with parameter r(tn - w).
Tne above mean ia thus increased by r(t - w).
Me) <+ erw -14 erl - er*™w t"4 r(t_ - w

L) For a variable non-extending processing time ti where
rn " rate of component n requiring a non-extending

processing time t.

Let
-0 for tn<-w-£
» t-W4 rW4£ and t" * - ( for w-£ <tn<«w
tn-w for w<t
n
then
E114C] 1 4 E|cJ
rw % %
- 1 -1 4 eI _ P ( I ) + rt")r_/i

erw 4 erf£ (1 -?e"rt rn/r) 4 § rnt'
« 1/P 4
which is the reciprocal probability that a detected event

will be analysed without pileup distortion.
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V ANALOG SIGNAL PROCESSING IN THE GOLO ANALYSER

S#.1 The gold / r' peaks
Quantitative evaluation of two intensity-correlatea peaks
would be straightforward it they were Gaussian. The KB, and
Ks$2 peaks are, however, an unresolved triplet and doublet
respectively. Peak broadening <aa readily be observed in
tigure 7.1 where only the Pb K*. peak is a singlet, when the
sys tem nau been adjusted for higqh»r resolution, peak
mnouloers coulu be observed. For evaluation of
peaK-to-backg round ratios tne individual lines need to be
defined more precisely.

The Kaj and KQ2 lines correspond to monoenergetic
transitions from two L atomic levels to the K level.
However, the energies listed in Table 7.1 for the g' lines
arc averages of groups of transitions from three M atomic
levels and two N levels. The Siegbahn notation for the
individual lines and their energies, calculated from
differences in binding energies (Lederet, 1967), is shown in
Table 9.1.

A literature search for the relative individual
intensities did not tu&n up reliable data The values listed
in ASTM US46 (JohnsoM af al.,1970) do not total to the
intensity means in Table 7.1 nor do they tit the observed
peak shapes in figure 7.1. It was, tneretjre, assumed that

in the Siegoahn notation the lines hau been numbered in
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9*1 The gold KP peaks
Quantitative evaluation of two intcnsity-correlatea peaks
would be straightforward it they were Gaussian. The >i”* and
K& Peaks are, however, an unresolved triplet and doublet
respectively. Peak broaaening can readily be observed in
figure 7.1 where only tne Pb Khj peak is a singlet, when the
system hau been aa justed for higher resolution, peak
snoulaers coulu be observed, for evaluation of
pean-to-backg round ratios tne individual lines need to be
oefined more precisely.

The KqQ1l and K lines correspond to monoen«rgetic
transitions from two L atomic levels to the K level.
However, the energies listed in Table 7.1 for the $' lines
are averages of groups of transitions from three Matomic
levels and two h levels. The Siegbahn notation tor the
individual linen and Lheir energies, calculated from
differences in binding energies (Ledetcr, 1967), is shown in
Table 9.1.

A literature search for the relative individual
intensities did not turn uo reliable data. The values listed
in ASTM DS46 (Johnson i1t 7~ ., 1970) do not total to the
intensity means in Table 7.1 nor do they fit the observed
peak shapes in figure 7.1. It was, tneretore, assumed that

in the Siegoahn notation the lines naa been numbered in



Table 9.1 Individual K X-ray lines of gold and lead

LtVEL ES'ITD. ENERGY (keV)
LINL  TRANSITION INTENSITY  Au ce Pb
k*2 ;- K 55 66,99 72,60
ki i - K (100) 06.Bi 2,61 —%74,97
rk/i oM - K 3-0b 77 'J.40 64,45
Mi ]MI rtl 11 K 26 - 32 7"/\/\/\/\0,45 /64,94
ikia v - K US -3 76434 [ o041
s - K 3. 45 67,24
M1 K 4.5 - b 00.1114 87,36

order ot decreasing intensity as expected from calculated
transition probaoilitlea; estimated intensitici basea on
tni assumption are included in Table 9.1.

instead of creating tne five gold lines indivi ually,
the <« , and peaks can be nandled as approximately
uaussian peaxe waving effective peak resolu ions wider than
the tb Kw peak. because the two gold pea. . are correlated
their ratios can be treated as one composite peak in

calculating tne peak-to-backgrounu ratio.

9.2 .laximum available background r an

in deciding on the maximum available background region
t in units of o, available for the evaluation of the
peak-to-backgrouna ratio, first the available energy i1 gion
needs to be determined from the interfering tb and KB3

line energies and tne system energy resolution . Ne
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eltec Live energy resolution of the Au KBj and Au Keé2 peaks
must be defined in terms of I' . Compensation must be maae tor
the change from a constant background to a sloping
background. This is clone by adjusting the tmax, determined
from the energy resolution and separation of the gold anJ
leau peaks, by the ratio of the background intensity under
the gold peatcs and the adjacent regions.

Tne FWHM system energy resolution was given in eq.5.1

r « V1 5,5KCC + F°¢ | 9.1%*
over the limited range between the ?b Ka and K6 lines VE is
practically constant. Thus, taking an average energy of
80 keV, tne system resolution is

r » f(40bz ¢ r* ) ev 9.il>
which can be written linearly as the fundamental resolution
plus a noice term:-

F - 406ev + *rno
wnere * IM 1s the equivalent quadrature summed noise
contribution, for detectox systems under consideration *fn
ranges from about 5UeV to 400eV.

Jnterterence from lead peaks depends on the intensity of
the lead peak tails included in the background evaluation.
If exceptionally strong lead peaks are not to bias the
measurement of small gold peaks (Rv 0,1) by more than 10*
(negatively) tnen the background region employed should not
come within 40 (I.e. 1,7 FWHM) of the Pb Ka®* and Pb Kij
lines. The total energy region available is thus -

Pb Krtl Pb lip
from 74*/U ¢ 1,7 & to 844bO - 1,7 1 eV * 2a

i.e. from 75650 + 1,7*rn to *3770 - 1,7*1In eV 9.2b
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working with the blank backscatter spectrum i figpra 4.1
the intensity in this region relative to the total spectrum
intensity was found to be
in- 7,36X10'3 - 3,B4x10“6» M 9-2c

The effective resolution of the KB' peaks ir this region is
given by the system resolution I and broadening from tne
400eV and 100eV separation oi the dominant 6 lines. The
broadening cannot exceed the separation at high resolution
ana tapers off at poorer resolution. Over the limited
resolution range wneic Gaussi.n approximation of the

multiplets is appropriate the effective resolution of the B'

peaks was measured over a range of time constants,

changing

F, and was aetermined as
r iBil 500 + 0.5 rev - 705 ¢ 0,5%rn ev 9.3a
and P Mgl 60 ¢ FeV - 403 + *rn eV 9*3b

Tne PHIIM energy regions tor the Au KBl and Au ‘2 peaks ar
baseu upon the data given in Table 9.1, thus*

77900 j/'l/i1  i*e. from 77 54u-"*r nto 70251+~"~ 9.4a
and 80100 M’Vi* i,e* “rom 7986d-i*1 nto 80332+** In 9.4b
Tne relative intensities ot the background spectrum in
.igurs 4.1 for these regions were found to be

in- 6,24x10-* + 5,75x10-*Tn

9e5a

and -fn. 3,03x10-4 + 7,57xJ0"7* n 9e5b

respectively, giving a total FWHM B"B2 relative background
intensity
in - 1,13x10-3 + 1,33xI1C b*rn 9*bC
The total available background region finally is given

by the intensity relationship multiplied by V(2*nZi



9.3 iwo- and pseudo-two channel analysis
In Table 9.2 i is §iven at various resolutions. For
two-channel evaluation the optimum position of the inner
uiscr iminator from Figure 6.6b 1is seen to be for this
limited range of tmax and R 'v 0,1 at about 1,36 o, which
corresponds to a convenient setting at full width 101 peak
height (i.e.FW4/10M) of prominent gold KB' peaks. The
t W4/10i11 positions of six discriminators A to F for two
channel evaluation o1 the gold Kt' peaks are shown
schematically in Figure 9.1. Counts frctn the two peak
regions uC and 0% are summed into one counting channel and
ha * CO + fcF into the other. In pseudo-two-channel
evaluation, two discriminators each would be required tor B,
C, Dand E, all in all ten discriminators instead of six,

Also shown in Table 9.2 are the standardised two-channel
and pseudo-two-channel variances from Figures 6.6a and 6.7a
iur R « 6,1. In the double B' peak evaluation the variances
or measurement times with a two-channel scheme are only 3 to
o* higher than with e pseudo-two-channel Bernnv* at a saving
of tour discriminators in ten. An approximate comparison ot
the pseudo-two-channel evaluation for only tnc KBIL peak and
the two-chunnel evaluation for both KB' peaks shows that the
two-channal scheme would increase the measurement time per
peak by about 74, but this is more than compensated for by
the 9/35th additional information contributed by the Au KB"
peak; the latter scheme thus permits at least 13* (i.e.

9/(35 + 9) - 74) taster measurement with the same number (6)
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of discriminators.

From the above treatment it may be concluded tnat with
six discriminator, two channel evaluation of both the Au K&"
and Au KB2 peaks is an optimum scheme fcr gold ore analysis
with a simple fielu instrument. This is only 16% slower than
is theoretically feasible with multichannel, weighted

leest-squares Gaussian evaluation.

9.4 The .ak-tc-backgrounb ratio detection limit
ihe variable parameter in the previous section, the system
resolution I, is a function of the amplifier time constant
TC. Longer time constants give better energy resolution but
lower Signal processing efficiency F. A combination of
parameteis is, therefore, sought which allows the shortest
measurement time Tm for a specified precision.

At a given detector count rate, r, three factors varying
with r influence the required measurement time - the
standardised variance V°, the specified peak-to-bac kground
ratio h and the signal processing efficiency P.

A detection limit tor a peak-to-backgrouno ratio of
R m 0,1 may be irovisionally specified at the fundamental
peak resolution (rm«o). If, according to Currie (196U), for
5% errors of the 1st and 2nd kind a 1,65 S,D. critical level
and a 3,2c¢c S.P. detection limit (i.e. coefficient of
variation CV"1/3,29) is adoptee, then the variance in R of a
measurement a* the limit has to be

V- Rx 0:2 - (0,1/3,29)2 - 0,00092 9.7
in the two-channel evaluation the standardised variance

(iW) at the fundame tal resolution (for r .ich tmaxe7,70) is
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The 2 o background count (for 2 sided evaluation) thus ought
to be
B mb VeV
From equation 9.5c¢c the 2¢ relative intensity in the spectrum
of Figure 4.1 1is
(rB/r) - 1,13x10-3/V(2In2) % 9,6x10-4 9*9
The total analysed count required for the specif it J
detection limit (R*0fl for 17*0) is therefore
(~) counts 'v - vil counts
v 939600 x VB counts 9.10
As the resolution gets poorer the peak intensity remains
constant giving a smaller but wider peak, the bad :uuna
intensity per unit energy remains unchanged, bui the
intensity per peak resolution increases so that tne
peak-to-backg round ratio decreases. For the gold KB peaks
the increase is proportional to the value given in equation
9.5¢ and tne detection limit ratio can be specified at any
resolution as
Re 1,13xiu"4/(1,13x10-3 + 1,i3xiU vTn) 9,11
The different R'e correspond to the same gold
concentration and if the CV of the measurement is to remain
constant (at 1/3,29) then, according to equation 7.3, the
total analysed count (eq. 9.10) has to be increased by 0,1/R.
At a detected count rate r the total analysed count is
given by rTmP where Tm is the measurement time and P the
signal processing efficiency. The measurement time to

accumulate the required number of counts at the specified

detection limit is therefore

- Y¥e>-btfl
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The r nal ptocess efficiency in single element
analysis
P m Exp(-rw) 9.13
where w is the effective pulsewidth (chapter 8) wusually
measured in system time constants TC. In efficient signal
processing systems typically w % 5#5TC or even smaller, but
in less efficient systems w can readily exceed 12TC. The
resolutic.i r of a system depends maimy on TC and not on the
tactor w/TC. In Table 9.3 the system resolution (at 80 keV)
and TC are given for a typical200mm" germanium detector,
and P has been calculated tor a total detectedrate of
r » M kHz wnich amounts to a aetecteu flux of 25 kHz/cm
The ratio R and 2 in Tabic 9.3 were calculated from

equation 9.J1 anu wVre taken from Table 9.2. The time

Table 9.3 Data acquisition parameters orc analysis

:or a typical 200m2 Ge detector at r f.50 kHz

resolution TC P»Exp(-rw) Limit
PicV) /s 5 5I'C(12TC) R
400 — — 0,1 11,0 —
450 4.8 0,40(0,19) 0,094 11,4 569(1467)
500 l.x 0,74(0,52) 0,069 11.8 402(573)
550 0,6b 0,84(0,66) 0,065 12,2 385(477)
000 0,42 0,89(0,78) 0,061 12,7 396(455)
650 0,32 0,92(0,62) 0,077 13,2 421(468)

700 0,24 0,94(0,67) U,074 13,8 451(466)
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roijuireu to measure the spcciiled R with a cs/ * at
r » 50 Kriz calculated trom eq. 9.12 1is shown in the last
column ot the table ano in Figure 9.2.

A minimum measurement time of Tm - 3d5 (4b5) seconds is
indicated for the specified ratio detection limit at a

ays mtime constant of TC * 0,6 (0,4) ps.

y.5 j/sturn time constant ana detectsr size
Similar calculations were performed tor some larger ana
smaller planar uetectors at a flux ot 250 Hz/mm'. The noise
resolution (in eg.9.la or t) was assumed to be aired
proportional to tne detector capacitance ot 22,5 fF/mm2 plus
a stray capacitance ot 5pF as discussed in cnapter 5.2.1.
The measurement times tor tne speciileu ratiouctccticr
lirit (eq.9.11) arc snown in Figure 9.2 andthe minimum
values are reproduceu in Figure 9.3.

Figure 9.2 snows that the minimum measurement times at a
total count rate ot 2a0 Hz/mm2 are attainable at TC 'v 0,6ps
lor a wid range of detector sises.

IThe measurement times tor the specified ratio detection
limit are inversely proportional to the detector size when
tne size is small but above 100mm2 poorer resolution and
lower signal processing efficiency counteract this trend, in
Figure 9.3 tne lowest measuring time ot 293 seconds is shown
tor a 4Uumm2 detector running ai luu khz. Tne measu cmcnt
time required with a 200mm2 detector at 50 kHz is, according
to this analysis, %304 higher than the minimum attainable
with the larger oetectors that cost disproportionately more,
in most signal processing systems, however, cuunt rate- at

high as 100 kHz would cause resolution degradation in
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addition to the capacitance noise contribution already taken
into account. Tnis would increase the minimum measurement
times ot the larger detectors as Indicated by the arrows in
figure 9.3, shitting the lowest point ot the curve to
smaller sizes.

Tnis analysis has shown that a germanium detector size
ot 2U0mm* (a standard size in the industry) would be optimum

for the measurement of gold ores.

9.0 The gold concentration detection I["imit
Tne ratio detection limit provisionally specified in section
J.A (eq. 9.11) <can be related to a certain golo
concentration. Absolute derivation of tne relationship from
fundamental parameters is oeyond the scope ot this thesis as
tne differential scattering cross sections am not readily
available. An empirical determination ot the concentration
detection limit follows below.

A powdered ore sample assaying approximately 400 p.p.m.
gold was measures with a 200mm* Ue oetector and a system
time constant r*> 0,5 ps at r - 50 kHz. The total gold Khi
and Kpeak counts above tne interpolated background were
determined as 58500 + 19200 m 77700 counts. The FwHM
resolution of the system at 80 keV and >0 kHz was determines
as 600ev, and from eq. 9.3, fiB”1l m 800eV and rlB-] m 660¢cV.
The interpolated 1o (i.e.r/2,355..) background counts were
27000 and 12000 respectively totalling 39000 counts. The

peak to background ratio determined for 400 p.p.m. was

tnerofo:* 77700/39000 m 2,0. Tne detection limit ratio

specified by equation 9.11 and the parameters in Table 9.3

tnus correspond to a concentration detection limit oi (see
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5th row ot iabic y.J) -

400 x U,Ud1/2,0 - 16 p.p.m. gold
and a measurement S.D. = 5 p.p.m. gold.
with a 200mm” Ge detector ano an efficient signal processing
system (w - 5,51C) tms limit can thus be measured in 385
seconds at a count rate oi 50 kHz. tor single measurement
times up to a few hours, at this count rate, the detection
limit is inversely proportional to the square oi the
measurement time, beyond this, long-term instrument
instabiliy may result in measurement standard deviations
that exceeu these lower standard deviations derived freir.

counting statistics alone.

y.7 ulscusjion
ine values ot several oi the parameters used in tms chapter
were decided on from measurements with systems pilfering
appreciably from an optimised system tor gold valuation.
Tntty served to 1illustrate the procedure oi arriving at
optimised conaitiom, but they may be revised as the
optimising criteria can be more precisely defined.

The choice between CV«-1£)9 and other isotopes rests
mainly on the need fcr rapid measureircnt oi very lo
concentrations. It measurements arc not performed in situ
then slower measurement might be acceptable and a less
costly isotope might suffice.

The choice of the energy region is determined by the
occurrence ot interfering elements in the ore. The decision
to include the Au peak in the evaluation was made in the
interest ot taster measurement, as i1t does nov 1involve

additional instrumental complexity.



The reason lor optimising the evaluation tor peak to
background ratios below 1 is that tor void ore valuation the
measurement or low concentrations, particularly of marginal
gradus, 1is considered more important than that of high
concentrations. Ratios as high as R m 10 can be expected
occasionally, but even their non-ophimised evaluation would
turnisn a measurement precision in excess of requirements.
Tne optimum precision to which an individual sample needs to
oe measured will depend on the use to which the measurement
is put, and will be discussed in the next chapter. The
oetection limit of 10 p.p.m. in 385 seconds, arrived at in
tne previous section, can, by means of equation 7.3, readily
oe adjusted to any particular neea, probably as low as
fractional parts per million.

A count rate of 50 khz average was assumed from
estimates of the count-rate handling capability of a number
of commercial systems. This rate, i.e. 250 tlz/mrz, received
in a 200mm” aetector from a fluoresced sample 50mm away,
gives an acceptable radiation uose rate at approximately
125mm behind the detector where a portable probe would be
held. If this dose rate is not to be changed, then the count
rate for different size detectors must be proportional to
tne it area. However, the optimum sample distance depends to
some extent on the thinness of the tabular deposit and the
count rate would change considerably with a small adjustment
oi the measuring distance without a significant change in

dose rate. It may thus be advisable to operate at a

different count rate, most probaoly at a higher rate,

depending on the types of deposit encountereu.
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nomination ot Table y.. Shown that an auequate

interterence- tree region is available tor evaluation at the

gold Kg'S. The change in tmax with resolution is associated

with a moderate linear change in the standardised variances,

in fable !# 3 it can be seen that the latter change 1is

smaller than tne change of the composite ratio ot

slightly

the tvB' Peaks and background. The exponential change in

signal processing efficiency has a similar but opposite

eifect on the measurement time and this time thus has a

pronounced minimum in the resolution range considered.

comparison of an efficient signal processing system

with a less efficient system (TC/w « 12) in

iable 9.3 snows tnat optimum measurement times are about

05/3tii i.e. Id* longer witn tne latter system. It is

possible to obviate this increase by careful design based on

thorough unuerstanding of tne processes involved. The

concept of pileup overlap parameters evolveo in this thesis

has greatly facilitat d this. At lower count rates there

would be less ot a difference in measurement times, but at

tne more probable higher count rates the difference

increases snarply.

in this Chapter it has been shown that tor in qitu go’
ore measurement a two channel scheme tor the evaluation ot
the minor gold Kf* and Ki® peaks on the scattered background

ensures good efficiency with an uncomplicated instrument. A

uetcctor and efficient signal processing at a time

Jem

constant of TC - 0,6h6 permit optimum measurement times at a

constant detector flux. At 250 iiz/mm” the (3,29 ti.U.)

uetection limit is 16 p.p.m. gold in a measurement time of



385 seconds. This limit is inversely proportional to the

square of the measurement time and the square of the count



10 QUANTITATIVE MEASUREMENT OF ROUGH ORE SAMPLES

In Chapter 4 consideration was given to the source-sample-
oetec tor geometry* In this chapter the geometry ol the
sample itseli is considered. Geological samples normally
require preparation before quantitative analysis, typically
nomogenisati on of the sample and presentation in a
reproducible measuring geometry. Such preparation is not
feasible where mine slope faces are to be scanned for goli
ore valuation. The samples, i.e. the areas on tnc face to be
measured, have a rough surface, particularly in the gold
containing regions wnere the rock may be more friable than
in the waste rock above and helow the reef.

Furthermore, the thin layered, sedimentary nature of the
deposits requires that the area concentration of gold in
g/m2 (or related unite) instead of the volume concentration
in g/m"* be determined. Accordingly it is necessary to
determine the area concentration by viewing the layered
deposit edge on, which is a difficult sample shape for

quantitative measurement because of its heterogeneous nature.

10.1 Homogeneous concentrations
In the laboratory, where a constant measuring geometry can
be assured, absolute counting of the gold peaks plus their
background would give a quantitative measure of the gola
concentration in homogeneous samples. Alternatively at

variable count rates the counting of tnc golu peaks plus
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their background relative to the easily measured Compton
peak would give a quantitative measure.

decause the detected count rates vary approximately as
th-i inverse square ot the radiation path length, absolute
counting of the gold peaks plus background would not be a
quantitative measure. Moreover, for rough surfaced samples
the finite dimcneions of source and detector and tnc
comparatively short radiation path lengths result in a
oackscatter angle at the sample from source to detector
wuich is significantly smaller than 180°. with a smooth
surfaced sample this angle may be held constant, but with a
rough sample it varies with changing radiation path lengths.
As sLiown in chapter 4 the background under the gold peaks is
influenced by tnis angle. For rough surfaced samples the
Compton peak and tne background wunder the gold peaks,
therefore, do not have a high enough correlation for the
quantitative determination of very small gold peaks by the
relative counting of these peaks.

the background adjacent to and between tne two gold Kp
peaks is, however, well enougn correlated with the
backgrouno under the peaks for the determination of very
small peak to background ratios even if the radiation path
length ana scatter angle vary appreciably.

Over the limited energy region from the lead Ka" peak to
the lead K63 peak the mass absorption coefficient of the
rock matrix decreases by about 151 but the mean mass

absorption coefficient of the background energy regions

adjacent to and between the gold X8' peaks hardly differs

from the mean mass absorption coefficient of the two k 8
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yeak energy regions, with the same entrance and tn* same
exit aosor ption coefficients, tne singly scattered
background photons thus follow the same radiation paths i.e.
the same sample depths as tne exciting and fluoresced
photons.

The multiple scattered background photon follow
slightly different radiation paths but they constitute only
a small proportion of the total scattered pnotons.

ine nett gold peaks and the regional background thus
come from the same sample and, mere fore, their ratio is a
good measure of tne gold mass concentration.

uecause different parts from the sample contribute
aitfetent proportions to the total dctecteu intensity tne
(unveil .au) ratio of gold to background 1is a ne sure of
concentration only for a homogeneous samcle. It the mean
tad ation path lengths v-ry greatly while scanning rough
surfaces, the relationship betwee.. the ratio of golci to

background and gold concentration may be j-oorci.

j.0.1 Tnin layereu sedimentary concentrations
me majority ot tne ..itwatcr sr and gold deposits are thin,
layered deposits. Although the "reef conglomerate may be
several decimeters thick, tne gold is often concentrated in
a layer or layers less than 5cm thick, sometimes existing
only Detween <he contact of two sedimentary layers.

Tncse deposits are min-d edge-on, tne complete thickness
ot the gold bearing layer being extracted with additional
waste rock above and below it. For ore valuation the ar.ount
ot gold per area minjd needs to be determined, regardless ot

the thickness wined i.e. regardless ot tne 6tope 'width'.



The valuation unit most commoniY used in the gold mining
industry 1is the area concentration unit g/m‘ divided by the
rock density (2,76) t/m3 to give i.g/t, or more rationally
crn.g/t. The advantage of this area concentration unit is
that the values for several layers are additive and that on
division by the stoning height (in cm) it gives the
extracted or mill mass concentration in g/t, or divided by

the sample height gives the homogeneous or average sanole

mass concentration in g/t.

in the horizontal direction, or rather in the olane of
the reef, scanning with the fluorescence orobe effectively
homogenizes a sample; however, normal to the reef plane a
heterogeneous sample is seen by the orobe. When the distance
between the probe and sample surface increases the effective
sample height increases while the effective samole deoth
decreases, 1i.e. more waste rock above and below a yold
bearing layer 1is seen by the orobe, and the measured
concentration (in g/t) decreases.

A lcm thick cemented ore slab having a homogeneous gold

concentration was sandwiched between large blocks of waste

rock to simulate a narrow reef. Edge-on measurements at

various distances of the probe from this samole and at
various distances )f the orobe axis from the centre plane of
the slab a*e shown in Figure 10.1. These illustrate the
substantial effect the -measuring geometry has on the
precision in the quanti.atWe measurement of heterogeneous
samples.

To prevent wide fJ -ctuations in measured concentrations

of the same sample the variation in distance between'the

sample surface and the fluorescence o, be may be 'limited
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to a fixed range thus limiting fluctuations in the measured
peak-to-background ratio from this source to acceptable
values.

Restriction of short measuring distances to within a
narrow range is mechanically not feasible on rough surfaces
and another way was devised. It was found that the total
count rate 1is inversely proportional to a low cower (% 1,4)
oi the orobe to sample distance. The count rate in the
energy region between the Pb Ka. and Kg', oeaks is a good
measure of the distance to the centre of mass of the
measured sample, but this rate is rather low. It was found
that the total count rate above about 53 kcV, which is far
nigher and therefore can be measured far more precisely over
short periods, can give an accurate indication of the

distance. In Figure 10.1 the regression of count rate and

1111 larEi m dec
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probe-Lo-sample distance xs snown, ana tne two stanauru
deviation limits to: measurements ox live milliseconds are
indicated.

in practice the eitective distance was restricted by
interrupting uata accumulation tor gold peak-to-background
determination whenever the total cour» rate, measured with a
iatemeter, tell outside ''wo set ccunt-rate limits. These
count-rate limit* could .e cnoscn to correspond to limits in
the probe-to-sample distance over which the maximum errors
in a single measurement were acceptable. These limits would
noi mally oe ascer taineu trom sr.ooth-surtaced stanaara

snn.wich samples, but the somewhat large: variations in

IB*

1Bl
Distance (mm)

Fig. 10.2 Total count rate (>50 keV) ve. probe to eampli
dietancei — <+ two et. dev. for 5Sne
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distance trow particular small portions ol icugn samples

neeu& to oe taxen into consideration in tne final settings.

10.J 5iape ot the fluorescence sample
*ne vertical profiles in Figure 10.1 reflect cne effective
cample shape in the determination of area concenllellon
value*e

with a co-axial source detect or geometry a flat surfaced
sample nas a snape similar to that ol a segment Iron a
spnere. It tue segment is vie*eu as a series of concentric
she dIs, tie different layers would contribute oi fcrent
proportions per unit (sanij re) mass to tne measurement, 1i.
tue innermost layers, which are do- st to tne prooe, have
tne h.ghest measuring weight. >.ith sources (or detecturs)
collimated to less tnan 2n steradians the edges uf tne
ueeper sample layers are truncated. ..ith rougn surfaces tms
layered sample is effectively distorted in the direction of
t..e source radiation paths with slightly increased measuring
,eignt being given to sample sections positioned closer to
tne source.

ine effective sample depth is fixed by the sample s mass
ausorp tion coefficients tor ootn tne exciting ana the
excited radiation anu tnese are constants tor tne relevant
energies in the gold ore mutrix. ihc sample uepth,
therefore, 1is a constant even it tne sample surface 11 very
rougn. A constant area ol tne progect u ore booy is thus
measured edge-on witn a fixed oeptn vertical profile, as

reguired tor determination of area concentrations.

it tne separation between the source uhd uetectoi 1is

small relative to tneir distance from tne sample surface.



tne line normal to the surtace ot the sample is an axis ot
sample symmetry.

So far calibration factors have been empirically
determined with sandwich ore samples. More work still has to
ue done to calculate the sample shape tor the conversion ot

mass concentrations to area concentration units.
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11 INSTRUMENTATION FUR THE GOLD ANALYSER

11.1 Instrumental requirements
Tne main instrumental requirements were the following:

Portability even in difficult locations underground.

Radiation, cryogenic and electrical safety.

Simplicity of operation, and

Fast measurement of tiace quantities.

- pot facility - The gold analyser is by present cay
standaros, a very complex field instrument that sometimes
has to be operated wunder very difficult conditions.
Packaging of the instrument presented a major challenge as
ruggedness is essential for underground conditions. It was
realized that several kilograms of instrumentation were
involved. Since this weight cannot, for prolonged periods,
be carried as a single package with an outstretched arm
while fcanning a slope face and crawling or crouching, it
was occiaed to use a handheld measuring probe connected by
caole to a chest pack (ne back pack). The chest pack
contains all the components that need not be in the probe so
that the probe can be as light as possible. The lighter the
probe the less it will tire the operator and the less
inclined he will be to discontinue measuring or to scan
inaccurately. The negatives are appropriate here as

underground conditions make the operation strenuous.

- Safety - Aspects of radiation, cryogenic and
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electrical intrinsic saiety in explosive (methane)
atmospheres were given careful attention from the outset ot
the project and are discussed in chapter 13.

- operational simplicity - An instrument as complex
as this could easily overwhelm an operator if he had to
control a large number of the functions under mining
conditions, during the development a method of operating the
instrument was evolved by which tne operator may focus all
nis attention in scanning the correct strata in the exposed
mine face. Operational control tor scanning was reduced to a
single lever in the probe supporting grip. This lever
allowed automatic sequencing ot measuring and data storage,
and actuated the source shutter and sample illumination
lignt. Automatic storage in the instrument of all the day s
data reuuccs drastically the amount of writing an operator
has to do underground, and it eliminates human recording
errors.

Control of the measurement during scanning is via a i
digit Ltd display and a 9 LCD bar on the front ot the probe
within tne field of vision ot the operator for almost any
orientation ot the probe, during measurement the b digit LED
oisplay functions as a Jean rate monitor (displaying
percentage of preset background counts) to assist the
operator in maintaining a fairly uniform scanning speeo
parallel to the rock face. On comoletion ot a measurement
tne measured gold value in calibrated units is shown on the

display so that the operator can immediately base his

valuation strategy on this value, on storage ot tne valu.

tne number of the measurement (from u to 255) is displayed
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so that the operator may (occasionally) note down the
correspondence between measurement number and the exact
location in the mine, or record other comment's on the
measurement.

The 9 LLD oar is a ratemeter display fuctioning as a
prooe-to-sample distance indicator. Should the distance be
outside the range limits, the display flashes and data
accumulation is interrupted.

Tne sample light and LSD displays also serve as warning
indicators for possible instrument malfurtions.

A great deal ot effort ty the manufacturer of the
prototypes nas gone into stabilisation ot the electronic
circuits so that the instrument will not require
recalibration under wiaeiy varying, harsh conditions and
over extended per loos. Controls for (e.g. weekly)
-.libration chccKS are, however, accessible in tne chest
pack. High instrument stability greatly simplifies its
operability.

- Fast measurement - Optimum parameters fur efficient
Hnd high quality signal processing were discussed in
previous chapters. Tne implementation of these parameters in
some respects had to oe compromised with limited battery

caoa':ity available in a portable field instrument.

I1 1 t.volution ot thc instrument
Tne firjt experiments in the laboratory were performed with
a 3mCi Co-57 source, a lithium drifted germanium detector
with 30 li« re cryostat and an amplifier plus multichannel
analyser.

This developed towards 10OmCi Cd-109 excitation, a



hyperpure germanium detector in a 3 litre omnidirectional

cryostat which was portable although it weighed 11 kg.

Pulsed optical feedback was used in the preamplifier. The

amplifier incorporated pileup rejection and the amplified

signal was analysed with three single-channel pulse height

analysers in a pseudo-two-channel arrangement cn the gold
peak and two scalers.

Nuclear instrument modules (NIM) were used in a NIM bin
with power supply. This was then noused in a box with
self-contained air-condition r and saturated core voltage
regulation. This hex, which weighed over 100Kg, was then
installed down a mine where it was installed near to a stope
lace. It had to be supplied, from a crosscut 300m away, witn
3 KvA of 220 V single phase power from the mine's 5b0 V
three phase network. This instrument is shown in Figure 11.1.

Inc first portable gold analyser consisted of a 1,5 kg
probe with a liquid nitrogen holding time of about two hours
and batteries, an analog board and a digital board in a 4 kg
chest pack. A central 100mCi Co-1Ub source was useu and a
2cm” x 7mm deep hyperpure germanium detector with resistive
feedback in the preamplifier. The detector high voltage bias
supply was housed in the probe. Liquid nitrogen in the probe
had to be replenished from a portable dewar every one and a
half hours and this caused many problems underground. Data
stored in a solid state memory in the chest pack was printed
out on surface after the end of each day s work. This
instrument is shown in use in Figure 11.2.

Tne probe of the second prototype portable analyser was

more ruggedly packaged and had a liquid nitrogen holding
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lime ot six nours, adequate tor one shitt's work atter
tilling on L.urfftce. Three sources averaging 4UmCi each were
used in a peripheral evurce geometry to permit an improved
source snutter design and to allow sourc« replacement by
rotation. This geometry resulted in too high a scatter
background trom the protective cover Lnut was used. In this
.rototype a multiplier was provided replacing one of two
preset numbers thus providing a freer choice ot calibration
factors.

In the third prototype a central source geometry was
uncc again used as tne peripheral source geometry haci
resulted in an increase in measuring tin** tot* measurements
ot the same precision. The rug”edness ot tne probe had been
further improved, operation nad been simplified and the
payout ot tne digital board was improved tor production
streamlining. In tnis lost prototype version, visibility o1
tne sample anu the LLd indicators was finally accccptable.

mis instrument is snown in figure 11.]J.

11.J Comoc tents (block diay am
upecitication- tor the tniru prototype ot the portable golu
.nalyscr arc given in a Chamber ot Minas Research Report
(i,Loyu and Rollc, 1977), and these were presented to ORIDC
itiC. tor implementation (tiill et al., 197ti). unly the main
components ot tne instrument ate described below.

me instrument consists ot a handheld probe assembly
permanently connected by a short cable to a chestpack

assembly, and an above-grouno support moacle.

me analyser was separatee nto a probe anu a chestpack

to reduce the handheld mass to the minimum necessary so that



iq. 11.1 First modular analyzer for In situ analysis

Fig. 11.2 First prototype portable analyzer in use underground



Fig. 11.3 Third prototype portable gold analyzer

tne operational ettort couu be liynten u. A pack *01n cn
tnc ouck would nave restricteu crawlinj through narrow
stopas. Complete, simplified operation ot the source safety
snulLter ana tne functions ot uata accumulation, display and
storage 1is controlled by a multifunction trigger in tnc
probe nanulo. Two operational uispla/s and a Pimple
ill Uiiiination light, multiplexed with warning signals, arc
strategical! y positioned on tne probe. Froteclcu controls on
the cnestpack serve only tor calibration and 'un/Standi
switching ot the instrument, rnc support nodule contains a
battery cnargcr, a readout module tor the stored data,
calibration support and a liquid nitrogen filling system.

An electronic block diagram or the analyzer is shown in

rigure 11.4.
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fay. 11.4 electronic block diagram ot the tniru prototype

portable gold analyzer

A miniature 1i.ign voltage power supply in tr.e probe
presides me bias for the cooled Ge aetector uioae. 1ine
oetector and the first stage of the preamplifier are cooled
(to -1*6°C) 1ior high resolution. The preamplifier circuits
are trimmed to allow count rates wup to 5U0 kHz. 1lhe
preamplifier and high voltage power supply are potteo ano
all leads shielded or current limitcu to assure intrinsic
safety.

The main amplifier uses a scmi-Gaussian 1 ter wit a
shaping time constant TC - U,t,us for good energy resolution
consistent with tne high count rates encountered in me

measurement. Tne main amplifier pulse width W - 5Sus, i.e.

101C, and the leading edge of tne pulse f* = I»4uB 1*Ce
2,0ore. A gated baseline restorer is uscu ana the baseline is

monitored and the noise thresnolo automatically adjusted.

126
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A tast amplitier, navin® a snaping tine constant ot
Juns, anu a peak wuetector on tne main amplifier output
uperate tne pilcup rejector. This has a pulse pair
resolution time, p, ot about 350ns, testing for pileup
events greater than 0 keV.

A biased amplitier stage cxpanos tne region atound
o Kev to facilitate analysis by six pulse hcignt
uiscriminators. The output from tnese single channel
analyzers to two scalers is gated by tne pileup rejector ana
tne distance controlling ratemetet.

I'ne non-exte noing processing time ot the analyzers
t* *u.zbus concurrent with tne trail i edge ot tne
ampliixer pulse. Tne leading edge overl.” limitot 1is tnus
also j,25us. however tne use ot the peak detector results in
u trailing edge pileup overlap limit equal to /¢, 1i.e.
B - 1.,4us.

tne total count rate above au KCV is measured by tne
uigitial ratemeter every live milliseconds and displayed at
tne prooe by a linear array ot nine light emitting dioues to
indicate tne prooe to sample distance.

ine digital data processor converts tne scaler contents
to units ot area gold concentration tor display at the probe
and tor storage in a solid state memory, whicn can retain
the results from 25b measurements. A preset trmer monitors
tne holding time ot liquid nitrogen and shuts off the 12UU v
bias supply to the detector alter a preset time to protect

tne cooled stage of the preamplifier.

In the development ot tne portaoie gold analyzer several
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myn technology oisciplines were brought together to solve a
particular problem. A ruggeaizel hyperpure germanium
uetector, a small portable cryostat ana hign performance low
power electronics adjusted to optimum parameters make this

instrument possible.
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nigh technology disciplines were brougnt together to solve a
particular problem. A ruggeaized hyperpure germanium

detector, a small portable cryostat and high performance low

power electronics adjusted to optimum oarameters make this

instrument possible.



,3 CA'MIUM-109 SUUKvVL .leiJ COLLIMATOR

Tne decay scneme for 4bjd Cd-109 is as follows -

Cd-109 (4730) ground state

Ay-lu9m (39,ds)

. T
*j-109  (stable) ground state

Caomium- 109 oecays by electron capture to Ag-1u9m
yielding 67,7* 22 kev silver K x-rays. Tins, in turn, decays
with a 33,8s haltlife to the grouna state ot Ag-1U9 by
emission ot titi KeV gamma rays. Approximately 9b,4« of these
mre internally converted with a 3*.6* yield ot silver K
X-rayst only the remaining 3,8* ot tne dd keV gammas ere
useful tor golu X level excitation.

A small sour CL ot about 1uOmCi (3,7 udq) ot Ca-lu9 is
required in the instrument for gold valuation.

Tne source is a rather critical component. Its design
was optimised so as to make efficient wuse of costly
activity, at the same time reducing the potential radiation
hazard and producing a source that can be handled safely

underground.

12.1 Production and specific activity of Cd-1U9

Cadmium-lu9 is one oi about twenty known isotopes of

cadmium, eight oi wnicn are stable. Taole 12.1 lists various
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Table 12.1 Isotopes relevant in the production cf Cd-lu9
Isotope Halflite or Reaction Kema ks
nat. Abundance
107A9 51,82% (a,pn)105*Cd cyclotron production
(a,2n)lu9ln—>1u9 cyclotron production
(n,Y) 10UAg
M _b1,iu8Cd(n,y)109 reactor production
4%'Lei>ioopd

48,18% (d,2n)1U9Cd cyclotron production
(p,n)lu9Cu cyclotron production
(n,Y) 11UmAy
11UmA9 203d —s;ii0Ocd L raaiochem. impurity

& reactor production

10ttCd 0,68% (n,Y) IUBHCd reactor production
4->3d _ EC*M"0*mAg_1"1u, Ag
tn,Y)11UCd reduces reactor proa.
iiucu 12,3%% specitic activity
24,U7% (n,Y)113mCd reactor proauceu
13,0y radioisotopic impurity
114 Cd 28,86% (n,Y)115mCu reactor produced
uacCa 41,lu radioisotopic impurity

isotopes telcvant in the production ot Cd-lu*.
caomium-luy can oe produced by the (n,Y) reaction oi
C--1JU,, by tnc (p,n) or (d,2n) reactions oi Ag-l1U*, or the
(a,pn) reaction cr (a,2n) tollowou, by 1* decay ot Ay-1U7.
Heactor production ol radioisotopes 1is norir.ally cheaper

tnon cyclotron production, but the isotipee cannot, usually,
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be produced carticr-tree i.e. without other stable isotopes
ot the same element. A carrier-free activity 1is desirable to
reduce the attenuation of the gamma tlux by self-absorption.
heactor proauction thrcugh thermal neutron irradiation
of natural cacmium 1is very inefficient as Cd-10ti is only
U,dtit abundant in natural cacmium and nes a tntrmal neutron
crous section of only 1,1 barn, rurmermore low activities
ot 1j,6y Cd-11jm and 44,id Cd-115 woulo be produced as
radioisotopic impurities, both emitting photons tnat would
interfere with the spectrum from C--109.
Tne activity produced may be calculated as follows -
utvdt -v (1 - 2~t/453a)
where J * numoer ot atoms suitable for reaction
0 » cross section tor Cd-lu9 formation
I » particle flux
ana tne last term 1in par entncscs being tne saturation
factor; tne expression 1is not exact because subsequent
nuclear reaction of Cd-109 and flux attenuation by the
oa.rpie have been ncglccte”. Substituting Avogadro's number,
tr.i natural abundance and atomic mass tor W, tnespecific
activity after 453a irradiation (half saturation) in a
thermal neutron tlux of lu”cnT”.s-1 is
lo,U2Jx1UAMNxd,UUd8/112,4Jx1,1x1lu“2*x1Ui14xU,5/J,7x1UAU Cl/g
m U 07U Ci/g = 2,59 Tbq/kg
y d,u5 Ig/tr Cu <+ 0,61 mCi/mm m 22,4 Ldg/m
The millimetre unit has been used tor rationalization to
source dimensions.
»,itn highly enriched Cd-1Uu the specific activity could

be increased by the relative abundance 1/0,00db to 8,2 Ci/g
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be produced carricr-tree i.e. without other stable isotopes
ot the some element. A carrier-free activity is desirable to
reduce the attenuation oi the gamma ilux by self-absorption.
Keactor production through thermal neutron irradiation
ot natural cadmium is very inefficient as Cd-100 is only
abundant in natural caamium and has a thermal neutron
cross section ot only 1*1 barn, furthermore low activities
of li,6y Ca-11Jm and 44,Id Cd-115 woulo be produced as
radioisotopic impurities, both emitting photons that would
interfere with the spectrum from Cu-109.
Tne activity produced may be calculated as follows -
uW/dt ~ wo| (1 - 2%t/453d)
where W number of atoms suitable for reaction
o mcross section for Cd-1u9 formation
$ mparticle flux
and tne last term in parentheses being tne saturation
factor; tne expression 1is not exact because subsequent
nuclear reaction of Cd-109 and flux attenuation by tne
ea.. pie have been ntgleci Cv. Substituting Avogadro s number,
tr.c natural abundance and atomic mass for N, tne specific
activity after 4530 irradiation ,half saturation) in a
tncrmal neutron flux of lu”“4cm ".s 1 is
10,U23x1U23xu,UUi1i0/11k,41x1,1x1U“24x1U14x0,5/j,7x1UAU ci/g
m O,u7u ci/g m 2,59 Tbqg/Kg
ti d,us5 .ig/m3 Co m 0,61 mCi/mm3 wm 22,4 biiq/m3
The millimetre unit has been used for rationalization to
source dimensions.
»1tn hiyniy enriched Cd-l10u tne specific activity could

be increased by the relative abundance 1/0,000b to 0,2 Ci/g
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or 71roCi/mm3.

' Russell (1964) irradiated natural silver foil for a
period of four years in a thermal neutron flux of
'Vv2x10l4cm“2.s«1 to produce enriched Cd-108 and Cd-109 by the
reactions

107M (n.Y)10% x ~r>108cd 'n* '10,c1
uurnup of the Ag-109 and of Cd-109 producea also stable
Cu-110, ¢d-111 and Cd-112. The specific activity reached was
1,6 Vg or 14mCi/mm3 Cd.

Cadmium-109 sources having a Cd thickness greater than
0,1 nfa substantially sulf-aosorb 08 keV photons and the above
specific activities thus indicate 100raCi source areas or the
order / L lem2 for reactor produced Cd-109.

Tne (p,n) and (d,2n) activation functions of Ag-109 have
peak values or 0,36 barn lor 10 MeV protons and 0,62 barns
tor 14 MeV deuterons respectively, while the (a,2n+pn)
combineu activation function peaks at 1 barn for 27 MeV
alphas (Wing et al.. 1962; Dimitriev et al., 1967). The
natural-silver thick-target yields shown in Figure 12.1 were
reported by Dimitriev.

The cyclotron at the council for Scientific and
Industrial Research in Pretoria can accelerate 0.5mA of
lo Mev deuterons to produce 2mCi/n with a natural silver
target or 4mCi/n with enriched (>991) Ag-lu9 (6 R52/g). The
2,2m (86 inch) cyclotron at Oak Ridge National Laboratory
accelerates 1,2mA of 22 MeV protons to produce 9mCi/n with a
natural Ag-109 target. Thus yields are in agreement with the
values shown in Figure 12.1. In some particle accelerators

silver beam stops behind thin targets yield low-cost Cu-109.
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PARTICLE ENERGY (M.V)

Fig. 12.1 Cyclotron production yield of Cd 109
(Dimitriev et al., 1967)

Tne specific activity of isotopically pure Cd*109 is
dMZilt m -1"2 disintegrations per dsy per atom
1*.U23xX023/1091 X " 11/3.7«10101 C1/9
m 2643 Ci/g
+ 22,9 Ci/mm3
in cnarged particle reactions some stable Cd isotopes
are also produced. Trace amounts of cadmium originally
present in a silver target and introduceu during
radiochemical separation may also reduce the specific
activity slightly. Consequently the specific activity of tne
fresnly separated, carrier-free product does not normally
exceed hair the theoretical value and decreases as the

Cd-109 oecaya*



,6 niyn breciiic activity 01 carrict-irce Cu-i0Oj has
made possiole 100mCi sources of less than imm* area without
appreciable self-absorption losses of the bb keV photons.

Tne Cd-1U9 may be radiochemically separated from
irradiated silver targets. Russell (1964) used AgClI
precipitation followed by chloroform/ pyridine
solvent-extraction and oowex 5U--8a cation exchange, tor
camer-lree production, very high quality separation is
desirable, dtrelow (197b), after electroplating ot tne
silver onto copper, separated the Cd ir a nitric aciu/

nyorobromic aciu solution on an Avl-xo anion resin.

Source and collimator design

i‘ne effect on golu measuring time of tne photon scattering
angle, from sourci. to sample to oetector, was discussca in
section 4.3 and a central-source oetector arrangement was
found to be optimum. For this arrangement, snvuowing of the
oetector demands that i.ne source with its collimator be ai
fifiiail as practical, 1he minimum size of tne source and
collimator was limited by tne available source manufacturing
tecnnoloyy. with materials such as tungsten a shielding
LhicxnesG ot tne otocr ot lmm was indicated and tnere would

little reduction in shadowing for sources smaller than
imm diameter.

in the early stages ot development difficulties were
experienced by the C.d.1.K. in electroplating a nominal
luUmvi activity ot Co-109 onto an area ot about Imm , but
these problems were solved as the impurity levels in tne
Cu-109 plating solution were decreased. The integrity ot the

plateo layer was improved and inactivation ot the plnteo



135

surtace by overplating with inactive caomiuir or another
meta I, was consitiered for aoditional protection from
PQsB ible exposure to cortosive atmospheres underground.
Another metal would be preferable tor overplating so as not
to lower the specific activity for future recycling of
partially decayed sources.

The low melting point or cadmium (311°C) presents a
problem during the encapsulation of small sources by heat
sealing metnods such as welding.

At the start ot the source development it appeared
reasonable to use the radiation collimator with a suitable
window for encapsulation of the electroplated activity,
thereby e* “inatinq additional encapsulating material which
would increase the collimator diameter.

A molybdenum sourcs window was silver-s”lcercJ into a
tungsten collimator, the prated activity inset-vd and closed
from the bacK with a tungsten screw which was cold-sealed
with *n inorganic tnreac sealant. Metal O-ring seals were
also considered because in an earlier source, where the
activity had been sealed from the front with an epoxled
molybdenum window, the epoxy seal had undergone radiation
damage and subsequently the source had leaked. The outside
diameter (u.0O.) 01 the tungsten collimator was 3mm thus
shadowing only 3,5* of a 200mu2 detector.

Although it seems that all the source performance
standards (AwSIl, 19t>ti) require” for portable instruments
could be met by tnc above integral sourcc-collimator design,
the reliability or the winuow seal and vibration ano

temperature classifications or the source (snoulu the
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instrument be lett in a tire) were “uestionej by two
commercial source manufacturers. A 2,bmm O.D. x 3mm long
weldeu stainless steel capsule, meeting ANSI N5.10-19G8
classification C33232,wi s thus developed as this type of
design nad been proven in the industry with existing source
manufacturing tccnnology.

i mgstcn-incrt-yas wcloing is used with the aid of a
carbon block neat sink to prevent migrrtion of the platea
activity from the front of the source.

i.bmm O.D. tungsten alloy collimator wasdesigned tor
the source capsule, shadowing 12i ol the detector.

in figure 12.2 tne source-detector arrangement used in
the third prototype ol tne portable gold analyser isshown,

'me «inoow and shield thickness derivations are given 1in the

lollow:"' sections.

75mm * mm

Detector

Fig. 12.2 Source detector arrangement in the third prototypi
gold analyzer
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12,2.1 Source window
me window ot tne source was uesigned, in combination with
the detector window, to filter out most of the unwanted low
energy (22 keV) radiation with minimum attenuation of the
useful high energyJ(bU keV) radiation.

The most suitable elements for filtration are those
having a high mass absorption ratio lor 22 keV and BO keV
photons, elements 2 m 22 to 41 (ii to Tc) have mass
absorption ratios between 4u and 47 while outside this range
ot acomic numbers the ratios fall snarply except for
elements heavier than leao. Tnere is little difference
within tnis i”nge ot elements, so that iron with mass
absorption coefficients ot 2%,ucml/g at 20 keV and 0,550m2/g
at 00 xeV is a convenient metal to use.

A thickness ot u centimeters ot stainless steel of
density 7,BOg/cm' reouces the ratio ot 20 to 00 keV
radiation int*:.sity by tne factor c-7r86 (25,0 0,5") oee 192d"
wi.ere u is in centimeters. The intensity ratio ot 22 keV to
00 keV radiation emitted by Cd-1U* is 96,4/3,6 m 27. A ratio
ot the order or 0,01 is desirable at tne detector so that
me increase in total count rate from the low energy
radiation may be insignificant. This requires a ratio
reduction by about 2/u0 rhich is attained by a stainless
steel filter ot {In2Juu)/192cm - 0,4mm thickness.

in the interest ot reducing possible radiation exposure
it would have been preferable to position most of this
combined tnicxness at the origin ot the radiation patn, 1i.e.
at tne source winaow and to use tne minimum thickness

required tor mecnanical strength at the detector window.
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The minimum detector window thickness allowed by the
instrument manui acturer £cr an integral stainless
steel-endcap of 41 mm diameter was, however, 0,3 8mm.
Consequently a thickness of 0,16mm stai ,ess steel was
allowed tor the source winoow, in addition to the 0,38mm, to
reduce the ratio in the open measuring field from 27 to
1,25, at which ratio the 22 keV radiation contributes less
than 201 to tne exposure in the external radiaiion tioic
tsce cnapter 13).

The winuow thiCKnesse. of u,3timr- and u,lbmm stainless
steel attenuate tne useful 80 keV rauiation from the source
to dJ«x93»«7y4 at tne detector. A 2,4mn thick protective
polycarbonate cover attenuates tnis still further
a. 94s to a rather poor 9*4 of 7y», 1i.e. 74*. Any self-
absorption in the plated activity attenuates the useful
radiation still further; it 1is, therefore, important that
all the Co-109 be positioned against tne source Wwinoow
within tne shield's collimation angle.

ine detector winoow causes the largest attenuation in
useful radiation. A reduction in the presently employed
thickness of 0,J8mn stainless steel would increase the 85%
transmission factor proportionately, without adversely

affecting the detected spectrum.

12.2.2 Collimator shield
ine purpose of tne collimator shield is to reuuce the dircrt
radiation from tne source to the detector to a level low

enough not to cause interference in the spectrum from a
sample. A forward collimation angle of 12U° provides

protection for the operator behind and to the side of the
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tiroues

The material used for tne collimator needs to have a
hijn linear absoiption coefficient for photons of energies
tnat might interfere in the spectrum; this applies not only
to the 88 kev source radiation, but in particular to the
X-rays generated in the shield, to which the shield is
fairly transparent. A high linear absorption coefficient
reduces the necessary size of tne collimator thus shadowing
Jess or the detector.

Several nign density metals were considered for this
application. Fneir aosorption properties are listed in

Table 12.2. Of these It, Pt and Au have K8 X-rays in the

.able 12.x Absorption properties of shielding metals (worry

1*62, Javisson 19u8)

LLuiiuriT UudalTX MASS AUG. COLFf . UNLAR AlIS. CUE
9/cm] Wdacn//g WKafCm2/g Vaypcm'l UKQ”penfl

Ta 16.V 0,0 3,5 100 58

n 19,i 6,2 3,4 120 6u

ue 21,0 6,4 3,3 134 al

us 22,0 0,6 3,2 150 72

It 22,5 6,d 3,0 153 66

Kt 21,4 7,0 2,9 158 02

AU 19,3 7,2 2,7 139 52

11,4 7,8 2,5 69 29

1%,1 3,7 70
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energy region between the Pb Ka® and KP, lines and are tuus
to be avoided tor gold determination. Metalworking 01 Os and
Re is rather ¢ fficult, while the relatively low density of
pd and Ta gives these metals a correspondingly lower linear
coefficient. Shielding by uranium 1is less because it does
not otter K-Icvel absorption ot the tib keV photons.
Tungsten, or a neavy tungsten alloy which is more amenaK*e
to metalworking, is thus the shielding metal ol choice.

fne minimum amount of shielding may be calculated by
stipulating tnat the constant intensity from the source
directly to the uutector should constitute only aoout one or
two percent ot the intensity from the sample at the limiting
probe-to-sample distance.

fne total count rate from a massive sample at a limit
distance 01 u,bcm from a 12£>mCi Ca-101# source and 200mm
uetector was determined to be d7,b kHz.

’'hu source radiation to ue shielded may be considered as
comprised ol two components. The primary component is the
ott keV photons (ot 3,04 abundance) i.e.
12bx0,03bx3,7x10?*1,u7x10a pnotons/second emitted into 4n
sterauians. Since the rnc”n range ot bti keV photons in
tungsten 1is only 1l/utid p,yv0,lmm, a secondary component of
tungsten h x-rays is pr”uuceo in the inner layer ot the
tungsten shield, fne fraction of OU keV pnoto-electric
absorption, leading to W K-lcvel excitation in a thick to
target, relative to the total absorption (i.e. inclusive of
incoherent scattering and L level excitation) 1is about 0,til
lut only j. ot the cxcitcu Watoms produce K x-rays. With

a 26%1200# x.e¢. 0/ < nsin())d<t>e2n(cosO-cos 6)*3,14sr, forward
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collimation angle oL the shield, the shield intercepts
(41-3,14 )/411«U ,75 o1 the primary radiation producing a
secondary component of I,67xlu®x0,81x0,94x0,75 x0,95x10" W
K X-rays per second emitted into 4irsr.

A detector of timm radius positioned 7mm benind a point
source subtenas a half angle of Q%*arctan(b/7) and a solid
angle of 2i(cosO-co080)»2,15sr of the source. Thus a fraction
x,15/41*%0,17 of the primary and secondary source components
are directed at the detector. Equating the two components of
the source radiation passing through tnc tungsten shield of
thickness u, to It (or X.) of the intensity of th radiation
from tne sample, we nave -

[,67x10°x0,17e” 95x107"x0, 1 7xe"u* U,01x37500
giving d *1,0mm (1I,5mm for ie)

ine source backing tnus ought to be 1,6mm thick while
tne oblique direction sideways through the shield requires
only a 1,0 x arctan(b/7)-1,2mm wall thickness, with heavy
tungsten alloys these shielding thicknesses neeo to be
increases by the ratio of the density of pure tungsten
(19,3g/cm'>) to the density or tne elloy.

A wall tnicxness of 2mm and a oacKiv.j thickness of 3mm
in a d alloy of Id,xg/cm"', formed by powaer metallurgy, were
provided oy the instrument manufacturer. The increase in
thicknesses from the minimum was arbitrarily provided to
all 'V for wundercuts in the snicla wall for a source
retaining collar and for uecu-e molding into a polycarbonate
cover, and for a slot in tne w alloy screw in the shield
backing.

Tne overall diameter of 5,5mm of this collimator with a
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weldea stainless steel source capsule results in a shadow
area of 23, *ee . 12# of a 200mm” detector. with a
smaller plated area or the Cd-109 activity and an integral
source encapsulating shield this could be reduced to about
4 percent.

rue relatively small improvements discussed in this
chapter coulu all lead to a reduction in the amount of
u-10s activity required to measure gold at optimum speed,
and the rauiation dose rate, to which an operator might be
iposed, would bu similarly decrease u. However, it has
° "entially been found necessary to increase the Co-109

“' ivity in order to proviue a sate means of securina the

twute wnile permitting its rcaay replacement®
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13 SAFETY ASPECTS

The gold analyser presents three potential hazards,
particularly since it 1is a portable instrument which is to
be used wunder arduous conditions underground. These
potential hazards arise from the use of liquid nitrogen as a
coolant, the uuc of electronic circuits in atmospheres which
may contain flammable or explosive gases such as methane,

and the use of a radiation source.

13.1 Liquid nitrogen
high resolution germanium detectors operate at 77° - 90%s
and usually are cooled with liquid nitrogen.

As an altenative coolant a solid-liquid propane system
which could be completely contained (Boynton, 1974), was
considered for this application. The latent neat or melting
(80 J/g at 91°K) 1is, however, lower than that of boiling
liquid nitrogen (199 J/g at 77°K) so . .. weight and volume
considerations favoured the latter. Lightweight (6 kg)
Mechanical refrigerators (Hogan, 1968; Carrol, 1971)
operating on Sterling or Solvay cryogenic cycles were also
investigated but their power requirements rendered them
unsuitable for this portable application.

The potential hazards to the operator from liquid

nitrogen are skin burns' from accidental contact with

extremely cold surfaces or liquid and from the 174-told

volume expansion at the phase change which could cause
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pressure problems in c ed systems.

Small droplets of liquid nitrogen when spilled onto the
skin usually roll off and do not cause 'burns' unless they
wet the skin.

To minimize the contact hazard, a spillproof dewar,
which could be pointed in any direction, was specified. A
design based on a commercially available, non-pressurized
dewar was suggested; this had two vent pipes, at least one
of which could always vent from above the liquid surface to
the opposite outside without spillage, with minor
restrictions on the orientation of the dewar. The instrument
manufacturer simplified this to a single vent cum fill pipe
terminating in the centre of a cylindrical dewar. In this
design the dewar can be filled only to half the volume of
the cylinder but it removes all restrictions on orientation
of the dewar.

For handling of liquid nitrogen it 1is safer if the
liquid need not be pressurized during transfer and use.
Lightweight, quick-connect couplings for refilling of liquid
nitrogen are prone to leakage due to cooling from ambient
tempe. tures to below tiO°K, and pressur ization would
aggravate this problem. Icing-up of the coupling can hardly
be prevented when the weight of the probe hac to be reduced
to a minimum, but this inconvenience was found to be small
for filling periods of less than an hour.

The diameter of the ve t pipe was a critical parameter.

For spillage during operation it ought to be small whereas

tor refilling a larger diameter is preferable, especially if

the liquid has to run down the pipe with a counter flow of

Ml Em | |
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displaced air and evaporated liquid. I£ two pipes to the
centre of the cylinder were used the filling could be
accomplished with smaller diameters than is needed for a
single pipe. A single pipe, however, simplifies construction
of the cryostat and a divider in the pipe was therefore
suggested, which should a’low some reduction in diameter as
it separates opposing flows; with this design it has been
possible to fill a warm probe, having a 3mm inside diameter
fill tube, from a clip-on funnel within ten minutes.

For the first prototype portable analyser a liquid
nitrogen holding time of one hour was specified, and the
instrument manufacturer produced a probe with a holding time
of nearly two hours. The refill system, which had to be
carried underground, often tailed as it could not stand wup
to normal underground treatment. For the second and third
prototypes the liquid nitrogen holding time of the probe was
increased to six hours, so eliminating the need to refill
the he underground.

if the probe of the fill system were pressurized with
intermittent pressure release then there would always be the
possibility that the pressure relief mechanism could ice up
or fail otherwise and that vessels could rupture from
pressure buildup. With an ambient pressure system the
continuous boiling of the liquid nitrogen ensures that vents
are continuously kept open so that ice cannot block tne vent
completely. Care must, however, still be exercised to keep
water or ice out of the system during filling.

The small amount of liquid nitrogen required for

operation thus need only be transferee! above ground, and
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handling there has been simplified so as to reduce potential
hazards to a minimum. During filling of the large storage
ccntainer it will be necessary to observe the simple
precautions normally taken when handling potentially
hazardous liquids. Underground the liquid is contained at
ambient pressure in a spillproof dewar which presents no
potential hazard unless the vent is blocked deliberately.

13.2 intrinsic safety for fiery mines
The carbonaceous content of ores in some gold mines gives
ri«- to methane (firedamp) which can present a potential
explosion hazard. For these fiery mines instruments must
either be encased in explosion-proof boxes, or they must be
intrinsically safe, i.e. during operation or malfunctioning
the energy in any spark that may be generated by the
instrument must be less than that required for ignition of
any methane-air mixture.

The armouring required for explosion-proof enclosures is
incompatible with a lightweight, portable instrument. Ihe
remaining solution, intrinsic safety, had not been
implemented on a related type of instrument betore and
presented a number of problems that had to be resolved in
the design as discussed below.

The high-voltage bias supply (1200 V) for the detector
was located in the probe and not in the chest pack so that
energy storage in cables to the detector could be kept to a
minimum; all circuits were resistively cyrrtnt limited and

fuse protected at the nickel-cadmium batteries so that even

short circuits could not produce energetic sparks; the

incandescent sample light was specially enclosed to protect
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it from external breakage. The oosaibility for tamoering
with the instrument was limited.

Aluminium and titanium were strong contenders for the
probe vessel. However # when these metals are struck on iron
oxides, widely pr»s&nlL in mine, the exothermic reaction
can produce sparks and these metals were, therefore, avoided
as structural materials. Cadmium also could not be used e.g.
on plated screws. The fiery mine oroblem and corrosion
problems underground made stainless steel the structural
metal of choice.

A’ter several consultations during the design stage the
third prototyoe oortable analyzer was submitted to the
Explosives Hazards Division of the South African Bureau of
Standards where it was tested and found to comely with the
standard for intrinsically safe electrical aooaratus (SABS,
1977). Approval was obtained from the Government Mining
Engineer to use this prototype underground in Grouo 1

atmospheres, i.e. in «die presence of firedamp.

13.3 Radiation safety
approximately 4,6 GBq (125mCi) of Cd-109 in the gold
analyser allow an acceptable measurement :ate for ore
valuation of narrow reefj. The ootential radiation and
contamination hazards from such a source thus had to be
analysed.

Operator safety was careCullly considered in the
instrumental requirements from the initiation of the design.
This demanded that the activity aho/ld be used efficiently
and as safely as oossible. The following features

contributed towards these objectivesi



The source was designed to filter most of the unwanted
22 keV silver K X-rays with only a small reduction in the
useful 88 keV radiation. A proven stainless steel
encapsulation was used, and the source and collimator were
securely and protectively mounted in the probe front cover
to prevent damage to or loss of the source. A
source-sample-detector geometry was developed which a’lowed
a wide collimation angle for maximum use of the source, the
close geometry enhancing the measurement of narrow reef
bands. The detector size was made as large as resolution
considerations permitted; the electronics were optimised to
attain the highest practical rate of gold determination
particularly at marginal gold values.

The nature of the measurement, i.e. backscatter scanning
t extended rough rock laces, is such that it is impossible
to contain the radiation within the system as can be done
with a small sample which can be introduced into a systen.
Reef scanning in situ requires good visibility around the
probe head and as portable a probe as possible. The
possibility of reducing the radiation by shie* ‘ing was thus
limited. The source is completely shielded to the reai and a
close fitting tungstei shutter contains most of the source
radiation whenever the operational trigger is released. A
shutter lock was provided to prevent accidental opening. A
lignt shining (at the sample) in the same direction as the
source serves as a radiation warning; this light is switched
on as soon as the shutter is opened.

elaborate shutter systems had been contemplated, but it

was realized that with this type of measurement a fail-safe



149

design is well-nigh Impossible and could only give a false
sense of security. A small potential radiation hazard should
be considered present under all operating conditions. It
can, however, easily be ascertained that the shutter is not
damaged and is functioning correctly and whenever this is
done the operator can rest assured that he receives no
significant radiation dose when the shutter is closed. When
not in operation, the probe can be clipped onto the chest
pack where a lead cap over th® source and shutter allows
complete reliance on more than adequate shielding. Radiation
warning lables are prominently displayed on the probe to
discourage misuse or tampering.

Under normal operation the highest radiation dose rate
would be received by the hand supporting the probe. In the
first portable prototype the probe handle was near the front
of the probe and the hand was shielded by a tantaum io01i3.
In the second and third prototypes the handle was positioned
under the centre of mass of the probe further back where the
radiation intensity 1is less. The problem of accurately
measuring dose rates close to low energy sources (<100 keV)
is not simple and requires specialized equipment which was
not available for this project. The radiation dose received
by the hand can, however, be calculated from the blank
backscatter spectrum shown in Figure 4.1 and the b0 kHz
count rate received by the detector under normal operatio

The absorbed dose rate may be calculated from
lux (photons/h.mm”) x E(Joules) x + (mm”/kg) dE »>/h

if T is the energy transfer coefficient for air (Davisson,
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1968 p8«l), division by 0,877 will adjust the values to the

absorption response of human tissue. The total

of 50 kHI falls on

photon flua

176 mm2 of unshadowed area of the

detector. I.e. 1,02.10* photon,/h.mm2. The flux of photon,

of energy between E and E ¢ IE may be calculated from the

spectrum on Fl.ure 4.1 -
68 2
1,02.10* IeAE / 1 1EAE photons/h.mm

Approslmate numerical integration over all energies gave an

absorbed dose of tOuGy/h (4mrcm/h).

For radiation calculations, at a nominal probe to

sample distance of 40mm, the source may be considered as

Imaged 50mm behind the effective centre of mass of tne

.pi. 10mm deep In the rock. I.e. 100mm In front of the

detector. The absorbed dose rate of 40MrFy/h at 100mm may be

converted to any position behind the shielded source by the

inverse squire distance relationship.

The flng.r. on the probe handle are positioned

approximately 12S.« behind the shielded source, and at that

distance the dose rate Is 40(100/225,2 m 7.9,,Gy/h. The dose

limit (IAEA. 1967, for the hand of individual member, of the

public, -hat need not b. registered a. radiation workers, is
75 milllGray per year (7.Sr,m/year,. Under the most unlikely

situation where an operator were to pull the probe trigger

continuously for 40 hour, per week, 52 week, per year, the

dose absorbed by hi. operating hand would be on. fifth of

the absorbed dose limit permissible for the public, If he

w.re registered a radiation worker the permissible limrt

would be still ten times higher.
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The eyes cannot, normally, be closer than 300mm from the
virtual position of the source in the rock opposite the
probe, and at that distance the absorbed dose rate is
4,5VGy/h. Since the permissible dose limit tor the eye is
five times lower than that for the hand, regular exposure of
the most sensitive organ relevant in this application also
does not give rise tor the need to register the operator as
a radiation worker.

for direct exposure to the 4,6 GBq (filtered,
i1..x0,03ti) Cd-109 sourc with the shutter open, the flux at

im is
0,038 x 4,6x109 x 3600 / 4n * 5x109 88 kev photons/h.m2
giving an absorbed dose rate of -

5x10*®(photons/h.m2) x 88x1,6x10 If*(J) x 2,66x10 ~(m /kg)

» 1,87 viGy/h (0,18mrem/h) at Im

This rate has an inverse square distance relationship, for
example, at 100mm from the source the absorbed dose rate is
187vGy/h.

It may be seen that continuous direct exposure close to
the source may result in the permissible weekly absorbed
dose being reached over a small part of the body within
several hours. Operators of the instrument thus will be
trained so that accidental direct exposure may be kept to a
minimum. Notwithstanding the uniikelyhood of reaching the
permissible absorbed dose r non-radiation workers, it is
envisaged that operators will be registered as radiation
workers and that routine personnel monitor ing will be

implemented.
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From the above mentioned considerations it should be
clear that all possible potential safety hazards have been
adequately taken care of and are so small that they need not
be of concern for general application of the gold analyser

in the harsh mining environment.
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14 KBJUI'lj] Jt' ftit, FLUuRIljvuNwl MB. 100

AO test the feasibility oi tne metht-a ana to test
inateumentation, a series of measurements hau to te carrier
out underground. Tne first modular instrument was installed
in a stope at Leslie Gol, Mne Ltd.. The first prototype
portuole analyzer was tried on a number ot paielt at
.larievale Gold Mine Ltd. and in an experimental stope at
dlyvooruitzicht Gold Mine Ltu. Testing at tuis sit

continued with the secand and third prototype analyzers.

l1,.1 leasurements at Leslie Gold Mirie Ltu"—
14.1.1 equipment
The analyser consisted ot an electronic package connected to
a portable measuring probe by a 13m cable.

The pacxage comprised a modular three-channel pulse
height analyser with pile-up rejector and constant voltage
power supplies, mounted in a temperature-controlled box. The
box dimensions were approximately 0,6x0,6x1,2m ana weighed
about 100 kg.

Tne measuring probe consisted ot a luumci Cd-luS
radioisotope point source in a tungsten cup ot outside
diameter 3mm mounted concentrically 3mm in front of a
nyperpure Ge detector. The detector was cooled by liquid
nitrogen held in a portable two-litre omnidirectional

uryostat. An analog ratemeter functioned as an effective

distance meter. The probe was tripod mounted ana weigheu
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aooroximately 11 kq w.en full of liquil nitrogen.

14.1.2 Teat site
The tests were carried out in the western area of the mine
In stooe 11A 28 Too on the two east oanels adjacent to
end-tiooer track No.4.

Compared with samoles from other carts of the mine, the

valies of cnip samoles from the western area, as revealed by
repeat sampling of orevious ssmolinq channels, indicate a
much large scatter. Even though the ratio of orojected
amoled area to orojected mined area of the reef in the
western area was more than ten times greater than that foi
the rest of the mine, evaluation of the average grade of
individual stooe facet, in the western areca was more
difficult than elsewhere in the mine.

In the test oanels a single reef-band was located easily
at the contact between the light-coloured quartzite hanging
wall and the dark shale faotwall. The thickness of the
reef-band varied from a few centimetres to virtually zero.
The surface of the face was particularly rough across the
contact where the measurements were made. Steos of a few
centimetres often occurred at the contact.

The stoping width ranged from 350mm to Im, the dio was
approximately at an angle of 20°, and the temoerature 29 v

dry-bulb.

14.1.3 Experimental
The electronic package and mains suooly were installed in
the end-tipper track for foil weeks. The orobe was filled

daily with liquid nitrogen on surface.
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At tne Beginning of eacl. .nlft tests were male In the

track for the oresence of methane; as a further orecautlon a

Jet of compressed air as directed over the electronic

package. The temperature controller was then switched on and

the electronic calibration of the Instrument was checked.

A continuous row of rectangles, 150mm wide and 90mm high

(from 55mm above the contact down to 25mm into the shale)

was marked along the face by a aamoling official.

Measurements were made centrally on both halves of each

rectangle. The rectangles were afterwards chio sampled.

Coarse edjustments of the trlood for positioning the

probe centrally in front of each half rectangle was rather

difficult l.i the stope, and usually required more time than

that needed for the actual counting, fine adjustment to a

precalibrated 40mm effective orobe-samole distance could,

however § be made within second#e
At convenient points, where a high gold value was found

by the measurement, referred to ebove. a few .»tta

measurements were made to explore the spatial distribution

of the gold in the region in which it was concentrated.

The distance resolution for the calibrated measuring

geometry used was sufficient to show that vertical

distribution of gold was no more than 50mm. Abruot changes

in concentration were observed over about 20mm in the

direction normal to the fees. This evolved from raoeat XAF

measurement after 'hip aamol inqe
14.1.4 getmlla gfJthe fluorescencejmeesurements

in the tests the probe was adjusted before each measurement

to give a total count rate equal to that obtained when the
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~robe was 40mm from a smooth rock surface. It was calculated
that at this distance the sample of solid rock from which
more than 90% of the measured intensity was received was
equivalent to a bowl-shaped mass 10cm in diameter and 2,5cm
deep.

The instrument was initially calibrated by means of
powdered Homogeneous samples. The calibration was later
adjusted to the inhomogencous, layered structure of the
reef. It was later found that this adjustment had not been
quite accurate# and that there h«” been some residual bias.
A more precise calioration factor for a layered structure
still had to be determined.

it was realized that the thickness of the gold-bearing
layer influences the calibration tactor to some extent. In
these tests tnc tnickncss of tne visible reel was
consistently less than Sumn.. it was estimated tnat any
variation in thickness between 0 and 50mm could only nave
resulted in a snift in the calibration factor of less than
about 7%.

Tne exposed reck face was measured at fixed positions
or two counting periods of 100 seconds each. The counts
analysed in eacn channel were displayed on tne elecronic
package. The gold content expressed in terms of either g/t
or cm.g/t could then be calculated directly from the
readings.

The random counting error amounted to an almost constant

msbsolute standard deviation of J7g/t or 140cm.g/t gold in

eaCti pair of analyses, because of this statistica. error,

negative values for the gold content were sometimes obtained
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at low concentr ions ( <25g/1 or 200cm.g/t).

The coetficient of variation,, CV, i.e. the relative
statistical error, vas inversely proportional to the gold
concentration; the total random error in the fluorescence
sampling and analysis of individual values below 1000cm.g/t
was thus predominantly the linear 140cm.g/t standard

deviation resulting from counting statistics.

14.1.5 Details of chip samplin&and”anal”sis
Chip smamples at the mine had a nominal standard height if
80mm and a nominal depth ot 20mm into the face. A nominal
width of ISumm was chipped in the tests to permit comparison
with flourescence measurements made at two adjacent points.
At the test site it was dilficult to cut samples of the
required size because ot the transition from quartzite in
the nangingwall to snale in the footwall. The chipping dcptn
oi individual samples was observed to vary from bmm to 60mm
over the height oi the sample, while the mean height varied
mcom 60 to 100mm and the mean width from 120 to 22Umm. In
i.thcr words the ratio of sample mass to projected area oi
the gold-bearing part ot the sample varied significantly,
whicn does affect the evaluation when sampling a thin
layered deposit. It would be extremely difficult to overcome
variations ot this kind in this particulaar area and the
precision ol the results obtained would be significantly
affected for this reason.
The time taken to chip a sample was approximately the
same as the actual counting time (excluding set-up time) in
tne fluorescence measurement ot the same sample. The chip

samples were taken to the assaying department where they



were individually crushed, yround to -15U/im and well mixed,
duplicate tire assays tor gold on weiyned portions 01 the
homogeneous sample agreed to within about lUcm.g/t.

14.1.6 Comparison ot XKF and cnip sample values
in Figure 14.1 tire assay values ot several contiguous
groups ot individual chip samples are plotted; directly
aoove these the corresponding tluorescence values are shown,
it will be obstrveu that there 1is, generally, goou
correlation between the upper and lower patterns. The means
ot sample groups are given 1in lable 14.1, and the
correlation cootticients between XRt and chip values in
i'able 14.j, and the probability that tne coetticients could
i.ave resulted trom purely random fluctuation is evaluated
using a transformation due to R.A.Fisher (uavies 195u).
uroup means ana thrir standard deviations are shown in
figure 14.2.

ijble 14.1 Comparison ol means ot ARF and ch ? samples

oamole group XKF i-iean Chip Mean d
A 9,7 lu ,4 in
ti Su 56 19
C 77 93 10
0 JB 3d 23
L 57 09 27
F 120 lul 19
u 4] 17,7 29
d 1B 32 16
to u 02,9 (y-6u) * 57,7 K-V2,M 136
F anu :l** 67,9 (<w64,9) 60,1 ('*77,0) lu7

* o’ m standard deviation ot mean

** Croup v eiiminateu because the results ere suspect






tisher transt Null

Proba-

Comp«rloon N I/VIW-3)  bility
inoiviJual samples 130 0,442 0,47 0,08b [10*b
croups A to H g U911 If 35 0,44 0,002
croups A - F and H* 7 0,95 1#83 0,5 U,u01

« Grouu G eliminated because results were suspect

1202
1060
%i i.
g 800
S 600 i
400
200

/t

"g 200 400 600 800 1008 1200
Chip poppling value# (op.g/t)

Fig. 14.2 Croup peon# of fluoreeoeno# and ohip value#



1*1

rk:iis statistict. analysis sho”s that the means of the

results obtained from chip samolinq and assaying agree very

well with those obtained by the flonrescence method. This
holds true for corresponding results obtained from
individual measurements well as those from groiH"*""H
contiguous samples.

Once the close Unear relationahio between *he XRF and
the chip values had been shown, estimates of the variation
in the underlying gold distribution and of the variation in
tne chip sampling method could be made, since the variation

in the XRF method was reasonably well known and small

because of the large numoer of repeat measurements done.

The coefficient of variation, 1i.e. relative standard

deviation cf measured values is made up of the coefficient
of variation of measuring, CV,, and that of the underlying
gold distribution, CVg, summed in quadrature:

cv2 B o2 + o)

The XRF measurements have a CV2 - (60/62,1) - 0,91

(excluding group G, CV2 " <64,9/67,9>2 m 0,91). The standard

deviation of the XRF measurements, known from Poisson

statistics, 1is approximately 17g/t, which gives
Cv2 * (17/62,9)2 * 0r07 (* 0,06 excluding grouo G).

Thus CvVg - /TTTIT - 0,92 (-0,92 excluding grouo G . It

can reasonably assumed that for over 100 corresponding

measurements the underlying CVq must have bean very similar

for both the fluorescence and chip values. The measured chio

values have CV2 - (72,7/57,7) 2 - 1,59 (-1,28 excluding grouo

G)f subtracting the CV2 found above leaves for the chio

sampling plus assaying CV, - /777T - 0,97 (-0,66 excluding
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oroup G)«

The derivation of the value of the CVm for chio sanoling
and assaying 1is insensitive to errors in the estimation of
the CV,,, of the fluorescence measurement. It does, however,
rely on the assumption of a similar value for CVg which
becomes less accurate when fewer than about 100 samoles are
compared.

These calculations show that the variation in the
fluorescence method in these tests was much less than the
variation in the chip samoling method for equal chioping and
measuring times.

The above cumoarlson may also be interoreted as
indicating that for a soecific measuring oreclsion tnc
fluorescence measurement was aooprosimately tan times faster
than the taking of chio samoles.

14.1.7 Discussion

The results from the site at Leslie Gold qines Ltd. ha3
enown that at that site it was feasible to oerform the
in situ determination of gold on a stooe face by means of a
gamma-ray fluorescence analyser, It was also found that,
whereas a continuous samole along the face yields the true
gvetfgv value of the face, samoles taken over short
distances every few metres may not give a true reflection of
the value.

Whether the feasibility could be demonstrated at any
other site was not certain. It was thought that in going to
wider reefs or rock with better chioping characteristics the
chip sampling precision could possibly imorove to a greater

extent than the precision in the XRf measurements. The
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observed ten-Cold soeed advantage of the XRF measurement,
wnen adjusting the measurement time to obtain the sane
precision <is in chio samoling, would the be somewhat
diminished but even for very wido reefs of muc* lower local
concentration it was thought that there should still remain
some advantage.

While it had been shown at Leslie that the fluorescence
method of measurement was feasible, it had not yet been
shown that it was practical.

In the tests the overall measuring soeed, including
positioning of the orobe, was far slower than the actual
measuring soeed. To make the method oractical and thus
attain the above mentioned soeed advantage over chio
sampling, a far lighter and more robust instrument than was
used in tnese tests had to be develooed. It was realised
that the electronic package needed to be easily portable but
the probe, in particular, had to be convenient for
continuous, rapid hand scanning of the face. At that stage
the development entailed largely an adaotion and integration
of technology then available and did not aooear to present
any fundamental difficulties.

The equipment used in these tests was for various
reasons operated considerably below its maximum measuring
speed. The experience gaintd in these tests led to several
simple modifications in f e design of subsequent instruments
which resulted in about an order of magnitude in increase in
measuring soeed.

At that stage little was known as to what the octimun

measuring speed should be. It was realized, however, that



the nedsutinq speed relates the measurement time of an
effective amount of rock to the measurement orecision, and
that these parameters can be manioulated at will to suit the
precision requirement.

The tests showed that with the right instrument the
overall measuring speed could be at least Increased to ten
times the chipolng speed under most situations.

In these tests the instrument was measuring in fixed
positions. It 1is possible to measure a large number of
discrete samples in this way to obtain a orecise average.
The sampling statistics of many discrete samples measured to
high precision are, however, poorer than those of a large
number of practically independent small samples such as
would result from the continuous examination of a face by
flourescence scanning for the same total measuring time.
Scanning of a face to obtain an average value, when the gold
is very heterogeneously distributed, is likely to yield a
far better estimate of the true value of the face than chio
sampling at a few fixed positions. This is so in suite of
the fact that the total volume of rock "sampled" may be I&ss
in the case of fluorescence measurement by scanning than in
the case of chip sampling. It may be noted that scanning may
actually take more time than chip sampling, but it is
contended that the value of a chosen sampling strategy
camot be judged on the time taken for sampling any more
than it can be judged on the weight of sample taken. The
only jritorion 1is whether the results of sampling enable
bettej mining decisions to be taken, so as to increase the

overall profitability of mining. Whether scanning would in
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fact oetmlt an imoroved sampling strategy to be develooei,
still had to be tested, and indications were that this
looked very promising.

Another inoortant advantage of the fluoresence method
was experienced, namely, that spot or area values are
immediately available and that this could be of great
assistance in locating and tracing Invisible gold bands,
thus making possible improved samoling strategies.

® was concluded that the first underground tests of the
gamma-ray fluorescence technique had proved the feasibility
of the technique for ore valuation at the oresent ore pay
limit in a location whero samoling was by no means easy, and
that Imoroved equiomenc was required to conduct further
tests.

14.2 Fitst-prototyoe results from Marievale Gold Mine
The fluorescence measurements experiment at Marievale gold
mine was designed to determine the reproducibility of
measurements when all the sources of error were taken into
account. The relative magnitudes of the different types of
error were investigated to confirm that there were no
unacceptably large errors.

On block No.25, thirty contiguous samoles were marked
off and scanned 28 times over a period of a month. The
results are given in Table 14.3. The mean value of all the
measurements was 359 cm.g/t, but the sero value of the
instrument drifted continuously and was therefore measured
frequently. Interpolation of these "sero" mesurements for
the 28 scans gave a mean sero offset of 148cm.g/t so that

the average gold value was 21lcm.g/t. The 30x29 measurements
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were analysed to obtain an indication of the distribution of
gold at the samoling site, of the overall geometrical effect
and of the instrument calibration stability over a oeriod of
a month. Pour types of standard deviations were calculated:
Sc the theoretical counting standard deviation, Sg the

overall geometrical standard deviation for an individual

measurement, Sd the instrumental drift standard deviation

for successive measurements, and SAu the Inherent gold
standard deviationlc the group of thirty samoles. These are

set out in Table 14.3 where the subscripts 1 and j for a

measured value x1fj refer to the samole number and
successive measurement number resoectively, i.e. to the i
row and column in Table 14.3.

Every Individual measurement is subject to a counting

error, 3C, and a geometrical error, Sg, analogous to

assaying and sampling errors in :hio samoling. When the
same sample is scanned repeatedly over many days the
observed standard deviation Includes the Instrumental drift
Sd from scan to scan, as In equations 14.1 and 14.4 In Table
14.4. The short-term (0,5 hour) drift for a scan of thirty
samples was assumed to be insignificant. The observed
standard deviation of many samoles in a scan thus Includes
only the gold distribution, SAu, as in equations 14.2 and
14.3. The theoretical counting standard deviation for
individual measurement, Sc, is determined by the background
count preset in the instrument, and is given in equation
14.5, from which Sg, Sd and SAu may be calculated, with the

results given in equations 14.6 to 14.8.

these values show that the geometrical error w*i



Tmbi* 14.4

Calculation of the variance®* In the determination of gold
concentration* at Marlevale

B2 (K11 . ¢ Vv * Sd2 (409 cm 9/t) is; i
82 (x1) " g ! Sg2)/28 ¢ G2 B (113 cm g/t)214.2
i s /t) 214.3
s2(xj) " a2t s L sAu2 (397 cm g/t)
i /t)214.4
S2 (xj) o s=2 ¢ S82)/30 ¢ g4 (150 cm g/t)
c m joV 1o000x 4/1 B 365 cm g/t 14.5.
m 129 cm g/t 14.6
Sd # 132 cm g/t 14.7
hd Sjyj m~ 88 cm g/t 14J

considerably smaller than the counting error and thus had
only a small effect or. the measurement error. The combined
errors fa*¥ +3* can Le expected to decrease as the number of
fixed-time measurements in an average Increases, or as the
measurement time increases, as snown in Figure 14.3. Drift
for successive scans in the first prototype dominated the
measurement error for measurement times exceedkg three
minutes, as can be seen from equation 14.4. The drift SQ
132 cm,g/t for successive scans was of the same order of
magnitude as the overall gold value (211 cm.g/t) at this
site, making it difficult to get reproducible scan averages.
For routine valuation, instrument drift should be 1less than
at of the current pay-limit value of the ore (approximately
500cm.g/t), without requiring daily adjustment of the
Some of th. 1l.t*. drift. ob..t«.d with th. flr.t

portable prototype could h.v. been th. result of th.
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instrument "*LRU" fault. A tivc-told improvement in
stability was soujnt in the design of the second prototype.

14.2.1 Mininmum length of stop* face for quantitative

estimation of the gold content at Marievale

Gold Min?
Vae most important valuation decisions are required when ore
values are marginal. In the following it is assumed that the
pay limit is 500cm.g/t and that a valuation precision of
bocm.g/t (104 of the pay-limit) may be considered a
satisfactory requirement for quantitative estimation. At
this site, a coefficient-of-variation for the gold of CVAu m
SAu~ffean * 88/211 » 0,42 was found for 15cm wide x 2,5cm
aeep samples. Assuming a constant CVAu this would indicate a
gt d variation of SAu - 0,42 x 500 ¢« 210cm.g/t at the
pay-limit for 15cm wide samples and a variation of
»Au m 50cm.g/t for (210/50)2x 15cm m 2,6m of stope face.

It would, nowever, not be practical to estimate the gold
content of the o”e with a negligibly small error, as this
would be too time consuming. In scanning trials underground,
no difficulty was experienced 1in tracing the reef at
scanning rates of up to about three metres per minute, while
maintaining the probe between 2,5 and 6,5cm from the face.
The geometrical error may thus be assuaed to be
independent of rate and to depend only on the total
measurement time as shown in figure 14.3. Adding a
measurement error (S + S*)0#5 to SAu increases, by a factor
equal to the variance ratio, (3" & S* * SAUM A U* the
minimum face length required to reach a precision ot

bUcm.g/t in the estimate of the gold value. Tne results of
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such a calculation are shown in Figure 14.4. Prom this
figure a stope face length of about 10m measured in about
half an hour aopears a oractical minimum length for
quantitative estimation of marginal grades

"Quantitative", in this context, means a valuation orecision
of 50cm.g/t, and if le”s orecision is desiroa, the length of
face required for the estimation of the gold content woull
b& reduced accordingly. For instance, a precision of the
order of 100cm.g/t could be achieved in about 2,5m and 6min
scan time, and a precision of 25cm.g/t in about 40m and

IOOmin scan time.

J4.3 Results obtained *ith the first prototype at
Blyvooruitzicht Gold Hine

Two experiments were conducted at Blyvooruitzicht with the
first portable prototype. One experiment was designed to
detorm*ne the extent to which fluorescence sampling of the
face could yield an estimate of th« bulk content of the gold
in the reef. The other experiment was designed to confirm,
by correlation of the results with those of chip-sampling,
that the gold analyser could tused to measure
quantitatively. The results of measurements are given in
Table 14.5.

Of the 64 batches (4m face x 0,5m on blast) of blocks IE
to BE mined in the experimental stope, 41 batch faces were
scanned with the fluorescence analyser to a precision of
about 75cm.g/t (1 stmdard deviation). The averages of the
values measured with the fluorescence analyser were compared
with the bulk batch values for reef to the east, (see Figure

14.2), and for reef to the west of the face, and the
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3a Bulk batch values.

TABLE

14.5

MEASUREMENTS AT BIL.YVOOnUITZICHT

Block
No. Batch No.
1 2

I\ 2064 1638
1E 1338 1274
2E 545 1328
3E 1654 1865
4E 2265 2407
5E 851 895
6E 1318 1647
7E 950 1275
BE 1095 1584

3b Face values by fluorescence

Block

No. Batch No.

1 2

I\Y

1E 735 1105
2E 1260 690
3E 1253

4E 2370 2920
5E 1180 1820
6E 2395 2820
7E 1365

8E 730

Units

3

1403
1634
1762
1764
2318
1101
1566
1450
2225

885
765

2740
1710
1590
1720
2860

cm q/t
4 5
1486 727
1233 1082
1438 728
1618 2130
1695 1138
1200 1307
1520 1312
1152 2016
measurement
4 5
1135 1040
1720 1080
1850
1080
1490 2210
1520
1230

3c Face values by chip sampling.

Block
No. Batch No.
1 5
1\%Y 576 938
IE 1142 1515
2E 1956 893
3E 2053 1901
4E 1956 1197
5E 979 1304
6E 2142 1683
7E 1368 1624

8E 1717

6

651
1604

553
1381
3087
1618
1321
1891

2330
1291

7

1726
1431
1517
1103
1453
1421
1910

1165
2670
1680
1660

2170

667
1621
2865
2847
1132
2417
1303
1699

1000

2340
1350
1530
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correla ttion coe £ficents found (r m 0,54 and r m 1,48 with
40 degrees of freedom) had a orobability of about 0,1% of
coming from random values. This very high level of
significance of the correlation coefficient suoootts the
hypothesis that the fluorescence method can be used for
quantitative measurement of the fjuld content of the ore. The
fairly low value of the correlation coefficient shows merely
that the gold content varied considerably within a batch
while the fluorescence samole (4m face x 2,5¢cm deco)
represents only 54 of the batch. High variability at this
site 1s shown by the values in Figure 14.6, and the
aeraivar logram in Figure 14.7, of 128 consecutive batches of
are. A striking periodicity of the values every 18 batches,
or 9m, is aoparent from the variogram. Instrument drift as
well as insufficient ooerator exoertise in tracing unmarked
reef could also have introduced variation into the
measurements.

The face of every fourth batch of the 6) batches was
chip-sampled contiguously. The average tor the 4m faces,
when compared with the bulk batch values for the ore to the
east and to the west of the face, gave correlation
coefficients (r m 0,47 and 0,70 with 14 degrees of freedom)
having probabilities between 7% and 0,1% of coming from
random values. This is not significantly different from the
result obtained with the fluorescence analyser.

The results of chip-sample and fluorescence measurements
on six faces (15cm wide) were compared. The measurements are
given in Table 14.6. For six faces the correlation of

results of fluorescence and chip-samole measurements for



» 1 1
1000 2000 cmg/t 3000
XRF Face values

Figured I Comparison of batch and X-ray fluorescence estimates
at Blyvoorultzicht. Error bar »ho *s standard deviation
eetimnt® Frror of batch estimate unknowfx
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TABLE 14.6. Prototype 1 fluorescence-(XRF) and chip values and
their correlation coefficients at Blyvoorultzlcht.

SAMPLE NO.
BLOCK AND BATCH NO.
3EBS5 4EBS 4E NORTH S5EBI 6E SOUTH 7EB1
XRF CHIP XRF CHIP XRF CHIP XRF CHIP XRF CHIP XRF CHIP
1 3170 2368 2220 1741 780 1343
2 270 747 1830 1709 1340 1322
3 1820 932 370 952 )180 560
4 1580 1561 1280 1578 770 840
S 1640 1355 1130 1195 590 378
2720 1212 1300 1726 260 619
2250 858 810 1340 940 663
4210 1432 890 719 2540 766
2900 2956 920 619 1030 1210
10 4470 4535 230 671 2020 1946 1450 1726
5010 3139 640 722 2280 2561 1550 1322
8210 6756 250 261 930 1083 2180 1873
890 932 5400 3048 210 484 1100 1524 520 1248
920 1120 3000 2093 960 604 1590 2277 2520 1707
15 590 1138 2500 2298 2110 766 2350 2277 1580 2228
1010 876 6340 2093 1110 1909 1090 2764 2100 932
1260 1304 3010 2919 2790 2020 990 971 1890 3397
1150 1414 1500 2313 2970 2020 1240 1276 1530 2350 5940 3778
1190 3905 1030 784 1680 812 170 1008 940 1083 4760 1781
20 2320 1928 210 766 -330 1389 180 1120 880 368 3150 1909
1890 2515 -130 290 1280 1260 910 1340 6440 3727 5050 2846
230 952 710 217 1170 1649 210 376 1210 1442 3460 3268
150 803 990 319 1610 2444 750 772 2010 4700 3050 1285
1060 1047 2120 1909 3210 3690 850 1285 1380 1175
25 1210 1081 2000 1871 1250 1138 540 334 1100 1027
1780 2094 1270 2313 100 988 240 254 2000 1597
1030 1474 390 766 1590 914 530 174 2320 1744
1000 1570 670 803 990 1138 770 432
3850 1800 350 503
30 2560 1782
1190 1386
r'-0,,49 r*0,71 r=0,76 r-<3.73 r«0,60 r*<3,70

Overall r

« 0,73
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individual samoles qave correlation coefficients (r m 0,5 to
0,3 with 1C and 30 degrees of freedom) having orobabilihies
4t to <0,014 of arising from random values, with an overall
coefficient for the 123 samoles (r m 0,73 and 127 degrees of
freedom) having a orobability «0,01% of arising from random
values. This very high level of significance of the
correlation coefficient leaves little doubt regarding the
validity of the fluorescence method for quantitative
measurement.

In the batch comparisons the correlation coefficients
were fairly low because only 54 of a very variable gold
distribution was samoled. In the comparison of results
obtained by the fluorescence analyser and chio-samollng
methods the coefficients were -lirly low oartly because
counting and geometrical errors were oermitted to be
relatively large and oartly because the shaoes and nizes of

the samples used in the two methods were different.

14.3.1 Results using the second prototype at 3lyvoorult-
zicht Gold Mine
An attempt was made to determine the correlation between
batch and chip values using the second orototyoe oortable
analyser. However, too few batch faces could be measured to
permit a me/ilngful statistical evaluation to be made of the
correlation t<«twt'n fluorescence and batch results.

On four f seu of block 146, corresponding Individual
fluorescence mecasurements and chio-sambles were taken; the
results are given in Table 14.7. The four correlation
coefficients (r m 0,71; 0,73; 0,54; 0,69) calculated for the

eats of data given in Table 14.7 all have a orobability



BLOCK AND BATCH NO,

proto 2 Fluorescence and chip values (ctng/t)

TABLE 14.7
SAMPLE NO.
14E SOUTH
XRF ~ CHIP
| 560 159
2 1300 513
3 2140 1414
4 3680 2368
5 1280 268
6 (6750) 638
7 1930 1763
6 810 451
9 3470 2001
10 1540 1506
11 790 714
12 1760 404
13 4960 3522
14 1620 1873
15 3080 4186
16 3490 2020
17 290 368
18 1380 1506
19 4800 1487
20 2520 1065
21
22
23
24
25
26
27
28
29
30
31
32
33

Correlation coefficients

r*0,71

14EBS 14E NORTH
XRF CHIP  XRF CHIP
S1770 1891 2580 2460
1660 1781 1910 1248
5720 4425 300 1138
3000 2552 600 971
580 971 1950 1065
510 437 2700 2130
440 459 6650 4094
720 246 5140 4370
1480 2745 1580 3611
2350 2460 2360 6150
1600 1561 750 1340
3140 1450 990 480
1710 2736 -140 876
3810 4691 -230 144
1780 3837 -180 42
1820 2580 360 126
4060 5178 (70 8354)
121 2700 -360 342
2430 320 710 614
500 503 2340 9620
760 568 2810 1909
250 1120 1520 0703
1180 2773 1620 3745
1170 3415 9770 20233
520 2111 (10760) 3801
5900 2938
1730 2625
1390 952
2260 1561

r*0,73 r *0# 64

15EB1
XRF CHIP
540 971
490 1625
430 729
770 393
640 699
410 722
510 1324
-90 546
2170 568
1290 840
1610 3029
620 5205
1180 3286
11980 8391
3960 3231
360 72
90 57
4870 2020
—280 130
160 790
2400 1450
1770 1377
3290 8622
4230 4406
780 1726
750 2607
1640 2306
2000 1083
1540 876
1310 971
1430 1047
2620 1597
2310 1212
r“0#69

180



TABLE M.7.

SAMPLE NO.
BLOCK AND BATCH NC
14E SOUTH
XRF ~ CHIP

1 560 159

2 1300 513

3 2140 1414

4 3680 2368

5 1280 268

6 (6750) 638

/1930 1763

8 810 451

9 3470 2001

10 1540 1506

11 790 714

12 1760 404

13 4960 3522

14 1620 1873

15 3080 4186

16 3490 2020

17 290 368

16 1380 1506

19 4800 1487

20 2520 1065

21

22

23

24

25

26

27

28

29

30

31

32

33

Correlation coefficie iti

r»0,71

Proto 2 Fluorescence and chip values(cmg/t)

14EBS5 14E NORTH
XRF CHIP XRF CHIP
1770 1891 2580 2460
1660 1781 1910 1243
5720 4425 300 1138
3000 2552 600 971
580 971 1950 1065
510 437 2700 2130
440 459 6650 4094
720 246 5140 4370
1480 2745 1580 3617
2350 2460 2360 6150
1600 1561 750 1340
3140 1450 990 480
1710 2736 -140 876
3810 4691 -230 144
1780 3837 -180 42
1820 2680 360 126
4060 5178 (70 8354)
1250 2700 -360 342
-430 320 710 614
500 503 2340 9620
760 568 2810 1909
250 1120 1520 8703
1180 2773 1620 3745
1170 3415 9770 20233
520 2111 (10760) 3801
5900 2938
1730 2625
1390 952
2260 1561

re0,73 r*0» 64

15EB1
XRF  CHIP
540 971
490 1625
430 729
770 393
640 699
-410 722
510 1324
-90 54C
2170 568
1290 840
1610 3029
620 5205
1180 3286
11980 8391
3960 3231
360 72
90 57
4870 2020
- 280 130
16C 790
2400 1450
1770 1377
3290 8622
4230 4406
790 1726
750 2607
1640 2306
2000 1083
1540 876
1310 971
1430 1047
2620 1597
2310 1212

re0,69

180



belo* j,11 of arising fron ronlom valued an1l thy
significance of the correlation of the combined data is
still far higher. This finding adds further suooorto the
hypothes s that th flluor escence method c «i be used
quantit«tively.

In addition, an exoer imer* was conducted to determine
the reproducibility of measurements using the second
prototype, and to test for the effects of oosslnle
differences in technique between one ooerator and another.
The experiment was undertaken on the north face of block
Ho.11 in the exoerimental stooe. Nineteen samples 15cm wide
by 10cm high were marked off on a narrow reef and were
measured It times in succession by. two operators. The values
obtained are shown in Table 14.8.

The instrument had been calibrated to give, for
individual measurements (aporoximately 40s) a counting
standard-deviation, Sc, of 425cm.g/t. Both operators
obtained identical within-saraole measurement variances of
(3J ¢sj) * (445cm.g/t)2. The value of the geometrical
standard-deviation, Sg, of 132cm.g/t was not unexoected in
view of the uneven nature of the rock face scanned. Both
operators were thus capable of performing measurements
within counting statistics. The means (of 14 measurements)
of the 19 samples had a highly significant correllation for
the two operators (r m 0,97, 18 degrees of freedom) with a
probability of less than 0,011 of coming ¢ om random values.
The high correlation coefflcent shows the good
reproducibility of the method at an average ore value of

939cm.g/t, that 1is, at about twice the pay limit. The Bi
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TABLE14.a

OPERATOR A.
NO 1 2

1 1420 1130

2 450 270

3 1000 830

i -100 -280

5 460 520

6 -420 470

7 -360 -110

8 970 970

9 960 900

10 1260 1320

11 3390 3020

12 2710 2650

13 1810 390

14 2770 1630

15 860 660

16 1910 1330

17 1680 1060

18 270 800

29 -90 130
U 1/

it 1228 770
2 1330 1470
3 690 540
4 850 730
5 60 660
6 810 310
7 110 -90
8 -170 60
9 1040 200
10 1830 1030
11 3910 1270
12 2350 2340
13 1450 810
14 1900 1590
15 1640 1210
16 1620 1450
17 1630 1130
18 750 1410
19 1050 850

13

1240
760
960
-70
820
310
-20
950
440
920

3180

1320
960

1560

noo

1420
540
720
720

4

2170
770
270

1130
300

-160

—660
650

1130
540

2880

2140

1310

1550
620

1630
630

1410
410

14

1300
30
1040
160
590
390
—60
360
480
1300
2660
1350
1400
720
1180
7050
820
1280
280

Measurement No.

5

950
500
870
-440
-420
200
580
140
-220
1000
2730
2130
1880
1440
1490
1270
1010
558
830

6

1000
700
150

1140
570

-320

-640
950

1020

1070

2500

22

181-

1700

1210
870
710
820
340

Prototvoe 2 fluorescence measurements on
R"mt*cs of Blyvoorultzicht.

Units cm

7 8 9
1600 1150 1180
820 150 220
1090 220 890
500 UO 340
600 -490 540
-40 110 -220
-480 -20 700
110 780 210
390 430 840
940 1130 1540
3018 3820 2530
1920 1380 2000
1810 1080 540
190 1360 1770
950 1190 730
2000 1440 1950
240 430 2310
1380 1140 860
490 680 290
OPERATOR B.
Measurement
15 16 17
1150 1390 920
320 -430 720
730 420 720
1260 360 250
720 -630 -300
30 -330 -630
550 -220 -210
310 -110 500
-300 270 500
1150 1040 860
3900 3160 2880
2450 2730 2660
740 590 1680
1370 960 780
1520 680 1240
1590 1360 17:0
1210 1780 1140
950 780 1350
-560 710 610

10

-160
360
1020
450
-590
630
250
630
1000
1830
2630
1850
1020
1820
1110
1730
360
390
540

No.

18

540
250
780
860
1300
-230
570
610
-220
970
3460
2380
1230
1320
1180
2250
70
1040
-360

182
g/t.



TABLE 1'l1-8(Continued)

OPERATOR B.

Sample No.

NoNoIEN o WV, RSN VS S N

—_
— OOV IN NIk W~

— e e =
O\ B~ WIN

19

19

1360
780
610
220

30

—180
470-
590

1180
800

2620

2320

1590

2030

1090

1940

1620
460
350

i-1

1086
563
688
344
309
170
-24
475
672

1149

3140

2059

1253

1504

1089

1647

1033
904
513

Means 977

S-
*1

746

20

1360
1030
780
1620
530
310
1160
460
610
1180
4290
1500
480
1110
1730
1610
740
1630
570

to 14
s*1
559
446
368
493
475
364
424
411
392
308
556
455
481
593
273
391
632
373
310
439

21

590
1180
1080

60

470
-170

220

210

200

820
2550
2360
1930

830

940
1260

610
1270

* 20

(Continued)

Measurement No.

22

300
810
-560
640
-700

40
-300
630
-220
350
3620
2100
1040
1760
1840
2590
1410
1000
* 130

23

850
240
760
720
1010
130
-490
500
490
1290
2840
1950
16*0
1100
1250
1640
1280
1250
-200

1« 15
*1
937
406
611
619
327
-156
-138
391
318
850
3138
2175
1074
1296
1254
1703
1204
1010
99

Means 906

S-
*1

812

24 25
700 1010
410 -110
510 540
1100 520
610 810
-640 -590
-460 -410
570 -420
1000 480
1220 -120
2310 3190
2620 1580
510 1390
1440 860
1290 1850
1450 1560
1120 1210
1270 910
330 130
to 28

Sxi

385

450

481

451

589

319

481

381

448

377

589

424

502

426

428

354

473

373

386

438

26

1010
230
250
240
210

80

-220

780
30
720

3500

1950
470

1120
760

1480

1350
200
260

103

27 28

1500 440
250 0
310 1630
320 500
470 50

-290 280
130 -400
960 -120
490 —60
980 640

3280 2330

1490 2360
910 830

2120 1210

1650 530

1620 1770

1500 1820
820 1230

-220 -90

A and B

X1 X1
1011 477
484 447
650 422
482 484
318 525
7 375
-81 448
433 391
495 451
999 370
3139 562
2117 435
1163 491
1395 518
1171 362
1575 367
1119 554
957 370
306 403

Means 939 445

B-
*]

774



difference between the total average values founJ hv the two
ooerators falls within acceotable statistical limits an!

does not indicate a r al bias between these two ooerators.

14.3.2 minimum length of stooe face at llyvooruitzicht

Mne for Quantitative estimation of the gold value
Following the same line of thought as in section 14.2.1* an
estimate of the minimum length of stooe face reguirel for
quantitative valuation may be obtained from the qold
distribution S”u found at this site. The variation in samole
means was found to be

- (S; +s82)/28 + sju - (773cm.g/t)2

- (445)2723 + S2U
giving 3/X1 « 76dcm.g/t at a mean gold value of 939cm,g/t and
CVXu - S*y/mean m 708/939 « 0,82

Therefore at marginal grades of 500cm.g/t, the value of
S for 15cm wide x 2,5¢cm dceo samoles would be 409cm.g/t,
and a valuation orecision of SAu ¢ 50cm.g/t would reguir- a
measurement of (409/50)2 x 15cm m 10m stooe face.

The addition of the measurement error (of the seconl
prototype) (S2 + S2)0,5 leads to the minimum stooe face
length and measurement times shown in Figure 14.9, from
which it aopears that for the more variable aoM
distribution at Blyvooruitzicht a stooe face length of the
order of 330m measured in about 1,5 hours seems to be a
practical minimum length of marginal grade for quantitative

estimation of gold values.
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15 CONCLUSIONS

The need for improvements in the precision of ore valuation
in the gold mining industry has been recognized widely. It
has been realized that the conventional method of evaluation
by chip sampling anr fire assay would allow only a
significant improvement in the precision if many more
sampling teams were employed, and this would greatly
escalate ore valuation costs. Methods of Xn situ
instrumental ore evaluation, amenable to scanning greater
amounts oi exposed rock face, were thus sought.

A number of potential instrumental methods had undergone
provisional investigation ana of these the gamma ray
fluorescence method seemed tne most promising. The problems
of measuring trace concentrations in situ presented a great
challenge. At tne outset it was not certain whether gamma
ray fluorescence spectrometry could be developed into an
economical method of evaluation, out it seemed th t with
optimization of all the measurement parameters, this goal
snould be within reach of the available technology.

uany aspects of the method were investigated from
fundamental orinciples to allow quantitative assessment both
of the parameters o ai the 1interrelation of the
parameters, so that the method as a whole could be optimized
for the evaluation of hitwotorsrand gold ores to serve as an
ore valuation tool ana to assist in the identification of

geological strata, quantitative formulation of measurement
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parameters made possible the calculation of tne maximum
improvements available for certain parameters and the
trade-off with others. For example, a single-channel
pu.' -e- ht'ight analyser scheme was optimised so that
measurement times therewith would be only a few percent
longer tnan the best possible times with a multichannel
scneme, which would have placed greater demands on battery
power.

parallel with the derivation of optimum measurement
parameters went the development of labor atory—ty pe
instrume followed by the development of portable
instruments in collaboration with ORTLC INC.# tne ficlo
testing of instruments and continual appraisal of the method.

some of tne instrumental parameters implemented in the
third prototype analyzer still fall snort of the calculated
optimum values because the manufacturer # for some of the
sub-units#- preierreu to rely on familiar or proven
technology. tor example# a monostable-based timing system to
oetine tne amplifier pulse peak position# tor the purpose 01
piieup rejection# was aev**lopeu by the author# but the
instrument manufacturer preferred to use a more familiar
amplitude peak oeLector for wnich the trailing edge pilcup
parameter B cannot be optimised to the same degree# and
relevant in situ measuring times with tha latter system are
tnus slightly longer. As the gold analyser is going into
commercial production some of the sub-units# for which

significant improvement is possible, are oeing redesigned.

ime many fluorescence measurement values obtained to

oate at experimental underground sites with tne prototype



instruments, were in all instances found to have a highly
significant correlation with those obtained from the same
locations by whip or bulk sampling and fire assay.

At the coicoletion of this thesis three units of the
third prototype veision of the portable gold analyse: are
being deployed in normal working stones to derive ootimum
measurement procedures for ore valuation. Gamma ray
fluorescence results from more than 1000 man hours of
operation have shown high reproducibility and oredictable
valuation precision (Davies et al., 1979). True to
expectation, at a number of locations it has been oossible
to show with the fluorescence instrument that mining was
following the wrong horizon.

The possibility of simultaneous measurement of uranium
and gold with an instrument of this tyoe, and the need in
several mines for combined ore valuation of these metals has
generated a demand for the addition to the instrument of an
analysing channel for uranium. This may mean the raoid
evolution of a second generation of commercial instruments,
which may be brought closer to the ootima which have been

identified in this thesis.
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