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ABSTRACT

Various contributions have been made to the study of stochastic processes in the

abstract setting of Riesz spaces, and include topics such as conditional expectation,

martingales and independence. This dissertation provides a review of those topics

and extends the work done by Grobler, Kuo, Labuschagne, Stoica, Watson and

others by considering the notions of mixing, mixingales and near-epoch dependence

in a Riesz space.
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Chapter 1

Introduction

1.1 A history of the study of stochastic processes

in Riesz spaces

The study of probability has its roots in the 16th and 17th centuries, during which

time the main focus was on finding ad hoc solutions to problems of chance. Famously,

the main proponents for the study of such problems include Cardano in the 16th

century and Fermat and Pascal in the 17th century. However, a coherent theory for

probability did not exist until only after the introduction of measure theory in the

late 19th century.

The notion of a measure in mathematical terms was originally proposed by Borel

in 1898 in [9]. The concept was popularised by Lebesgue in 1902 in [48], who in-

corporated differentiation and integration into the pre-existing framework. The first

significant use of a measure in the context of probability was established by Wiener in

1923 in [78], who used a measure on the space of continuous functions to describe the

probability related to the motion of particles suspended in a fluid, more commonly

known as Brownian motion. This prompted the development of a general theory of

probability, for which the formal foundations were defined by Kolmogorov in 1933
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in [38].

The work by Wiener on Brownian motion also motivated the study of a branch

of probability known as stochastic processes, which relates to the progression of a

random system in time. Significant contributions to the theory of stochastic processes

were made by Lévy in 1948 in [49] and by Doob in 1953 in [19]. In the classical

measure theoretic setting, a stochastic process is defined as a sequence in the space

of measurable functions in which the underlying measure relates to probability.

The theory of stochastic processes is well developed in this setting as it has been

the primary focus in the vast majority of prevalent research conducted since the

conception of the subject. However, as noted by de Jonge in [15] and Rao in [61], there

is sufficient evidence indicating that order is inextricably connected with probability

theory and stochastic processes. In particular, the order structure of the underlying

space of measurable functions constitutes a fundamental building block on which

the theory of stochastic processes is based. As such, it is possible to study various

topics related to stochastic processes in a more abstract measure-free setting using

an order theoretic approach, which has been facilitated in recent times through the

consideration of Riesz spaces.

A Riesz space, or vector lattice, was first defined by Riesz in 1928 in [65], after

which the theory of Riesz spaces was further developed in the 1930s through the

various independent works of Freudenthal, Kantorovich and Riesz himself, which

include [22, 36, 66]. The study of Riesz spaces continued over the following decades

in disjointed fashion across three major centres of research, namely Japan, the Soviet

Union and the United States. From Japan, the main contributors include Nakano,

Ogasawara and Yosida with works such as [56, 57]; from the Soviet Union, the

main contributors include Kantorovich, Judin, Pinsker, and Vulikh with works such
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as [35, 37, 76]; and from the United States, the main contributors include Birkhoff,

Kakutani and Stone with works such as [8, 72, 73].

The independent development of the theory underlying Riesz spaces resulted in in-

consistent definitions, terminologies and results. However, in 1971, Luxemburg and

Zaanen unified the theory in [52]. This represented a significant contribution to the

emergence of Riesz space theory in its present form, and opened the door for its

application to stochastic processes.

The study of stochastic processes in a Riesz space setting dates back to at least

the 1970’s with works such as [61, 62] by Rao and [15] by de Jonge on the topic

of conditional expectation. More recent developments include [69, 70, 71] by Sto-

ica, [39, 40, 41, 42, 43, 44] by Kuo, Labuschagne and Watson, [74] by Vardy and

Watson, [26, 29] by Grobler, and [25] by Gao and Xanthos, which cover topics

on stochastic processes in both discrete and continuous time such as martingales,

Markov processes, Brownian motion, ergodic theory, laws of large numbers, zero-one

laws, and the Doob-Meyer decomposition, to name only a few.

1.2 Outline of contents

The purpose of this dissertation is to extend the study of stochastic processes in a

Riesz space setting by considering the topics of mixing and near-epoch dependence,

which are so far unrepresented in the current literature. A brief survey of the contents

of this dissertation are provided as follows.

In Chapter 2, we consider the spaces of functions which constitute the basis for our

study of stochastic processes. These spaces are first defined in the classical measure
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theoretic setting as the Lp spaces over the reals, after which they are characterised

as Riesz spaces using the methods outlined in [79].

The notion of conditional expectation is reviewed in Chapter 3. We start by study-

ing the properties of conditional expectation in the measure theoretic setting as a

motivation for the translation thereof to the Riesz space setting. Following this, we

appeal to [39, 40, 41] in our consideration of conditional expectation operators on

Riesz spaces. Furthermore, we follow [47] in defining multiplication in our Riesz

space, which is required for the generalisation of certain properties of conditional ex-

pectation. The remainder of Chapter 3 deals with particular spaces defined relative

to a conditional expectation operator and with the definition of vector-valued norms

on these spaces.

Chapter 4 gives consideration to the notion of dependence in stochastic processes.

Firstly, various forms of independence are outlined using [74]. This is followed by a

review of martingales, which serve as a broad class of dependent stochastic processes

that constitutes a fundamental tool in the study of stochastic processes in general.

This is facilitated through the use of [39, 41]. We then outline and generalise the

notion of mixing, which provides a means for explicitly measuring the level of de-

pendence within stochastic processes. The consideration of mixing constitutes one

of two novel contributions of this research to the literature on stochastic processes

in Riesz spaces, and includes generalisations of the so-called mixing inequalites as

well as an example application to σ-finite processes in the classical measure theoretic

setting. Finally, we extend the work done in [46] related to mixingales to complete

the investigation of dependence in stochastic processes.

In Chapter 5, we consider the second main topic of this research, that of near-

epoch dependence. In particular, we provide an example of a near-epoch dependent
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process in a Riesz space, namely the autoregressive process of order 1, after which we

establish various elementary properties of near-epoch dependent sequences, as well

as the relationship between mixing, mixingales and near-epoch dependence, which

is that a stochastic process that is near-epoch dependent on a mixing process is

necessarily a mixingale.

A conclusion is provided in Chapter 6, as well as an outline of possible areas for

further research. Finally, the necessary preliminary results related to Riesz spaces

and to measure theory are presented in Appendix A and Appendix B, respectively,

for the uninitiated reader.
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Chapter 2

The Lp spaces over the reals

This chapter serves as an exposition of the link between the two main themes of this

study, which are the characterisation of stochastic processes in a measure theoretic

setting and the corresponding generalisation in a Riesz space. For details on the nec-

essary preliminary results for Riesz spaces, see Appendix A, and for the preliminary

characterisation of stochastic processes using measure theory, see Appendix B.

For brevity, it is assumed throughout this chapter that (Ω,F , µ) is a measure space,

unless otherwise stated.

2.1 Measure theoretic characterisation

Consider two real-valued measurable functions f and g defined on (Ω,F , µ). If f = g

a.e., then we write f ∼ g, and in this case ∼ defines an equivalence relation in the

space of measurable functions on (Ω,F , µ). For the functions f, g, . . . in this space, we

denote by [f ], [g], . . . the corresponding equivalence classes, which specify the sets of

functions to which each of f, g, . . . are equivalent according to the above equivalence

relation. We denote by L0(Ω,F , µ) the set of all such equivalence classes, and if we

define [f ] + [g] = [f + g] and α[f ] = [αf ] for all α ∈ R and [f ], [g] ∈ L0(Ω,F , µ),
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then L0(Ω,F , µ) satisfies the properties of a vector space over the reals. Although

L0(Ω,F , µ) is formally defined to be the set of equivalence classes of real-valued

measurable functions on (Ω,F , µ), the elements of L0(Ω,F , µ) are usually written

simply as f, g, . . . and treated as functions in themselves. This is appropriate since the

definitions outlined above relating to addition and scalar multiplication of equivalence

classes do not depend on the choice of functions within those classes, see [79, p. 14]

for additional details.

In accordance with Definition B.36, we define L1(Ω,F , µ) to be the set of all equiv-

alence classes of integrable functions in L0(Ω,F , µ), that is,

L1(Ω,F , µ) =

{
f ∈ L0(Ω,F , µ) :

∫
Ω

|f | dµ <∞
}
.

Note that L1(Ω,F , µ) is a linear subspace of L0(Ω,F , µ), since if f, g ∈ L1(Ω,F , µ)

and α, β ∈ R, then from the monotonicity and linearity of the Lebesgue integral, we

have that∫
Ω

|αf + βg| dµ ≤
∫

Ω

(|α||f |+ |β||g|) dµ

= |α|
∫

Ω

|f | dµ+ |β|
∫

Ω

|g| dµ

<∞,

giving that αf +βg ∈ L1(Ω,F , µ). For the purpose of specifying more general linear

subspaces of L0(Ω,F , µ), note that the definition of integrability arises only as a

special case of a more general concept.

Definition 2.1 Let f be a real-valued measurable function defined on (Ω,F , µ).

Then f is said to be p-integrable, 1 ≤ p <∞, if∫
Ω

|f |p dµ <∞.
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The corresponding linear subspaces of L0(Ω,F , µ) are defined by

Lp(Ω,F , µ) =

{
f ∈ L0(Ω,F , µ) :

∫
Ω

|f |p dµ <∞
}
,

for 1 ≤ p < ∞. As noted in [79, p. 66], the linearity of Lp(Ω,F , µ) follows from

the inequality (|f | + |g|)p ≤ 2p(|f |p + |g|p). The case for p = ∞ requires a further

definition.

Definition 2.2 Let f be a real-valued measurable function defined on (Ω,F , µ).

Then f is said to be essentially bounded if there exists u ∈ [0,∞) such that |f | ≤ u

a.e.

The subspace of L0(Ω,F , µ) corresponding to the equivalence classes of essentially

bounded functions is then defined by

L∞(Ω,F , µ) = {f ∈ L0(Ω,F , µ) : |f | ≤ u a.e. for some u ∈ [0,∞)}.

To establish the linearity of L∞(Ω,F , µ), consider f, g ∈ L∞(Ω,F , µ), for which there

exists u1, u2 ∈ [0,∞) such that |f | ≤ u1 and |g| ≤ u2 a.e. Defining u = max {u1, u2},

we have, for α, β ∈ R,

|αf + βg| ≤ |α||f |+ |β||g|

≤ |α|u1 + |β|u2 a.e.

≤ (|α|+ |β|)u a.e.,

where (|α|+ |β|)u ∈ [0,∞), giving that αf + βg ∈ L∞(Ω,F , µ).

For brevity, Lp(Ω,F , µ) is often abbreviated as Lp if it is unambiguous to which

measure space it is related. Also, note that the Lp space is not necessarily limited

to the equivalence classes of (extended) real-valued functions only, but includes the
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equivalence classes over complex-valued functions as well. However, for the study of

stochastic processes, it is sufficient to consider the Lp space in the restricted setting

of (extended) real-valued functions only.

In the case that the measure space is finite, it follows from the above definitions that,

for 1 ≤ p < q < ∞, any essentially bounded function is necessarily q-integrable,

and that any q-integrable function is necessarily p-integrable, which is to say that

L∞ ⊂ Lq ⊂ Lp ⊂ L0. We now consider norms on these spaces.

Definition 2.3 A norm on a real vector space V is a map ‖ · ‖ : V → [0,∞)

satisfying

(i) x = 0⇔ ‖x‖ = 0 (strict positivity),

(ii) ‖αx‖ = |α|‖x‖ for all x ∈ V , α ∈ R (homogeneity),

(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y ∈ V (triangle inequality).

If ‖ · ‖ is a norm on the vector space V , then we say that (V, ‖ · ‖) is a normed vector

space.

Lemma 2.4 For 1 ≤ p ≤ ∞, Lp(Ω,F , µ) is a normed vector space with norm ‖ · ‖p
defined, for f ∈ Lp, by

(i) ‖f‖p =

(∫
Ω

|f |p dµ
) 1

p

, 1 ≤ p <∞,

(ii) ‖f‖∞ = inf {u ∈ [0,∞) : |f | ≤ u a.e.}.

The following lemma provides an equivalent definition for ‖ · ‖∞.

Lemma 2.5 For f ∈ L∞(Ω,F , µ),

‖f‖∞ = sup

{
1

µ(F )

∣∣∣∣ ∫
F

f dµ

∣∣∣∣ : F ∈ F , µ(F ) > 0

}
.
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For proof of the following theorem, which outlines Lyapunov’s inequality for norms,

see [13, Theorem 9.23].

Theorem 2.6 Let (Ω,F ,P) be a probability space and 1 ≤ p < q ≤ ∞. If

f ∈ Lq(Ω,F ,P) ⊂ Lp(Ω,F ,P), then ‖f‖p ≤ ‖f‖q.

2.2 Riesz space characterisation

In this section we characterise Lp as a Riesz space, considering particular concepts

outlined in Appendix A. Detailed proofs are provided for the uninitiated reader.

Firstly, for any two measurable functions f and g defined on (Ω,F , µ), we write

[f ] � [g] if f ≤ g a.e., in which case � defines a partial ordering in L0 and (L0,�)

is an ordered vector space. Moreover, if we define f ∨ g and f ∧ g pointwise by

(f ∨ g)(x) = max{f(x), g(x)} and (f ∧ g)(x) = min{f(x), g(x)}, for all x ∈ Ω,

respectively, then by Theorem B.18, it follows that f ∨g, f ∧g ∈ L0 for all f, g ∈ L0,

giving that L0 is a Riesz space.

Secondly, following the methodology in [79, Example 12.5(iii)], we will show that L0

is Dedekind complete under the restricted setting that µ is a finite measure. This

is a satisfactory assumption since for the purposes of this study we are primarily

concerned with the case of µ = P being a probability measure. As such, it assumed

throughout the remainder of this section that µ is a finite measure.

Proposition 2.7 The Riesz space L0(Ω,F , µ) is Dedekind complete.

Proof. We will use Theorem A.20 to prove the result. Let D be a non-empty subset

of L0
+ bounded above by g ∈ L0

+. If we can show that D has a supremum, then we
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have the result. Note that it may be assumed, without loss of generality, that D

contains all finite suprema of its elements. This is the case since the set D and the

set of all finite suprema of elements of D have the same upper bounds.

Suppose first that g is bounded in L0, which is to say that there exists u ∈ [0,∞)

such that g � u1, where 1 ∈ L0 is the function identically equal to 1 a.e. This can

equivalently be written as g ≤ u a.e. Since µ is finite, it follows that the function g

is integrable, that is,

α =

∫
Ω

g dµ <∞.

To proceed, consider the set

D0 =

{∫
Ω

f dµ : f ∈ D
}
.

Then D0 is a set of non-negative real numbers that is bounded above by α ∈ R.

Therefore, by the order properties of the reals, α0 = supD0 exists, and there is a

sequence (fn)n∈N in D such that

lim
n→∞

∫
Ω

fn dµ = α0.

Note that we may assume, without loss of generality, that fn ↑n∈N, since we can

otherwise replace fn arbitrarily by f1 ∨ . . . ∨ fn. Next, define the function f0, for

x ∈ Ω, by

f0(x) = sup {fn(x) : n ∈ N}.

Then f0 ∈ L0, by Theorem B.21, and fn ↑n∈N f0. Therefore, by Lebesgue’s monotone

convergence theorem, we have that

lim
n→∞

∫
Ω

fn dµ =

∫
Ω

f0 dµ,
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giving∫
Ω

f0 dµ = α0. (2.1)

Consider f ∗ ∈ D. Since D contains all finite suprema of its elements, f ∗∨fn ∈ D for

all n ∈ N. Also, fn � f ∗ ∨ fn for all n ∈ N, by definition, and f ∗ ∨ fn ↑n∈N f ∗ ∨ f0,

by Theorem A.24(vii), and so by the monotonicity of the integral and Lebesgue’s

monotone convergence theorem, respectively, we have that

α0 = lim
n→∞

∫
Ω

fn dµ ≤ lim
n→∞

∫
Ω

(f ∗ ∨ fn) dµ =

∫
Ω

(f ∗ ∨ f0) dµ.

On the other hand, since f ∗ ∨ fn ∈ D for all n ∈ N,∫
Ω

(f ∗ ∨ fn) dµ ∈ D0,

for all n ∈ N, giving that∫
Ω

(f ∗ ∨ f0) dµ = lim
n→∞

∫
Ω

(f ∗ ∨ fn) dµ ≤ supD0 = α0.

Therefore∫
Ω

(f ∗ ∨ f0) dµ = α0. (2.2)

By equality of (2.1) and (2.2), and by the linearity of the integral, we have that∫
Ω

[(f ∗ ∨ f0)− f0] dµ = 0.

Therefore f ∗ ∨ f0 = f0 a.e., by Theorem B.34(vi), which gives that f ∗ ≤ f0 a.e., and

so f ∗ � f0. Since f ∗ is an arbitrary element of D, this holds for all f ∗ ∈ D, giving

that f0 is an upper bound of D. To show that f0 = supD, suppose that there exists

f ′ ∈ L0 such that f � f ′ for all f ∈ D, and f ′ � f0. Then, in particular, fn � f ′

for all n ∈ N, for the sequence (fn)n∈N in D defined previously. This implies that

fn ↑n∈N f0 � f ′, giving that f ′ = f0. This completes the proof for the case that g is
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bounded.

Suppose now that g ∈ L0
+ is not bounded. To prove the result, define gn = g ∧ n1

and Dn = {f ∧ n1 : f ∈ D} for all n ∈ N. In this case, gn ∈ L0
+ is bounded by n1,

and is an upper bound for the set Dn. This gives that fn0 = supDn exists in L0, by

the above. Since fn0 � g ∈ L0
+, in which case fn0 ∈ L0 for all n ∈ N, we have that

f0 exists in L0, by Theorem B.21, where in this case f0 is defined, for x ∈ Ω, by

f0(x) = sup {fn0(x) : n ∈ N}.

However, it follows by the properties of the supremum that

f0 = sup {sup {f ∧ n1 : f ∈ D} : n ∈ N}

= sup {f ∧ n1 : f ∈ D, n ∈ N}

= supD.

Hence, supD exists, and so L0 is Dedekind complete.

Note that in the preceding proof we have shown also that L0 is order separable,

since the arbitrary countable sequence (fn)n∈N in D has the same supremum as D,

see [79, p. 107] for additional details. Given that L0 is a Dedekind complete Riesz

space, it follows by Theorem A.16 that L0 is Archimedean. Also, it follows from

Theorem A.42 that every band in L0 is a projection band. This fact is particularly

useful for the characterisation of bands in L0, but first we consider a weak order unit

in L0.

Proposition 2.8 The function 1 is a weak order unit of L0.

Proof. Let f ∈ L0
+ and consider the sequence of functions (fn)n∈N defined, for
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x ∈ Ω, by

fn(x) =
n2n−1∑
i=0

i

2n
1f−1[ i

2n
, i+1
2n )(x) + n1f−1[n,∞](x).

For fixed x ∈ Ω and n ∈ N, if f(x) < n, then there exists i = 0, 1, . . . , n2n − 1

such that f(x) ∈
[
i

2n
, i+1

2n

)
, in which case fn(x) = i

2n
≤ f(x). On the other hand, if

f(x) ≥ n, then fn(x) = n ≤ f(x). This gives, for all x ∈ Ω and n ∈ N, that

fn(x) ≤ f(x)1f−1[0,n)(x) + n1f−1[n,∞)(x) ≤ f(x),

which can be rewritten as

fn(x) ≤ min {f(x), n1(x)} ≤ f(x).

By Theorem B.30, we have that fn(x) ↑n∈N f(x) for all x ∈ Ω, and so it follows

from the above that min {f(x), n1(x)} ↑n∈N f(x) for all x ∈ Ω. However, since

min {f(x), n1(x)} is simply the pointwise definition of f ∧ n1 in L0, the preceding

result can be equivalently written as f ∧ n1 ↑n∈N f , and since f is an arbitrary

element of L0
+, this holds for all f ∈ L0

+, and hence 1 is a weak order unit of L0, by

Theorem A.34.

Note that we can use the same methodology as in the above to prove the more

general result that f ∈ L0 is a weak order unit of L0 if and only if f > 0 a.e. Now

that it is known that L0 is Dedekind complete with weak order unit, it is possible to

characterise the bands in L0 using Theorem A.63.

Proposition 2.9 Every band in L0(Ω,F , µ) is of the form

B = {f ∈ L0 : f(x) = 0 for almost every x /∈ F},

for some F ∈ F .
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Proof. We must first show that B satisfies the properties of a band in L0. Let f ∈ B

and suppose that |g| � |f |. Therefore |g| ≤ |f | a.e., and since |f |(x) = f(x) = 0

for almost every x /∈ F , we have |g|(x) = 0 for almost every x /∈ F . This gives

that g(x) = 0 for almost every x /∈ F , and so g ∈ B, giving that B is an ideal in

L0. Furthermore, let Λ be a non-empty index set and {fλ : λ ∈ Λ} be an arbitrary

subset of B, and suppose that f0 = sup {fλ : λ ∈ Λ} ∈ L0. As fλ ∈ B for all λ ∈ Λ,

fλ(x) = 0 for almost every x /∈ F and for all λ ∈ Λ. Therefore, it follows that

f0(x) = sup {fλ(x) : λ ∈ Λ} = 0 for almost every x /∈ F , and so f0 ∈ B, giving that

B is a band in L0.

Secondly, we must show that every band in L0 is of the form given by B. Let

B0 = {P0f : f ∈ L0} be a band in L0, where P0 is the band projection corresponding

to B0. For f ∈ L0
+, it follows from Theorem A.63 that the element P0f of B0 can be

written as

P0f = sup {f ∧ nP01 : n ∈ N}.

Consider, for fixed n ∈ N, the pointwise definition of f ∧ nP01 in L0
+,

(f ∧ nP01)(x) = min {f(x), nP01(x)},

for x ∈ Ω, in which case

P0f(x) = sup {min {f(x), nP01(x)} : n ∈ N}.

Noting that 0 ≤ P01 ≤ 1 and f ≥ 0 a.e., it follows that for almost every x ∈ Ω,

P0f(x) =

 0 if P01(x) = 0,

f(x) if 0 < P01(x) ≤ 1.

Therefore, there exists a measurable subset F , say, of Ω such that P0f(x) = 0 for

almost every x /∈ F . This shows that B0 is of the form given by B, and since B0
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is an arbitrary band in L0, it follows that every band in L0 is of the form given by

B.

From the preceding proof, we have that the band projections in L0 are defined as

almost everywhere characteristic functions. In other words, every band projection

P on a band in L0 satisfies the properties of a characteristic function almost every-

where on Ω. In particular, the characteristic function 1F , where F is a measurable

set, defines a band projection in L0. To complete this section, we consider the Lp

subspaces of L0.

Proposition 2.10 For 1 ≤ p ≤ ∞, the space Lp is an ideal in L0.

Proof. Since we already have that Lp is a linear subspace of L0, it suffices to show

that Lp is solid. Let 1 ≤ p < ∞ and suppose that f ∈ Lp and |g| � |f |. Therefore

|g| ≤ |f | a.e., which implies that |g|p ≤ |f |p a.e. So, by the monotonicity of the

integral and the fact that f ∈ Lp, it follows that∫
Ω

|g|p dµ ≤
∫

Ω

|f |p dµ <∞,

giving that g ∈ Lp. For the case p = ∞, suppose that f ∈ L∞ and |g| � |f |.

Therefore |g| ≤ |f | a.e., and there exists u ∈ [0,∞) such that |f | ≤ u a.e. This

implies that |g| ≤ u a.e., which gives that g ∈ L∞.

From the above result, it follows from Theorems A.28 and A.29(i) that each subspace

Lp of the Dedekind complete Riesz space L0 is a Dedekind complete Riesz space on

its own. In addition, it follows from Theorem A.29(iii) that each Lp space is order

separable. Also, it is easy to see that the function 1 is a weak order unit for each

Lp, and so it follows that the bands in each Lp are characterised similarly to that

outlined in Propostion 2.9.
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The spaces that are of particular interest for this study are L1, the space of inte-

grable functions, L2, the space of square-integrable functions, and L∞, the space of

essentially bounded functions. Generalisations of such spaces will be considered in

greater detail in Section 3.3.
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Chapter 3

Conditional expectation

The notion of conditional expectation is central to the theory of stochastic processes.

In fact, much of the study of stochastic processes in Riesz spaces focuses directly on

conditional expectation operators. In this chapter we provide a measure theoretic

characterisation of conditional expectation, which is used to motivate the study of

the corresponding operators in Riesz spaces.

3.1 Measure theoretic characterisation

The underlying principle of conditional expectation in probability theory is to relate

the expectation of a random variable to certain information that may be known

about that random variable, or more precisely, about the probability space in which

the random variable is defined. This information is characterised as a subspace of

the event space, which leads to the following definition.

Definition 3.1 Let F be a σ-algebra of subsets of the non-empty set Ω. The

collection G of subsets of Ω is said to be a sub-σ-algebra of F if G is a σ-algebra and

G ⊂ F .

The sub-σ-algebra G in the preceding definition provides a means of isolating certain
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information in the probability space (Ω,F ,P) on which the expectation of a random

variable may be conditioned. Note that P|G, the restriction of P on the sub-σ-algebra

G, satisfies the properties of a probability measure on G. For brevity, it is assumed

throughout the remainder of this section that (Ω,F ,P) is a probability space and

that G is a sub-σ-algebra of F .

Theorem 3.2 Let X ∈ L1(Ω,F ,P). There exists a random variable E(X | G),

called the conditional expectation of X with respect to G, such that

(i) E(X | G) is G-measurable and integrable,

(ii)

∫
G

E(X | G) dP =

∫
G

X dP for all G ∈ G.

The existence of the conditional expectation follows from the Radon-Nikodým theo-

rem. To see this, consider first a non-negative integrable random variable X defined

on the probability space (Ω,F ,P), and define, for F ∈ F ,

ν(F ) =

∫
F

X dP.

By Lemma B.46, ν is a measure on F . Also, ν << P, and since X is integrable, ν

is finite. The probability measure P is also finite, by definition, and so ν and P are

both finite, and hence both σ-finite. Therefore ν|G and P|G are σ-finite measures

on G with ν|G << P|G. This gives precisely the conditions of the Radon-Nikodým

theorem, and so there exists a non-negative, G-measurable, integrable function f

such that, for all G ∈ G,

ν|G (G) =

∫
G

f dP|G .

However, for G ∈ G, we have that ν|G (G) = ν(G) and
∫
G
f dP|G =

∫
G
f dP. The

function f therefore satisfies the conditions of the preceding definition. For a formal

exposition of this argument, see [63, Section 10.2].
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If the random variable X is not necessarily non-negative, then the conditional ex-

pectation can be defined by

E(X | G) = E(X+ | G)− E(X− | G),

which can be shown to satisfy the conditions of the preceding theorem in the same

way as above, with the exception that ν is defined, for F ∈ F , by

ν(F ) =

∫
F

X+ dP−
∫
F

X− dP,

and satisfies the conditions of a signed measure on F .

Note that by the Radon-Nikodým theorem, the conditional expectation is P-a.e.

unique, meaning that there may exist many such random variables E(X | G), each of

which is a version of the conditional expectation of X with respect to G, but where

any two versions are equal with probability 1. As such, the conditional expectation

of a random variable with respect to a given σ-algebra defines an equivalence class

in the sense outlined in Section 2.1.

In view of Theorem 3.2(i), it can be stated that the conditional expectation is an

operator on L1(Ω,F ,P) with range space L1(Ω,G,P), that is,

E( · | G) : L1(Ω,F ,P)→ L1(Ω,G,P).

This is an important consideration for the purpose of characterising conditional ex-

pectations in Riesz spaces. To this end, we will consider particular properties of

conditional expecation that are of interest for this study, the first of which relates to

the range space of the conditional expectation operator, see [63, p. 345] for proof.

Theorem 3.3 Let X ∈ L1(Ω,F ,P). If X is G-measurable, then

E(X | G) = X with probability 1.
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The preceding result can be equivalently stated as

E( · | G)|L1(Ω,G,P) = I,

where I is the identity operator. This gives that the conditional expectation op-

erator is surjective, since L1(Ω,G,P) ⊂ L1(Ω,F ,P). The following result arises as

a corollary of the preceding theorem, and gives that conditional expectation is an

averaging operator, see [7, Theorem 34.3] for proof.

Theorem 3.4 Let X be G-measurable and Y,XY ∈ L1(Ω,F ,P). Then

E(XY | G) = XE(Y | G) with probability 1.

The following theorem gives that expectation arises as a special case of conditional

expectation, see [63, p. 345] for proof.

Theorem 3.5 Let X ∈ L1(Ω,F ,P). Then

E(X | {Ω, ∅}) = E(X).

The collection of subsets {Ω, ∅} in the preceding theorem is usually referred to as the

trivial σ-algebra , as it is the smallest σ-algebra over Ω. The following theorem gives

that conditional expectation is a smoothing operator, for proof, see [63, p. 348].

Theorem 3.6 Let X ∈ L1(Ω,F ,P) and G1 and G2 be sub-σ-algebras of F such

that G1 ⊂ G2. Then

E(E(X | G1) | G2) = E(E(X | G2) | G1) = E(X | G1).

The following result, which gives the law of iterated expectation, arises by setting
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G1 = {Ω, ∅} and G2 = G in the preceding theorem.

Theorem 3.7 Let X ∈ L1(Ω,F ,P). Then

E(E(X | G)) = E(X).

The following result arises by Theorem 3.3 and the fact that E(X | G) is G-measurable,

or alternatively by setting G1 = G2 in Theorem 3.6, and gives that the conditional

expectation operator is idempotent.

Theorem 3.8 Let X ∈ L1(Ω,F ,P). Then

E(E(X | G) | G) = E(X | G).

The following theorem gives that conditional expectation exhibits monotonicity (ii)

and linearity (iii), which together give positivity. For proof, see [7, Theorem 34.2].

Theorem 3.9 Let X, Y ∈ L1(Ω,F ,P) and α, β ∈ R. Then

(i) X = α with probability 1 ⇒ E(X | G) = α with probability 1,

(ii) X ≤ Y with probability 1 ⇒ E(X | G) ≤ E(Y | G) with probability 1,

(iii) E(αX + βY | G) = αE(X | G) + βE(Y | G).

From the preceding theorem as well as Theorems 3.3 and 3.8, we have that the con-

ditional expectation operator is a positive projection onto L1(Ω,G,P). The following

theorem gives the modulus inequality for conditional expectation, see [63, p. 345] for

proof.

Theorem 3.10 Let X ∈ L1(Ω,F ,P). Then

|E(X | G)| ≤ E(|X| | G).
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The following is the conditional version of Lebesgue’s monotone convergence theorem,

see [63, p. 346] for proof.

Theorem 3.11 Let (Xn)n∈N be a sequence of non-negative integrable random vari-

ables defined on (Ω,F ,P) such that

(i) 0 ≤ X1(x) ≤ X2(x) ≤ . . . for all x ∈ Ω,

(ii) there exists an integrable random variable X such that lim
n→∞

Xn(x) = X(x) for

all x ∈ Ω.

Then 0 ≤ E(X1 | G) ≤ E(X2 | G) ≤ . . . and lim
n→∞

E(Xn | G) = E(X | G).

In view of Definition A.51(ii), the preceding result gives that the conditional expec-

tation operator is σ-order continuous. In addition , it follows from Theorem 3.11,

the fact that L1(Ω,F ,P) is order separable, and Theorem A.53 that the conditional

expectation operator is order continuous in the sense of Definition A.51(i). This

is a particularly important result for the purpose of characterising conditional ex-

pectation in a Riesz space setting. Before proceeding, however, we note a simple

modification of the definition of conditional expectation so as to enable the con-

ditioning on random variables. To do this, we simply condition on the σ-algebra

generated by the random variables of interest.

Definition 3.12 Let X be an integrable random variable and (Xn)n∈N a sequence

of random variables defined on (Ω,F ,P). The conditional expectation of X with

respect to (Xn)n∈N is defined by

E(X |Xn, n ∈ N) = E(X |σ(Xn, n ∈ N)).

It is also possible to formulate conditional probabilities in terms of conditional ex-

pectations by using characteristic functions.
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Lemma 3.13 Let F,G ∈ F . Then

P(F |G) = E(1F |G) = E(1F |σ(G)) = E(1F | {Ω, ∅, G,Ω\G}).

3.2 Operator theoretic characterisation

We are now in a position to define the conditional expectation operator in a Riesz

space setting. However, we first require the following theorem, see [40, Theorem 2.2]

for proof.

Theorem 3.14 Let E be a Riesz space with weak order unit and T be a positive

order continuous projection on E. Then there exists a weak order unit e0 of E such

that Te0 = e0 if and only if Te is a weak order unit of E for each weak order unit e

of E.

Given that the conditional expectation operator E( · | G) is a positive order continuous

projection from L1(Ω,F ,P) onto L1(Ω,G,P) with E(1 | G) = 1, which follows from

either Theorem 3.3 or Theorem 3.9(i), and noting that the 1 function is a weak order

unit of both L1(Ω,F ,P) and L1(Ω,G,P), we can, in view of the preceding theorem,

characterise the conditional expectation operator as follows.

Definition 3.15 Let E be a Dedekind complete Riesz space with weak order unit.

A positive order continuous projection T on E with range space R(T ), a Dedekind

complete Riesz subspace of E, is said to be a conditional expectation operator if Te

is a weak order unit of E for each weak order unit e of E.

The domain and range of T are specified to be Dedekind complete so as to mirror

the order properties of L1 from the classical setting. Also, it is the case that R(T ) is
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order closed in E, which follows since R(T ) is a Dedekind complete Riesz subspace

of E and T is order continuous.

In the measure theoretic setting, we know that if f ∈ L1(Ω,G,P), which is to say that

f is G-measurable and integrable, then E(f | G) = f with probability 1, by Theorem

3.3. In the Riesz space setting, this is equivalent to the statement that if f ∈ R(T ),

then Tf = f . To see this, consider f ∈ R(T ), for which there exists g ∈ E such that

f = Tg, and since T is idempotent, we have

Tf = T (Tg) = T 2g = Tg = f.

Another result from the measure theoretic setting that is preserved in the Riesz

space setting is the modulus inequality of the conditional expectation operator given

in Theorem 3.10. The Riesz space analogue, which is given by |Tf | � T |f | for all

f ∈ E, follows trivially from the linearity and positivity of T .

The following theorem states that in a Riesz space with conditional expectation

operator T , bands generated by elements of R(T ) and their disjoint complements are

closed under T (i, ii) and that R(T ) is closed under the associated band projections

(iii), for proof, see [40, Lemma 3.1].

Theorem 3.16 Let E be a Dedekind complete Riesz space with weak order unit,

T be a conditional expectation operator on E, and B be the band in E generated

by g ∈ R(T )+ with corresponding band projection P . Then

(i) Tf ∈ B for all f ∈ B,

(ii) Tf ∈ Bd for all f ∈ Bd,

(iii) Pf, (I − P )f ∈ R(T ) for all f ∈ R(T ).

The following theorem, which is a direct consequence of the preceding result, states

that each conditional expectation operator T on a Riesz space commutes with band
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projections associated with bands generated by elements of R(T ), see [40, Theorem

3.2] for proof.

Theorem 3.17 Let E be a Dedekind complete Riesz space with conditional expec-

tation operator T and weak order unit e = Te, and let Bg be the band in E generated

by g ∈ E+ with corresponding band projection Pg. If g ∈ R(T )+, then TPg = PgT .

Conversely, if Q is a band projection on E with TQ = QT , then Qe ∈ R(T ) and

Q = PQe.

Note that by the Dedekind completeness of E, it follows from Theorem A.63 that

the forward implication of the preceding theorem holds for all band projections P

on E with Pe ∈ R(T ).

The preceding theorem provides the simplest of the Riesz space analogues of the

averaging property for conditional expectation operators. To see this, consider the

special case of T = E( · | G) : L1(Ω,F ,P)→ L1(Ω,G,P) and Pg = 1G, where G ∈ G.

Applying Theorem 3.17 to f ∈ L1(Ω,F ,P), we have that E(1Gf | G) = 1GE(f | G),

which is precisely the result of Theorem 3.4 under the restricted setting that X

therein is a characteristic function of a G-measurable set. As shown in [40, The-

orem 4.2], the preceding theorem can be used to prove Freudenthal’s theorem for

conditional expectation operators.

Theorem 3.18 Freudenthal’s theorem. Let E be a Dedekind complete Riesz

space with conditional expectation operator T and weak order unit e = Te. For each

f ∈ R(T )+, there exists a sequence (fn)n∈N ⊂ R(T )+ such that fn ↑n∈N f , where

each fn is of the form

fn =
k∑
i=1

αiPie,
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where αi ∈ [0,∞) and Pi is a band projection which commutes with T , for all

i = 1, . . . , k, and PiPj = 0 for all i 6= j.

To strengthen the averaging property given in Theorem 3.17, we require a multi-

plicative structure on our Riesz space.

Definition 3.19 Let E be a Riesz space. The Riesz subspace V of E is said to be

order dense in E if for each f � 0 in E, there exists g ∈ V such that 0 ≺ g � f .

Definition 3.20 A Riesz space E is said to be universally complete if E is Dedekind

complete and every subset of E consisting of mutually disjoint elements has a supre-

mum in E.

Definition 3.21 A Riesz space Eu is said to be a universal completion of the Riesz

space E if Eu is universally complete and contains E as an order dense subspace.

Note that every Archimedean Riesz space has, up to an injective Riesz homomor-

phism, a unique universal completion. Furthermore, if e is a weak order unit of E

then e is a weak order unit of Eu as well, see [40, p. 515] for details. As noted

in [40, p. 514], in the case where E = L1(Ω,F ,P), we have Eu = L0(Ω,F ,P), and if

E has weak order unit e ∈ E+, then we can likewise characterise L∞(Ω,F ,P) as the

space of e-bounded elements of E,

Ee = {f ∈ E : |f | � ue for some u ∈ [0,∞)}.

Given a Dedekind complete Riesz space E with weak order unit e, a natural definition

of mulitplication for band projections is

Pe ·Qe = Qe · Pe = PQe,
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for band projections P and Q. Such multiplication can then be extended to the space

Ee through Theorem A.64, giving Ee a natural f -algebra structure. The multipli-

cation in Ee can then in turn be extended uniquely to the universal completion Eu.

This endows Eu with an f -algebra structure in which e is both the multiplicative

unit and weak order unit, see [3, 16, 64]. Such a structure gives multiplication that

is associative, distributive, commutative, and positive in the sense that if f, g ∈ E+,

then fg ∈ Eu
+, see [40, Section 4] for details. Also, this multiplication in Eu is or-

der continuous, which follows since multiplication on an Archimedean f -algebra is

necessarily order continuous, which is proved in [80, Theorems 139.4 and 141.1].

To access the multiplicative structure in Eu for a conditional expectation operator T

defined in the Riesz space E, we must extend the domain of T in E to its so-called

natural domain in Eu. This natural domain, denoted dom(T ), turns out to be the

T -universal completion of E, which is detailed below.

Definition 3.22 Let E be a Dedekind complete Riesz space with weak order unit

e = Te, where T is a strictly positive conditional expectation operator on E. Then E

is said to be T -universally complete, or universally complete with respect to T , if for

each upwards directed net (fλ)λ∈Λ in E+ such that (Tfλ)λ∈Λ is order bounded in Eu,

it follows that (fλ)λ∈Λ is order convergent in E. In this case, we write E = dom(T ).

In the case where the Riesz space E does not satisfy the properties set out in the pre-

ceding definition, we can construct its T -universal completion through the following

lemma, see [40, Lemma 5.2] for proof.

Lemma 3.23 Let E be a Dedekind complete Riesz space with conditional expec-

tation operator T and weak order unit e = Te. Define

D = {f ∈ Eu
+ : there exists (fλ)λ∈Λ ⊂ E+ such that fλ ↑λ∈Λ f and (Tfλ)λ∈Λ
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is order bounded in Eu},

and set dom(T ) = D−D. Then dom(T ) is the maximal order ideal in Eu containing

E to which T can be extended as a conditional expectation operator.

Given that dom(T ) in the preceding lemma is a suitable candidate for the T -universal

completion of E, the next step is to consider the corresponding extension of T to

dom(T ). For proof of the following lemma, see [40, Lemmas 5.1 and 5.2].

Lemma 3.24 Let E be a Dedekind complete Riesz space with conditional expec-

tation operator T and weak order unit e = Te. For D as in Lemma 3.23, define, for

f ∈ D,

τ(f) = sup {Tfλ : (fλ)λ∈Λ ⊂ E+ such that fλ ↑λ∈Λ f and (Tfλ)λ∈Λ is order

bounded in Eu},

and for dom(T ) as in Lemma 3.23, define the map T : dom(T )→ Eu by

Tf = τ(f+)− τ(f−).

Then T is a projection with range space R(T ) ⊂ dom(T ), and is the unique order

continuous positive linear extension of T to dom(T ).

As noted in [47, p. 863], the assumption that T be strictly positive in Definition 3.22

does not pose a restriction. This is because if T is not strictly positive, then we can

consider the quotient space E/K, where K is the absolute kernel of T defined by

K = {f ∈ E : T |f | = 0}.

In this case, the extension T satisfies the properties of a strictly positive conditional

expectation operator on dom(T ).
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Now that we have the appropriate multiplicative structure available in our Riesz

space, it is possible to generalise the averaging operator property given in Theorem

3.17, see [40, Theorem 5.3] for proof.

Theorem 3.25 Averaging operator property. Let E be a Dedekind complete

Riesz space with conditional expectation operator T and weak order unit e = Te.

The extension T : dom(T ) → R(T ) is an averaging operator on dom(T ), that is,

for g, fg ∈ dom(T ) and f ∈ R(T ), we have T (fg) = fTg.

In general, we can apply the result of the preceding theorem directly to the given

conditional expectation operator T if we assume an f -algebra structure on the Riesz

space E in which the weak order unit e is also the multiplicative unit. For more details

on the theory of f -algebras, see [10, 12]. To complete this section, we consider a Riesz

space generalisation of the Radon-Nikodým theorem, for proof, see [77, Theorem 4.1].

Theorem 3.26 Radon-Nikodým. Let E be a T -universally complete Riesz space

with weak order unit e = Te, where T is a strictly positive conditional expectation

operator on E, and let F be an order closed Riesz subspace of E with R(T ) ⊂ F .

Then for each f ∈ E+, there exists a unique g ∈ F+ such that, for all P ∈ B(F ),

TPf = TPg,

where B(F ) denotes the class of band projections on E such that P ∈ B(F ) if and

only if Pe ∈ F .

Note that in the case of F = R(T ) in the preceding theorem, we can alternatively

write B(F ) = B(R(T )) = B(T ) to simplify notation. The special case of the preced-

ing theorem that most closely resembles the Radon-Nikodým theorem presented in

Section B.4 arises by setting T = E( · |{Ω, ∅}) = E( · ) with domain E = L1(Ω,F ,P)
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and taking F = L1(Ω,G,P), where G is a sub-σ-algebra of F . In this case,

Tf =

∫
Ω

f dP,

for all f ∈ L1(Ω,F ,P), and each P ∈ B(F ) is of the form P = 1G, for G ∈ G. Note

here that R(T ) ⊂ F since {Ω, ∅} ⊂ G, and so the preceding theorem, in conjunction

with Theorem B.34(vii), gives that for each non-negative function f ∈ L1(Ω,F ,P),

there exists a unique non-negative function g ∈ L1(Ω,G,P) such that, for all G ∈ G,∫
G

f dP =

∫
G

g dP.

Note that this application of the preceding theorem relies on the fact that L1(Ω,F ,P)

is universally complete with respect to its associated expectation operator, as detailed

in [29, p. 737].

Similarly as in the measure theoretic case, the unique function g in Theorem 3.26

can be denoted as g = TFf , where TF is a conditional expectation operator with

range space F . This is substantiated by the following theorem, which gives a Riesz

space analogue of the Andô-Douglas theorem, see [77, Corollary 5.9] for proof.

Theorem 3.27 Andô-Douglas. Let E be a T -universally complete Riesz space

with weak order unit e = Te, where T is a strictly positive conditional expectation

operator on E. The subset F of E is an order closed Riesz subspace of E with

R(T ) ⊂ F if and only if there exists a conditional expectation operator TF on E

such that R(TF ) = F and TTF = TFT = T . In this case, TFf is uniquely determined

according to

TPf = TPTFf,

for f ∈ E+ and P ∈ B(F ).
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Note that the preceding results can be extended to apply to any element f of the

Riesz space E, not necessarily non-negative, by considering the positive and negative

parts of f separately.

3.3 The Lp(T ) spaces with T -conditional norms

In this section, we define the Lp(T ) spaces and present the corresponding generalised

analogues of the Lp-norms for p ∈ {1, 2,∞} defined in Proposition 2.4. Such norms

will be defined with respect to the conditional expectation operator in the space.

Definition 3.28 Let E be a Dedekind complete Riesz space with conditional ex-

pectation operator T and weak order unit e = Te, and denote by T the extension

of T to dom(T ) as a conditional expectation operator.

(i) L1(T ) = dom(T ),

(ii) L2(T ) = {f ∈ L1(T ) : f 2 ∈ L1(T )},

(iii) L∞(T ) = {f ∈ L1(T ) : |f | � g for some g ∈ R(T )+}.

In view of Definition 3.22, E is T -universally complete if and only if L1(T ) = E, in

which case T = T . For brevity, it is assumed throughout the remainder of this section

that E is a T -universally complete Riesz space with weak order unit e = Te, which

is also the mutliplicative unit, and where T is a conditional expectation operator on

E, unless otherwise stated.

Theorem 3.29 R(T ) is universally complete and hence an f -algebra.

Proof. To prove the result, we must show that for each subset W ⊂ R(T )+ consist-

ing of mutually disjoint elements, which is to say that if u, v ∈ W with u 6= v, then
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u∧ v = 0, then w = supW ∈ R(T ). To start, note that w as defined above exists in

Eu, by definition of W and the fact that R(T ) ⊂ Eu. Also, for fixed n ∈ N, the set

{u ∧ ne : u ∈ W} ⊂ R(T ) is bounded above by ne ∈ R(T ), and so by the Dedekind

completeness of R(T ) and Theorem A.14, we have

w ∧ ne = sup {u ∧ ne : u ∈ W} ∈ R(T ).

Therefore, T (w ∧ ne) = w ∧ ne � w ∈ Eu, which gives that the net (T (w ∧ ne))n∈N
is order bounded in Eu. Then since the net (w ∧ ne)n∈N is upwards directed with

w ∧ ne ↑n∈N w, the T -universal completeness of E gives that w ∈ R(T ). Hence,

R(T )u = R(T ), from which it follows that R(T ) is an f -algebra.

An important consequence of the preceding theorem is thatR(T ) has a multiplicative

structure similar to Eu. As an illustrative application of this fact, we can now easily

verify the series of containments L∞(T ) ⊂ L2(T ) ⊂ L1(T ). Firstly, the containments

L2(T ) ⊂ L1(T ) and L∞(T ) ⊂ L1(T ) follow immediately by Definition 3.28. Secondly,

to see that L∞(T ) ⊂ L2(T ), let f ∈ L∞(T ), in which case there exists g ∈ R(T )+

such that |f | � g, and so we have that f 2 � g2 in the universal completion Eu. Since

R(T ) is an f -algebra, we have that g2 ∈ R(T ), and so f ∈ L∞(T ) ⊂ L1(T ) satisfies

f 2 ∈ L∞(T ) ⊂ L1(T ), which gives that f ∈ L2(T ).

Theorem 3.30 For p ∈ {1, 2,∞}, Lp(T ) is an R(T )-module.

Proof. Since fg = (f+−f−)(g+−g−) = f+g+ +f−g−−f+g−−f−g+, to show that

Lp(T ) is an R(T )-module, it suffices to show that fg ∈ Lp(T ) for each f ∈ Lp(T )+

and g ∈ R(T )+.

For p = 1, from the averaging operator property of T and since (f ∧ ne)g ∈ L1(T ),

we have that T ((f ∧ ne)g) = gT (f ∧ ne) � gTf ∈ Eu for all n ∈ N. Therefore, since

(f ∧ ne)g ↑n∈N fg, we have that fg ∈ L1(T ), which follows from the T -universal
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completeness of L1(T ).

For p = 2, note that f 2 ∈ L1(T ), by definition, and g2 ∈ R(T ), by Theorem 3.29,

and so, by the above, (fg)2 = f 2g2 ∈ L1(T ), giving that fg ∈ L2(T ).

For p = ∞, there exists h ∈ R(T )+ such that f � h, and so fg � hg ∈ R(T )+, by

Theorem 3.29, giving that fg ∈ L∞(T ).

Theorem 3.31 If f ∈ Lp(T ) and g ∈ Lq(T ), (p, q) ∈ {(1,∞), (2, 2)}, then the

product fg ∈ L1(T ). Furthermore, if f, g ∈ L∞(T ), then fg ∈ L∞(T ).

Proof. First, let f ∈ L1(T ) and g ∈ L∞(T )+. Then there exists h ∈ R(T )+ such

that g � h, and so for the upwards directed net ((f ∧ ne)g)n∈N, which is order

convergent to fg, we have that T ((f ∧ ne)g) � T ((f ∧ ne)h) � hTf ∈ R(T ) ⊂ Eu.

Therefore, by the T -universal completeness of E = L1(T ), fg ∈ L1(T ).

Second, let f, g ∈ L2(T ). Then 0 � (f ± g)2 = f 2 + g2 ± 2fg ∈ L1(T ). Hence

±2fg � f 2 + g2, and so 2 |fg| � f 2 + g2 ∈ L1(T )+, giving that fg ∈ L1(T ), since

L1(T ) is an ideal in Eu, as noted in [47, p. 862].

Third, let f, g ∈ L∞(T ), in which case there exists h1, h2 ∈ R(T )+ such that |f | � h1

and |g| � h2. Note that fg ∈ L1(T ), which follows since L∞(T ) ⊂ L2(T ), and since

|fg| = |f ||g| � h1h2 ∈ R(T )+, we have that fg ∈ L∞(T ).

To see that |fg| = |f ||g| in the above, note that the terms f+g+, f+g−, f−g+ and

f−g− are disjoint and positive, and so

|fg| = |f+g+ − f+g− − f−g+ + f−g−|

= f+g+ + f+g− + f−g+ + f−g−

= |f ||g|,
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where the second equality follows from Definition A.11(iii).

Before we are able to define T -conditional norms on the Lp(T ) spaces, we require

the following result for the case p = 2.

Lemma 3.32 Let E be a Dedekind complete Riesz space with weak order unit e.

For all f ∈ E+, there exists
√
f ∈ E+ such that

√
f

2
= f .

Proof. For f ∈ E+, define, for each n ∈ N,

fn =
n2n−1∑
i=0

i

2n
P

( i+1
2n

e−f)
+

(
I − P

( i
2n
e−f)

+

)
e+ n

(
I − P(ne−f)+

)
e,

in which case fn ↑n∈N f in E. Then, for any band projection P on E, recall that

Pe · Pe = PPe = P 2e = Pe, implying that
√
Pe = Pe. This, in combination with

the fact that the summation above consists of mutually disjoint terms, in which case

we can apply Theorem A.61, gives that

√
fn =

n2n−1∑
i=0

√
i

2n
P

( i+1
2n

e−f)
+

(
I − P

( i
2n
e−f)

+

)
e+
√
n
(
I − P(ne−f)+

)
e.

It is easy to see that the sequence (
√
fn )n∈N ⊂ E+ is increasing. To obtain an upper

bound, consider

P(e−f)+

√
fn =

2n−1∑
i=0

√
i

2n
P

( i+1
2n

e−f)
+

(
I − P

( i
2n
e−f)

+

)
e

�
2n−1∑
i=0

P
( i+1

2n
e−f)

+

(
I − P

( i
2n
e−f)

+

)
e

= P(e−f)+e.

On the other hand,

(
I − P(e−f)+

)√
fn =

n2n−1∑
i=2n

√
i

2n
P

( i+1
2n

e−f)
+

(
I − P

( i
2n
e−f)

+

)
e
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+
√
n
(
I − P(ne−f)+

)
e

�
n2n−1∑
i=2n

i

2n
P

( i+1
2n

e−f)
+

(
I − P

( i
2n
e−f)

+

)
e+ n

(
I − P(ne−f)+

)
e

�
n2n−1∑
i=2n

P
( i+1

2n
e−f)

+

(
I − P

( i
2n
e−f)

+

)
f +

(
I − P(ne−f)+

)
f

=
(
I − P(e−f)+

)
f.

Therefore, for all n ∈ N,√
fn = P(e−f)+

√
fn +

(
I − P(e−f)+

)√
fn

� P(e−f)+e+
(
I − P(e−f)+

)
f ∈ E+.

Hence, we have that the increasing sequence (
√
fn )n∈N ⊂ E+ is bounded above in E,

and so by the Dedekind completeness of E, there exists g ∈ E+ such that
√
fn ↑n∈N g.

Finally, since
√
fn

2
= fn for all n ∈ N, fn ↑n∈N f , and

√
fn ↑n∈N g, we have that

g2 = f , which follows from the order continuity of the multiplication in Eu. As such,

we can write g =
√
f .

Definition 3.33 Let E be a Dedekind complete Riesz space with weak order unit

and T be a strictly positive conditional expectation operator on E. If E is an R(T )-

module and φ : E → R(T )+ satisfies

(i) φ(f) = 0⇔ f = 0 (strict positivity),

(ii) φ(fg) = |g|φ(f) for all f ∈ E and g ∈ R(T ) (homogeneity),

(iii) φ(f + g) � φ(f) + φ(g) for all f, g ∈ E (triangle inequality),

then φ is said to be an R(T )-valued norm on E.

Theorem 3.34 For p ∈ {1, 2,∞}, the map ‖ · ‖T,p : Lp(T ) → R(T )+ defines an

R(T )-valued norm on Lp(T ), where

(i) ‖f‖T,1 = T |f |,
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(ii) ‖f‖T,2 =
√
T |f |2 ,

(iii) ‖f‖T,∞ = inf {g ∈ R(T )+ : |f | � g}.

Proof. For p = 1, condition (i) of Definition 3.33 follows directly from the strict

positivity of T , while condition (iii) follows from the triangle inequality from Theorem

A.13(ii) and the linearity of T . For condition (ii), let f ∈ L1(T ) and g ∈ R(T ), in

which case |g| ∈ R(T ), and so by the averaging operator property,

‖fg‖T,1 = T |fg| = T (|f ||g|) = |g|T |f | = |g|‖f‖T,1.

For p = 2, condition (i) follows from the strict positivity of T and the fact that f = 0

if and only |f |2 = 0. For condition (ii), let f ∈ L2(T ) and g ∈ R(T ), then, similarly

as in the above,

‖fg‖T,2 =
√
T |fg|2 =

√
T (|f |2|g|2) =

√
|g|2T |f |2 = |g|

√
T |f |2 = |g|‖f‖T,2.

For condition (iii), we appeal to [5, Theorem 3.4], in which functional calculus for

convex mappings is used to prove the result.

For p =∞, condition (i) follows directly from the definition of ‖·‖T,∞. For condition

(ii), let f ∈ L∞(T ) and g ∈ R(T ). Then

‖fg‖T,∞ = inf {h ∈ R(T )+ : |fg| � h}

= inf {h ∈ R(T )+ : |f ||g| � h}

� inf {|g|h ∈ R(T )+ : |f ||g| � |g|h}

= |g| inf {h ∈ R(T )+ : |f | � h}

= |g|‖f‖T,∞,
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where the inequality above follows from the fact that

{|g|h ∈ R(T )+ : |f ||g| � |g|h} ⊂ {h ∈ R(T )+ : |f ||g| � h}.

On the other hand, for ε > 0, we have

|g|‖f‖T,∞ � (|g|+ εe)‖f‖T,∞

= (|g|+ εe) inf {h ∈ R(T )+ : |f | � h}

= inf {(|g|+ εe)h ∈ R(T )+ : |f | � h}

= inf {h ∈ R(T )+ : (|g|+ εe)|f | � h}.

Letting ε→ 0, we obtain

|g|‖f‖T,∞ � inf {h ∈ R(T )+ : |f ||g| � h}

= inf {h ∈ R(T )+ : |fg| � h}

= ‖fg‖T,∞.

Therefore, we have ‖fg‖T,∞ = |g|‖f‖T,∞. Finally, for condition (iii) of Definition

3.33, consider f, g ∈ L∞(T ). Since |f + g| � |f |+ |g|, it follows that

{h ∈ R(T )+ : |f |+ |g| � h} ⊂ {h ∈ R(T )+ : |f + g| � h}.

Therefore

‖f + g‖T,∞ = inf {h ∈ R(T )+ : |f + g| � h}

� inf {h ∈ R(T )+ : |f |+ |g| � h}.

Writing h = h1 + h2, for h1, h2 ∈ R(T )+, we have that

{h1 + h2 : |f | � h1 ∈ R(T )+, |g| � h2 ∈ R(T )+}

⊂ {h ∈ R(T )+ : |f |+ |g| � h}.
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Therefore, since the conditions |f | � h1 and |g| � h2 are independent,

‖f + g‖T,∞ � inf {h1 + h2 : |f | � h1 ∈ R(T )+, |g| � h2 ∈ R(T )+}

= inf {h1 ∈ R(T )+ : |f | � h1}+ inf {h2 ∈ R(T )+ : |g| � h2}

= ‖f‖T,∞ + ‖g‖T,∞.

Theorem 3.35 For p ∈ {1, 2,∞}, the map ‖ · ‖T,p : Lp(T )→ R(T )+ is monotone,

that is, for f � g in Lp(T )+, ‖f‖T,p � ‖g‖T,p.

Proof. The proof for the cases p ∈ {1, 2} follow directly from the positivity of T .

On the other hand, if f � g in L∞(T )+, then

{h ∈ R(T )+ : f � h} ⊃ {h ∈ R(T )+ : g � h},

which implies that

‖f‖T,∞ = inf {h ∈ R(T )+ : f � h} � inf {h ∈ R(T )+ : g � h} = ‖g‖T,∞.

We now consider several theorems related to the T -conditional norms defined in

Theorem 3.34, the first of which is a special case of Hölder’s inequality.

Theorem 3.36 Hölder’s inequality. Let f ∈ Lp(T ) and g ∈ Lq(T ), where

(p, q) ∈ {(1,∞), (2, 2)}. Then

‖fg‖T,1 � ‖f‖T,p‖g‖T,q.

Proof. The result is proved in [5, Theorem 3.7] for general conjugate p and q using

Riesz space generalisations of Young’s inequality and the triangle inequality. We

appeal to this result for the case (p, q) = (2, 2). However, for the case (p, q) = (1,∞),

an elementary proof is available, which is presented as follows. For f ∈ L1(T ) and
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g ∈ L∞(T ), there exists h ∈ R(T )+ such that |g| � h. Then, by Theorem 3.31 and

the averaging operator property of T ,

‖fg‖T,1 = T |fg| = T (|f ||g|) � T (|f |h) = hT |f | = h‖f‖T,1,

giving that ‖fg‖T,1 is a lower bound for h‖f‖T,1. Therefore

‖fg‖T,1 � inf {h‖f‖T,1 : |g| � h ∈ R(T )+}

= ‖f‖T,1 inf {h ∈ R(T )+ : |g| � h}

= ‖f‖T,1‖g‖T,∞.

The following is a special case of Lyapunov’s inequality.

Theorem 3.37 Lyapunov’s inequality. Let f ∈ L2(T ) and g ∈ L∞(T ). Then

‖f‖T,1 � ‖f‖T,2 and ‖g‖T,2 � ‖g‖T,∞.

Proof. Recall that L∞(T ) ⊂ L2(T ) ⊂ L1(T ), and so the statement of the theorem

is well defined. The first inequality follows as a corollary to the case (p, q) = (2, 2)

of the preceding theorem by setting g = e therein. For the second inequality, note

that |g| � h := ‖g‖T,∞ ∈ R(T )+, so |g|2 � h2 ∈ R(T ), since R(T ) is universally

complete. Also, since T is positive, T |g|2 � Th2 = h2. Therefore, we have that

‖g‖T,2 =
√
T |g|2 �

√
h2 = h = ‖g‖T,∞.

Definition 3.38 A conditional expectation operator S on E is said to be compatible

with T if TS = ST = T .

Note that if the conditional expectation operator S on E is compatible with T , then
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it is necessarily the case that R(T ) ⊂ R(S), since if f ∈ R(T ), then

Sf = STf = Tf = f.

As such, the preceding definition can be viewed as a Riesz space analogue of Theorem

3.6, making the connection between sub-σ-algebras and range spaces evident. This is

easily seen by setting T = E( · | G1) and S = E( · | G2), where G1 ⊂ G2, in which case

Theorem 3.6 gives that S is compatible with T , and so R(T ) ⊂ R(S). Furthermore,

as shown in [47, Theorem 3.3], if S is a conditional expectation operator compatible

with T , then L1(T ) ⊂ L1(S), and if T is strictly positive, then so is S, since if Sf = 0

for f � 0, then Tf = TSf = 0, which contradicts the strict positivity of T . This is

an important consideration, since it allows for the application of the results proved

in this section to conditional expectation operators compatible with T .

The following theorem is a variant of the conditional version of Jensen’s inequality.

For additional details on conditional Jensen’s inequalities in Riesz spaces, see [28,

Section 4].

Theorem 3.39 Jensen’s inequality. Let S be a conditional expectation operator

on L1(T ) compatible with T . Then, for all f ∈ Lp(T ), p ∈ {1, 2,∞},

‖Sf‖T,p � ‖f‖T,p.

Proof. For p = 1, as S is a positive operator and is compatible with T , we have

‖Sf‖T,1 = T |Sf | � TS|f | = T |f | = ‖f‖T,1.

For p = 2, note that if f ∈ L2(T ), then Sf ∈ L2(T ), as shown in [45, Theorem 3.2].

By the positivity of S, we have |Sf | � S|f |, and by applying Theorem 3.37 with T
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therein replaced by S, we have (S|f |)2 � S|f |2. Therefore

‖Sf‖2
T,2 = T |Sf |2 � T (S|f |)2 � TS|f |2 = T |f |2 = ‖f‖2

T,2.

For p =∞, if |f | � g ∈ R(T )+, then |Sf | � S|f | � Sg = STg = Tg = g. Therefore

{g ∈ R(T )+ : |f | � g} ⊂ {g ∈ R(T )+ : |Sf | � g},

from which it follows that ‖Sf‖T,∞ � ‖f‖T,∞.

To complete this section, we present a version of Freudenthal’s theorem for elements

of L∞(T )+, which follows from the fact that if 0 � f � g ∈ R(T )+, then f ∈ Bg,

the band in E generated by g, and so we can appeal to Theorem A.64. Note that

this is a specialised result, the application of which can be seen in Theorem 4.28.

Theorem 3.40 Let E be a Dedekind complete Riesz space with conditional expec-

tation operator T and weak order unit e = Te. For each 0 � f ∈ R(S) ∩ L∞(T ),

where S is a conditional expectation operator on E compatible with T , there exists

a sequence (fn)n∈N ⊂ R(T )+ such that fn ↑n∈N f , where each fn is of the form

fn =
k∑
i=1

αiPig,

where αi ∈ R and Pi is a band projection which commutes with S, for all i = 1, . . . , k,

and PiPj = 0 for all i 6= j, and g ∈ R(T )+ such that f � g.
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Chapter 4

Dependence in stochastic processes

The notion of dependence permeates much of the study of probability theory. In

this chapter, we consider various forms of dependence within stochastic processes,

starting with the case of independence.

4.1 Independence

We start in the classical setting with the definition of independence between two

events.

Definition 4.1 Let (Ω,F ,P) be a probability space and F,G ∈ F . Then F and G

are said to be independent if P(F ∩G) = P(F )P(G).

In view of Definition B.11, it follows from the above that if events F and G are

independent and P (G) > 0, then P(F |G) = P(F ). This makes clear the interpre-

tation that if F and G are independent, then the occurrence or non-occurrence of

event G has no bearing on the probability of occurrence or non-occurrence of event

F , and vice versa. The following definition relates to independence of a sequence of

sub-σ-algebras, which provides a suitable basis on which we are able to consider the

independence of random variables.
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Definition 4.2 Let (Ω,F ,P) be a probability space and (Fn)n∈N be a sequence of

sub-σ-algebras of F . Then (Fn)n∈N is said to be independent if

P(Fi1 ∩ . . . ∩ Fin) =
n∏
j=1

P(Fij),

where i1 < . . . < in and Fij ∈ Fj for all j = 1, . . . , n ∈ N.

Definition 4.3 Let (Ω,F ,P) be a probability space and (Xn)n∈N be a sequence of

random variables defined in (Ω,F ,P). Then (Xn)n∈N is said to be independent if the

sequence of sub-σ-algebras (σ(Xn))n∈N is independent.

To translate the preceding definitions to the measure-free Riesz space setting, we

make use of Lemma 3.13, which enables the conditional expectation operator to

perform the role of a probability measure. The resulting generalisations, which are

adapted from [74, Section 3], give rise to the notion of T -conditional independence.

For brevity, it is assumed throughout the remainder of this section that E is a

Dedekind complete Riesz space with conditional expectation operator T and weak

order unit e = Te.

Definition 4.4 The band projections P and Q in E are said to be T -conditionally

independent if TPTQe = TQTPe = TPQe.

To see that Definition 4.1 arises as a special case of the above, consider the Riesz

space E = L1(Ω,F ,P) and the conditional expectation operator T = E( · | G), where

G is a sub-σ-algebra of F . From Proposition 2.8 and Theorem 3.3, respectively, we

have that the weak order units of E which are invariant under T are those f ∈ E

such that f > 0 a.e. and that are G-measurable. In addition, the band projections

P and Q can be taken to represent multiplication by 1F and 1G, respectively, for

F,G ∈ F . Then, the preceding definition gives that P and Q are T -conditionally
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independent if

E(1FE(1Gf | G) | G) = E(1GE(1Ff | G) | G) = E(1F1Gf | G).

Then by Theorems 3.3 and 3.4, combined with the fact that each of E(1Ff | G),

E(1Gf | G) and f are G-measurable, it follows that

f E(1F | G)E(1G | G) = f E(1G | G)E(1F | G) = f E(1F1G | G),

and since f > 0 a.e., the above gives that

E(1F | G)E(1G | G) = E(1G | G)E(1F | G) = E(1F1G | G) with probability 1,

which is precisely the conditional version of Definition 4.1.

The Riesz space analogue of Definition 4.3 relies upon the notion of generating order

closed Riesz subspaces of E from particular elements in the domain of T . As such,

we will follow the convention set by [74] and use 〈 · 〉 to denote the order closed Riesz

space generated by the elements enclosed therein. The following definition relates to

T -conditional independence of Riesz subspaces.

Definition 4.5 The order closed Riesz subspaces E1 and E2 of E are said to be

T -conditionally independent if R(T ) ⊂ E1 ∩ E2 and the band projections P and Q

are T -conditionally independent, for all P ∈ B(E1) and Q ∈ B(E2).

The following theorem provides an equivalent formulation of Definition 4.4 in terms

of Definition 4.5, see [74, Corollary 1] for proof.

Theorem 4.6 The band projections P and Q in E are T -conditionally independent

if and only if the order closed Riesz subspaces 〈Pe,R(T )〉 and 〈Qe,R(T )〉 of E are

T -conditionally independent.
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The notion of T -conditional independence can be extended to a family of Riesz

subspaces as follows.

Definition 4.7 The family (Eλ)λ∈Λ of order closed Riesz subspaces of E is said

to be T -conditionally independent if R(T ) ⊂ Eλ for all λ ∈ Λ and, for each pair

of disjoint subsets Λ1 and Λ2 of Λ, the order closed Riesz subspaces 〈∪λ∈Λ1Eλ〉 and

〈∪λ∈Λ2Eλ〉 of E are T -conditionally independent.

We are now in a position to characterise the Riesz space analogue of Definition 4.3.

Definition 4.8 The sequence (fn)n∈N in E is said to be T -conditionally independent

if the family 〈{fn}∪R(T )〉n∈N of order closed Riesz subspaces of E is T -conditionally

independent.

To complete this section, we consider the notion of T -conditional independence of

conditional expectation operators, which turns out to be particularly useful for the

present study. This is because T -conditional independence between order closed

Riesz subspaces is analogous, through the Andô-Douglas theorem, to T -conditional

independence between the corresponding conditional expectation operators, which is

detailed in Theorem 4.11.

Definition 4.9 The conditional expectation operators U and V on E are said to be

T -conditionally independent if U and V are compatible with T and UV = V U = T .

Theorem 4.10 Let U and V be conditional expectation operators on E compatible

with T . If UV = T , then U and V are T -conditionally independent.

Proof. To prove the result, we must show that V U = T . For all Q ∈ B(V ), we have

UQe = UV Qe = TQe,
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since Qe ∈ R(V ) and UV = T , by supposition. Therefore it follows from Theorem

3.17 that for all P ∈ B(U) and Q ∈ B(V ),

UPQe = PUQe = PTQe.

Therefore, since P and Q commute and T = TU ,

TQPe = TPQe = TUPQe = TPTQe.

Now, since T is an averaging operator,

TPTQe = T (Pe · TQe) = TQe · TPe = T (Qe · TPe) = T (QTPe),

where the first and last equalities arise by using Freudenthal’s theorem on TPe and

TQe and then applying, respectively, the band projections Q and P . Therefore, for

all P ∈ B(U) and Q ∈ B(V ),

TQPe = TQ(TPe). (4.1)

However, since T = TV , we have, by Theorem 3.17,

TQPe = TV QPe = TQV Pe = TQ(V Pe). (4.2)

Applying the Radon-Nikodým theorem to Pe ∈ R(U), we have that there exists

a unique g ∈ R(V ) such that TQPe = TQg for all Q ∈ R(V ). Therefore, since

TPe ∈ R(V ), which follows since V is compatible with T , the equality of (4.1) and

(4.2) gives, for all P ∈ B(U),

V Pe = TPe.

Therefore, applying Freudenthal’s theorem for R(U), we have V f = Tf for all

f ∈ R(U), which gives that V Uf = TUf = Tf for all f ∈ E. Therefore, we have

the result, V U = T .
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Theorem 4.11 The family (Eλ)λ∈Λ of order closed Riesz subspaces of E with

R(T ) ⊂ Eλ for all λ ∈ Λ is T -conditionally independent if and only if, for each pair

of disjoint subsets Λ1 and Λ2 of Λ, the conditional expectation operators U and V

with R(U) = 〈∪λ∈Λ1Eλ〉 and R(V ) = 〈∪λ∈Λ2Eλ〉, respectively, are T -conditionally

independent.

4.2 Martingales and martingale differences

In this section, we introduce a special class of stochastic processes that performs

a central role in the study of the subject, namely martingales and martingale dif-

ferences. A special feature of these processes is that they are fully characterisable

through properties of their associated conditional expectations. We begin in the

classical setting with the following definitions.

Definition 4.12 A filtration defined on a probability space (Ω,F ,P) is a sequence

(Fn)n∈N of sub-σ-algebras of F such that F1 ⊂ F2 ⊂ . . .

Definition 4.13 Let (Xn)n∈N and (Fn)n∈N be a sequence of random variables and

a filtration on a probability space (Ω,F ,P), respectively. The sequence (Xn)n∈N is

said to be adapted to (Fn)n∈N if Xn is Fn-measurable for all n ∈ N.

The role of the filtration in probability theory is to describe the accumulation of

information about the probability space that is attached to the development of an

adapted stochastic process. It follows trivially from the preceding definition that

if the sequence of random variables (Xn)n∈N is adapted to the filtration (Fn)n∈N,

then σ(X1, . . . , Xn) ⊂ Fn for all n ∈ N. In particular, the sequence of sub-σ-

algebras (σ(X1), σ(X1, X2), . . .) defines the minimal filtration with respect to which
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the sequence (Xn)n∈N is adapted.

Definition 4.14 Let (Xn)n∈N be a sequence of integrable random variables adapted

to the filtration (Fn)n∈N defined on a probability space (Ω,F ,P). The double se-

quence (Xn,Fn)n∈N is said to be a martingale if for m ≤ n,

E(Xn | Fm) = Xm with probability 1.

The usual interpretation of martingales in the literature relates to a series of gambles.

In particular, suppose that Xn represents the accumulated wealth of a gambler after

the nth gamble, and that Fn represents the information known by the gambler at

that time. The martingale condition gives that

E(Xn+1 | Fn) = Xn with probability 1,

which indicates that the gambler’s expected wealth after the next gamble is equal

to his or her current wealth. In this sense, a martingale models the evolution of

a fair game, since the expected increase or decrease in wealth following successive

gambles is equal to zero. It is obvious then that martingales can be characterised

in terms of incremental differences. In accordance with the gambling interpretation,

the random variable ∆n = Xn −Xn−1 represents the increase or decrease in wealth

arising from the nth gamble. Noting that ∆n is Fn-measurable, which follows from

Theorem B.18, this gives rise to the following definition.

Definition 4.15 Let (∆n)n∈N be a sequence of integrable random variables adapted

to the filtration (Fn)n∈N defined on a probability space (Ω,F ,P). The double se-

quence (∆n,Fn)n∈N is said to be a martingale difference sequence if for m ≤ n,

E(∆n | Fm) = 0 with probability 1.
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We now describe the relationship between a martingale and its difference sequence.

If (Xn,Fn)n∈N is a martingale, then the sequence (∆n,Fn)n∈N defined according to

∆n = Xn − Xn−1, where X0 is some constant, is a martingale difference sequence,

which follows directly from the linearity of the conditional expectation. On the

other hand, if (∆n,Fn)n∈N is a martingale difference sequence, then the sequence

(Xn,Fn)n∈N defined by Xn =
∑n

i=0 ∆i, where ∆0 = X0, is a martingale. Note that

in the context of the gambling interpretation, X0 = ∆0 represents the gambler’s

initial wealth before the first gamble. See [7, Section 35] for a formal account of this

interpretation.

Having defined martingales and martingale differences in the classical measure theo-

retic setting, we now outline the analogous theory in the Riesz space setting, which

is due mainly to [39, Section 3].

Definition 4.16 Let E be a Dedekind complete Riesz space with weak order unit

and (Tn)n∈N be a sequence of conditional expectation operators on E. Then (Tn)n∈N

is said to be a filtration on E if TmTn = TnTm = Tm for all m ≤ n.

In view of Definition 3.38, the filtration (Tn)n∈N on E satisfies R(Tm) ⊂ R(Tn) for

all m ≤ n.

Definition 4.17 Let E be a Dedekind complete Riesz space with conditional ex-

pectation operator T and weak order unit. The filtration (Tn)n∈N on E is said to be

compatible with T if Tn is compatible with T for all n ∈ N.

Definition 4.18 Let E be a Dedekind complete Riesz space with weak order unit

and (Tn)n∈N be a filtration on E. The sequence (fn)n∈N ⊂ E is said to be adapted

to (Tn)n∈N if fn ∈ R(Tn) for all n ∈ N.
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Definition 4.19 Let E be a Dedekind complete Riesz space with weak order unit

and (fn)n∈N ⊂ E be a sequence adapted to the filtration (Tn)n∈N on E. The double

sequence (fn, Tn)n∈N is said to be a martingale in E if Tmfn = fm for m ≤ n.

Definition 4.20 Let E be a Dedekind complete Riesz space with weak order unit

and (gn)n∈N ⊂ E be a sequence adapted to the filtration (Tn)n∈N on E. The double

sequence (gn, Tn)n∈N is said to be a martingale difference sequence in E if Tmgn = 0

for m ≤ n.

It is easily verified that the preceding definitions are indeed generalisations of the

corresponding measure theoretic versions outlined previously. Also, note that the cor-

respondence between a martingale and its difference sequence exists in the same way

in the Riesz space setting as it does in the classical setting. To see this, if (fn, Tn)n∈N

is a martingale, then (fn − Tn−1fn, Tn)n∈N is a martingale difference sequence, and

conversely if (gn, Tn)n∈N is a martingale difference sequence, then (fn, Tn)n∈N is a

martingale, where fn =
∑n

i=1 gi for all n ∈ N.

We conclude this section by stating a weak law of large numbers for martingale

difference sequences, for proof, see [46, Lemma 4.1].

Theorem 4.21 Let E be a Dedekind complete Riesz space with conditional ex-

pectation operator T and weak order unit e = Te, and (Tn)n∈Z be a filtration on E

compatible with T . If (fn)n∈Z is an e-bounded sequence adapted to (Tn)n∈Z, then

(gn := fn − Tn−1fn, Tn)n∈Z is a martingale difference sequence with

T |gn,m| = T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

gi

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.
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4.3 Mixing

We now consider the strong and uniform mixing coefficients, which provide a means

of measuring the dependence within a stochastic process. The strong mixing coef-

ficient was first introduced by Rosenblatt in 1956 in [67], while the uniform mixing

coefficient, originally called the uniformly strong mixing coefficient, was first used by

Ibragimov in 1959 in [33]. Core to the theory of mixing is the family of inequalities

generally referred to as the mixing inequalites, which will be generalised to the Riesz

space setting in the following. For the measure theoretic essentials of mixing, which

will be presented briefly here, see [7, 20, 50, 51].

4.3.1 The stong and uniform mixing coefficients

We start in the classical setting with the following definition.

Definition 4.22 Let (Ω,F ,P) be a probability space and G andH be sub-σ-algebras

of F . The strong mixing coefficient between G and H is defined by

α(G,H) = sup {|P(G ∩H)− P(G)P(H)| : G ∈ G, H ∈ H}.

The uniform mixing coefficient between G and H is defined by

ϕ(G,H) = sup {|P(H |G)− P(H)| : G ∈ G, H ∈ H,P(G) > 0}.

If the sub-σ-algebras G and H are independent, then α(G,H) = ϕ(G,H) = 0, which

follows directly from Definition 4.2. The converse, however, holds only in the case of

uniform mixing, as noted in [13, p. 206]. This suggests that the strong mixing coef-
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ficient gives a weaker measure of independence as compared to the uniform mixing

coefficient, which is established in the following result.

Lemma 4.23 Let (Ω,F ,P) be a probability space and G and H be sub-σ-algebras

of F . Then α(G,H) ≤ ϕ(G,H).

As shown in the following lemma, the uniform mixing coefficient has an alternative,

more tractable, representation.

Lemma 4.24 Let (Ω,F ,P) be a probability space and G and H be sub-σ-algebras

of F . Then

ϕ(G,H) = sup {‖P(H | G)− P(H)‖∞ : H ∈ H}.

Proof. Note that P(H | G) − P(H) is G-measurable, and so in view of Lemma 2.5

and Theorem B.34(vii),

‖P(H | G)− P(H)‖∞ = sup

{
|E(1G[P(H | G)− P(H)])|

P(G)
: G ∈ G,P(G) > 0

}
.

For G ∈ G such that P(G) > 0, we have that

E(1G[P(H | G)− P(H)])

P(G)
=
E(1GE(1H | G))− E(1G)P(H)

P(G)

=
E(E(1G1H | G))

P(G)
− P(H)

=
P(G ∩H)

P(G)
− P(H), by Theorem 3.7

= P(H |G)− P(H),

from which the result follows.

For the purposes of characterising mixing in a Riesz space setting, note that, as in
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the above, we can write the mixing coefficients using expectations as follows,

α(G,H) = sup {|E(1G1H)− E(1G)E(1H)| : G ∈ G, H ∈ H},

ϕ(G,H) = sup {‖E(1H | G)− E(1H)‖∞ : H ∈ H}.

Then, in place of the expectation, we could condition on a sub-σ-algebra, say A, of

G ∩ H, which would result in the A-conditional mixing coefficients,

αA(G,H) = sup {|E(1G1H | A)− E(1G | A)E(1H | A)| : G ∈ G, H ∈ H},

ϕA(G,H) = sup {‖E(1H | G)− E(1H | A)‖∞ : H ∈ H}.

Note that E(1H | G) in the above remains unchanged when conditioning on A, which

follows since A ⊂ G, and so E( · | A,G) = E( · |A ∪ G) = E( · | G).

We are now in a position to define the Riesz space T -conditional strong and uniform

mixing coefficients. For brevity, it is assumed throughout the remainder of this

section that E is a T -universally complete Riesz space with weak order unit e = Te,

where T is a strictly positive conditional expectation operator on E.

Definition 4.25 Let U and V be conditional expectation operators on E compatible

with T . The T -conditional strong mixing coefficient between U and V is defined by

αT (U, V ) = sup {|TPQe− TPe · TQe| : P ∈ B(U), Q ∈ B(V )}.

The T -conditional uniform mixing coefficient between U and V is defined by

ϕT (U, V ) = sup {‖UQe− TQe‖T,∞ : Q ∈ B(V )}.

Note that the product TPe · TQe in the above is well-defined in E, since R(T ) is

an f -algebra. Note also that the T -conditional mixing coefficients are elements of

R(T )+, which is comparable to the fact that the corresponding measure theoretic
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mixing coefficients are constant with respect to E( · ). Similarly as in the measure

theoretic setting, it is the case that if U and V are T -conditionally independent, then

αT (U, V ) = ϕT (U, V ) = 0, which follows since

TPe = V UPe = V Pe,

TQe = UV Qe = UQe,

TPQe = UV (Pe ·Qe) = UQe · V Pe,

where the final equality follows from the averaging operator property of V . Also

similarly as in the measure theoretic setting, the converse holds only in the case

of T -conditional uniform mixing. To see this, note that ϕT (U, V ) = 0 implies that

UQe = TQe for all Q ∈ B(V ), and so we can apply Freudenthal’s theorem for R(V )

to the positive and negative parts of V f and use the order continuity of conditional

expectation operators to deduce that Tf = UV f for all f ∈ E. Hence UV = T ,

which is sufficient to conclude T -conditional independence, by Theorem 4.10.

The following theorem details bounds for the T -conditional strong mixing coefficient

in terms of the T -conditional norm on L1(T ).

Theorem 4.26 Let U and V be conditional expectation operators on E compatible

with T . Then

αT (U, V ) � sup {‖UQe− TQe‖T,1 : Q ∈ B(V )} � 2αT (U, V ).

Proof. Let P ∈ B(U) and Q ∈ B(V ). Since T is an averaging operator and

TQe ∈ R(T ), we have that TPe · TQe = T (Pe · TQe), and so

TPQe− TPe · TQe = T (Pe ·Qe)− T (Pe · TQe)

= T (Pe · (Qe− TQe))
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= TP (Qe− TQe). (4.3)

Then, by the Andô-Douglas theorem, it follows that

TP (Qe− TQe) = TPU(Qe− TQe), (4.4)

which is maximised over P ∈ B(U) when P = P(U(Qe−TQe))+ , by Theorem A.55 (ii)

in conjunction with Theorem A.62, in which case

TP(U(Qe−TQe))+U(Qe− TQe) = T (U(Qe− TQe))+. (4.5)

Therefore

sup {TPQe− TPe · TQe : P ∈ B(U)} = T (U(Qe− TQe))+.

On the other hand, (4.4) is minimised over P ∈ B(U) when P = P(U(Qe−TQe))− , in

which case

TP(U(Qe−TQe))−U(Qe− TQe) = −T (U(Qe− TQe))−. (4.6)

Therefore

sup {−TPQe+ TPe · TQe : P ∈ B(U)} = T (U(Qe− TQe))−.

Using the above results, we have

sup {|TPQe− TPe · TQe| : P ∈ B(U)}

= sup {(TPQe− TPe · TQe) ∨ (−TPQe+ TPe · TQe) : P ∈ B(U)}

� sup {(TP1Qe− TP1e · TQe) ∨ (−TP2Qe+ TP2e · TQe) : P1, P2 ∈ B(U)}

= sup {TPQe− TPe · TQe : P ∈ B(U)}

∨ sup {−TPQe+ TPe · TQe : P ∈ B(U)}

= T (U(Qe− TQe))+ ∨ T (U(Qe− TQe))−.
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From the linearity of conditional expectation operators,

U [(I −Q)e− T (I −Q)e] = −U(Qe− TQe),

which gives that

(U [(I −Q)e− T (I −Q)e])+ = (U(Qe− TQe))−.

Therefore, since Q ∈ B(V )⇒ I −Q ∈ B(V ), we have

sup {|TPQe− TPe · TQe| : P ∈ B(U)}

� T (U(Qe− TQe))+ ∨ T (U [(I −Q)e− T (I −Q)e])+

� sup {T (U(Qe− TQe))+ : Q ∈ B(V )}

� sup {T |U(Qe− TQe)| : Q ∈ B(V )}.

Given the compatibility of U with T , this shows that, for all Q ∈ B(V ),

sup {|TPQe− TPe · TQe| : P ∈ B(U)} � sup {‖UQe− TQe‖T,1 : Q ∈ B(V )},

and so taking the supremum over Q ∈ B(V ) gives the first inequality. For the second

inequality, combining (4.5) and (4.6), we have

‖UQe− TQe‖T,1

=T |U(Qe− TQe)|

=T (U(Qe− TQe))+ + T (U(Qe− TQe))−

=TP(U(Qe−TQe))+U(Qe− TQe)− TP(U(Qe−TQe))−U(Qe− TQe).

Then, since P(U(Qe−TQe))+ , P(U(Qe−TQe))− ∈ B(U), Theorem 3.17 gives

±TP(U(Qe−TQe))±U(Qe− TQe) = ±TUP(U(Qe−TQe))±(Qe− TQe)

= ±TP(U(Qe−TQe))±(Qe− TQe)

� |TP(U(Qe−TQe))±(Qe− TQe)|
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� αT (U, V ),

where the final inequality follows from (4.3) and the definition of αT (U, V ). There-

fore, combining the above gives

‖UQe− TQe‖T,1 � 2αT (U, V ),

which proves the second inequality.

Combining Lyapunov’s inequality and the preceding theorem, we obtain the Riesz

space analogue of Lemma 4.23.

Lemma 4.27 Let U and V be conditional expectation operators on E compatible

with T . Then

αT (U, V ) � ϕT (U, V ).

4.3.2 The mixing inequalities

The following theorem presents the first mixing inequality, an application of which

is to establish the relationship between mixingales and near-epoch dependence, see

Theorem 5.15. The result was originally proved in the measure theoretic setting by

McLeish in 1975 in [54], wherein results from [21] are used.

Theorem 4.28 Let U and V be conditional expectation operators on E compatible

with T . Then for f ∈ R(V ) ∩ L∞(T ),

‖Uf − Tf‖T,1 � 4αT (U, V )‖f‖T,∞.
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Proof. Since 0 � f± ∈ R(V ) ∩ L∞(T ), it follows from Theorem 3.40 that there

exist sequences (f±n )n∈N such that 0 � f±n ↑n∈N f±, where each f±n is of the form

f±n =

N±
n∑

i=1

θ±i,nP
±
i,ng,

where P±i,n ∈ B(V ) have P±i,nP
±
j,n = 0 for all i 6= j, θ±i,n ∈ [0,∞) for all i = 1, . . . , N±n ,

and g := ‖f‖T,∞ ∈ R(T )+. It may be assumed, without loss of generality, that

0 := θ±0,n < θ±1,n < θ±2,n < . . . < θ±
N±
n ,n

, since we can otherwise arbitrarily rearrange

the indices. Also, since f±n � g, we have that θ±Nn,n ≤ 1. To make use of this fact,

we construct an approximation of f± through a slicing of the vertical axis. This is

achieved by defining β±i,n = θ±i,n − θ±i−1,n and setting

Q±i,n =

N±
n∑

j=i

P±j,n.

This yields the following alternative representation of f±n ,

f±n =

N±
n∑

i=1

β±i,nQ
±
i,ng, (4.7)

where Q±i,n ∈ B(V ) and β±i,n ∈ [0,∞) for all i = 1, . . . , N±n , and by construction, we

have that

N±
n∑

i=1

β±i,n =

N±
n∑

i=1

(θ±i,n − θ±i−1,n) = θ±
N±
n ,n
≤ 1.

Now, since U and T are both averaging operators and g ∈ R(T )+ ⊂ R(U)+, it

follows from the multiplication defined in Eu that

T |UQ±i,ng − TQ±i,ng| = T |U(g ·Q±i,ne)− T (g ·Q±i,ne)|

= T |g(UQ±i,ne− TQ±i,ne)|

= T (g|UQ±i,ne− TQ±i,ne|)

= g T |UQ±i,ne− TQ±i,ne|
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� 2αT (U, V ) · g,

where the inequality follows from Theorem 4.26. Therefore, for all n ∈ N,

T |Uf±n − Tf±n | = T

∣∣∣∣∣U
N±
n∑

i=1

β±i,nQ
±
i,ng − T

N±
n∑

i=1

β±i,nQ
±
i,ng

∣∣∣∣∣
= T

∣∣∣∣∣
N±
n∑

i=1

β±i,n(UQ±i,ng − TQ±i,ng)

∣∣∣∣∣
� T

N±
n∑

i=1

β±i,n|UQ±i,ng − TQ±i,ng|

=

N±
n∑

i=1

β±i,nT |UQ±i,ng − TQ±i,ng|

� 2

N±
n∑

i=1

β±i,n(αT (U, V ) · g)

� 2αT (U, V ) · g.

Now, since f±n ↑n∈N f±, it follows by Theorem A.24(ii) that f±n → f± in order as

n → ∞, and so by the order continuity of conditional expectation operators and

Theorem A.24(iv), we have that

T |Uf± − Tf±| � 2αT (U, V ) · g.

Finally

‖Uf − Tf‖T,1 = T |Uf − Tf |

� T |Uf+ − Tf+|+ T |Uf− − Tf−|

� 4αT (U, V ) · g

= 4αT (U, V )‖f‖T,∞.

The next theorem, see [68] for the measure theoretic case, arises using a similar
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procedure to that used in the preceding proof, but we now proceed from (4.7) and

Definition 4.25 as follows,

|UQ±i,ng − TQ±i,ng| = |g(UQ±i,ne− TQ±i,ne)| � g · ϕT (U, V ),

and so

|Uf±n − Tf±n | �
N±
n∑

i=1

β±i,n|UQ±i,ng − TQ±i,ng|

�
N±
n∑

i=1

β±i,nϕT (U, V ) · g

� ϕT (U, V ) · g.

Then, taking the order limit as n→∞, we have

|Uf± − Tf±| � ϕT (U, V ) · g,

which implies that

|Uf − Tf | � 2ϕT (U, V ) · g,

from which the following result follows, since g := ‖f‖T,∞.

Theorem 4.29 Let U and V be conditional expectation operators on E compatible

with T . Then for f ∈ R(V ) ∩ L∞(T ),

‖Uf − Tf‖T,1 � ‖Uf − Tf‖T,∞ � 2ϕT (U, V )‖f‖T,∞.

The following corollaries arise by replacing f with V f in the preceding theorems.

Corollary 4.30 Let U and V be conditional expectation operators on E compatible
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with T . Then for f ∈ L∞(T ),

‖UV f − Tf‖T,1 � 4αT (U, V )‖f‖T,∞.

Corollary 4.31 Let U and V be conditional expectation operators on E compatible

with T . Then for f ∈ L∞(T ),

‖UV f − Tf‖T,1 � ‖UV f − Tf‖T,∞ � 2ϕT (U, V )‖f‖T,∞.

The final inequality to be presented, which gives a covariance bound in terms of

the T -conditional mixing coefficients, arises as a simple application of the mixing

inequalites.

Theorem 4.32 Let U and V be conditional expecation operators on E compatible

with T . Then for f, g ∈ L∞(T ) such that f ∈ R(U) and g ∈ R(V ),

|Tfg − TfTg| � 2 inf{2αT (U, V ), ϕT (U, V )}‖f‖T,∞‖g‖T,∞.

Proof. We start by using the compatibility of U with T , followed by the averaging

operator property, as follows,

|Tfg − TfTg| = |TUfg − TfTg|

= |T (Ufg − fTg)|

� T |Ufg − fTg|

= T |fUg − fTg|

= T (|f ||Ug − Tg|)

� T (‖f‖T,∞|Ug − Tg|)

= ‖f‖T,∞T |Ug − Tg|,
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where T |Ug − Tg| = ‖Ug − Tg‖T,1, and so, by Theorems 4.28 and 4.29, we obtain

the result.

4.3.3 Mixing processes

In this section we define mixing processes in the Riesz space setting, for which we

require the following extension of Definition 4.25 to sequences.

Definition 4.33 Let (Tn)n∈Z be a sequence of conditional expectation operators on

E compatible with T . Define, for all m ∈ N,

αT,m = sup {αT (T n−∞, T
∞
n+m) : n ∈ Z},

ϕT,m = sup {ϕT (T n−∞, T
∞
n+m) : n ∈ Z},

where T n−∞ and T∞n+m are conditional expectation operators on E compatible with T

with R(T n−∞) = 〈∪i≤nR(Ti)〉 and R(T∞n+m) = 〈∪i≥n+mR(Ti)〉, respectively.

Note that the existence of the suprema in the precedeing definition is due to the

fact that the T -conditional strong and uniform mixing coefficients are in the order

interval [0, 2e], which follows easily from Definition 4.25.

Definition 4.34 The sequence (Tn)n∈Z of conditional expectation operators on E

compatible with T is said to be αT -mixing (ϕT -mixing) if αT,m → 0 (ϕT,m → 0) in

order as m→∞.

Definition 4.35 The sequence (fn)n∈Z ⊂ E is said to be αT -mixing (ϕT -mixing) if

the sequence (Tn)n∈Z of conditional expectation operators is αT -mixing (ϕT -mixing),

where R(Tn) = 〈{fn} ∪ R(T )〉.
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Note that the existence of the conditional expectation operators (Tn)n∈Z in the pre-

ceding definition follows from the Andô-Douglas theorem, and that the conditional

expectation operators T n−∞ and T∞n+m from Definition 4.33 can be defined according

to R(T n−∞) = 〈{fi : i ≤ n} ∪ R(T )〉 and R(T∞n+m) = 〈{fi : i ≥ n + m} ∪ R(T )〉,

respectively.

As mentioned in [24, p. 23-24], the term “mixing” is motivated by the physical

phenomenon in which the location of a particle suspended in a liquid or gaseous

mixture becomes progressively less dependent on its initial position as time moves

forward. In particular, the preceding definition states that the future realisations

of a mixing sequence are loosely T -conditionally independent, as measured by the

relevant T -conditional mixing coefficient, of the past observations, and that this

independence strengthens as we consider realisations from further forward into the

future. For ϕT -mixing sequences, the T -conditional independence in the limit is

exact, which is not necessarily the case for αT -mixing processes.

4.3.4 An application to σ-finite processes

In this section we consider the simplest non-trivial application of conditional mixing,

that is, to σ-finite processes. In this concrete setting the spaces and operators can be

explicitly defined. An investigation of σ-finite processes in the context of martingale

theory can be found in [17, Sections 39, 42 and 43].

Let (Ω,F , µ) be a σ-finite measure space, which, to be interesting, should have

µ(Ω) =∞, and let (Ωn)n∈N be a µ-measurable partition of Ω into sets of finite positive

measure. Denote by F0 the sub-σ-algebra of F generated by (Ωn)n∈N. We will

consider the Riesz space E = L∞(Ω,F , µ) and the conditional expectation operator
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T = E( · | F0). In this case we have, for f ∈ E,

Tf =
∞∑
n=1

1Ωn

∫
Ωn
f dµ

µ(Ωn)
. (4.8)

To see that T above is indeed a conditional expectation operator, we must verify

conditions (i) and (ii) of Theorem 3.2, the first of which follows easily from the fact

that 1Ωn is F0-measurable and integrable for all n ∈ N. For condition (ii), consider

f ∈ L1(Ω,F , µ) and F ∈ F0. Then F can be written as a union of partition sets, that

is, F =
⋃
i∈I Ωi for some I ⊂ N, in which case 1F =

∑
i∈I 1Ωi , and so by Theorem

B.34 (vii),∫
F

∞∑
n=1

1Ωn

∫
Ωn
f dµ

µ(Ωn)
dµ =

∫
Ω

(∑
i∈I

1Ωi

)( ∞∑
n=1

1Ωn

∫
Ωn
f dµ

µ(Ωn)

)
dµ

=

∫
Ω

∑
i∈I

1Ωi

∫
Ωi
f dµ

µ(Ωi)
dµ

=
∑
i∈I

(∫
Ω

1Ωi dµ

)∫
Ωi
f dµ

µ(Ωi)

=
∑
i∈I

µ(Ωi)

∫
Ωi
f dµ

µ(Ωi)

=

∫
Ω

(∑
i∈I

1Ωi

)
f dµ

=

∫
F

f dµ.

Proceeding, we have that the universal completion, Eu, of E is the space of all

F -measurable functions, and that the T -universal completion of E is

L1(T ) =

{
f ∈ Eu :

∫
Ωn

|f | dµ <∞ for all n ∈ N
}
,

which is characterised by f |Ωn ∈ L
1(Ω,F , µ) for all n ∈ N. Here T can be extended

to a conditional expectation operator on L1(T ) according to (4.8), since Tf therein
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is perfectly well defined for f ∈ L1(T ). Note also that E has weak order unit e = 1,

the function identically equal to 1 on Ω, which is also a weak order unit of L1(T ),

but is not in L1(Ω,F , µ), since
∫

Ω
1 dµ = µ(Ω) =∞. It is easy to see that the range

space of the extended conditional expectation operator T is

R(T ) = {f ∈ Eu : f a.e. constant on Ωn for all n ∈ N},

which is an f -algebra. The final space to be considered here is

L∞(T ) = {f ∈ Eu : f is essentially bounded on Ωn for all n ∈ N}.

Note that L1(Ω,F , µ) ( L1(T ) and L∞(Ω,F , µ) ( L∞(T ), and that L∞(T ) ⊂ L1(T )

while L∞(Ω,F , µ) 6⊂ L1(Ω,F , µ). The R(T )-valued norms on L1(T ) and L∞(T ) are

given by

‖f‖T,1 = T |f | =
∞∑
n=1

1Ωn

∫
Ωn
|f | dµ

µ(Ωn)
for f ∈ L1(T ),

‖f‖T,∞ =
∞∑
n=1

1Ωness supΩn|f | for f ∈ L∞(T ),

where ess supΩn|f | = inf {u ∈ [0,∞) : |f | ≤ u a.e. on Ωn}.

Let G and H be sub-σ-algebras of F containing F0, and define U and V to be

the restrictions to L1(T ) of the extensions to L1(U) and L1(V ), respectively, of

the conditional expectation operators U and V on E, conditioning with respect to

the sub-σ-algebras G and H. In the present setting, these operators can be given

explicitly by

Uf =
∞∑
n=1

En(f1Ωn | G),

V f =
∞∑
n=1

En(f1Ωn |H),

for f ∈ L1(T ). Here the conditional expectation En(f1Ωn | G) is the conditional
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expectation on Ωn of f |Ωn with respect to the probability measure µn defined by

µn(F ) := µ(F∩Ωn)
µ(Ωn)

for all F in the σ-algebra {G ∩ Ωn : G ∈ G}, and similarly for

G replaced by H. Then, an explicit computation based on (4.8) gives that the

conditional strong mixing coefficient can be written as

αT (U, V )

= αF0(G,H)

=
∞∑
n=1

1Ωn sup

{∣∣∣∣µ(G ∩H ∩ Ωn)

µ(Ωn)
− µ(G ∩ Ωn)

µ(Ωn)

µ(H ∩ Ωn)

µ(Ωn)

∣∣∣∣ : G ∈ G, H ∈ H
}

=
∞∑
n=1

1Ωnαn(G,H),

where αn(G,H) is the α-mixing coefficient between the σ-algebras G and H with

respect to the probability measure µn. Corollary 4.30 states that if f is µ-measurable

and essentially bounded on each Ωn, n ∈ N, then

‖UV f − Tf‖T,1 � 4αT (U, V )‖f‖T,∞,

which in this example gives that

1

µ(Ωn)

∫
Ωn

∣∣∣∣En(En(f1Ωn |H) | G)− 1

µ(Ωn)

∫
Ωn

f dµ

∣∣∣∣ dµ
≤ 4αn(G,H) ess supΩn|f |

a.e. on Ωn, for all n ∈ N. Similarly as in the above, the conditional uniform mixing

coefficient can be written as

ϕT (U, V ) = ϕF0(G,H)

=
∞∑
n=1

1Ωn sup

{
ess supΩn

∣∣∣∣En(1H∩Ωn | G)− µ(H ∩ Ωn)

µ(Ωn)

∣∣∣∣ : H ∈ H
}

=
∞∑
n=1

1Ωnϕn(G,H),
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where ϕn(G,H) is the ϕ-mixing coefficient between G and H with respect to the

probability measure µn. Then, for f as above, Corollary 4.31 gives that

‖UV f − Tf‖T,∞ � 2ϕT (U, V )‖f‖T,∞,

which in the example under consideration yields∣∣∣∣En(En(f1Ωn |H) | G)− 1

µ(Ωn)

∫
Ωn

f dµ

∣∣∣∣ ≤ 2ϕn(G,H) ess supΩn|f |

a.e. on Ωn, for all n ∈ N. Similar expressions can be derived based on Theorem 4.32.

To conclude, note that the work presented here also applies to processes where the

random variables are Riesz space valued and the conditional expectation, T , is gen-

erated by an arbitrary sub-σ-algebra of F . In this case we obtain a generalisation of

mixing to the context of vector measure.

4.4 Mixingales

The notion of a mixingale was first introduced by McLeish in 1975 in [55]. The

following definition relates to the measure theoretic characterisation.

Definition 4.36 Let (Xn)n∈Z and (Fn)n∈Z be a sequence of integrable random

variables and a filtration, respectively, defined on a probability space (Ω,F ,P). The

double sequence (Xn,Fn)n∈Z is said to be an Lp-mixingale, 1 ≤ p ≤ ∞, if there exist

sequences of non-negative real numbers (cn)n∈Z and (φm)m∈N such that φm → 0 as

m→∞, and for all n ∈ Z and m ∈ N, we have

(i) ‖E(Xn | Fn−m)‖p ≤ cnφm,

(ii) ‖Xn − E(Xn | Fn+m)‖p ≤ cnφm+1.
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Note that an Lq-mixingale is necessarily an Lp-mixingale, for 1 ≤ p ≤ q ≤ ∞, by

Theorem 2.6. The constants (cn)n∈Z in the preceding definition perform the role

of scaling factors that allow for the constants (φm)m∈N, which are referred to as the

mixingale numbers, to be specified independently of the scale of the random variables

(Xn)n∈Z.

As mentioned in [13, Section 16.1], mixingales represent a generalisation of mixing

processes and martingale differences. In particular, a martingale difference sequence

is a mixingale with the mixingale numbers all equal to zero. However, unlike martin-

gale differences, mixingales are in general not adapted sequences, otherwise condition

(ii) in the preceding definition would hold trivially. Mixingales are to mixing pro-

cesses as martingale differences are to independent processes. This follows since in

each case the restriction on arbitrary dependence is replaced by a restriction on a

particular type of dependence, namely the predictability of the process. In the case

of independent processes, the restriction that the random variables be independent

is replaced in a martingale difference by one-step-ahead predictability, also known

as previsibility. In the case of mixing processes, on the other hand, the restriction

that the random variables satisfy a type of asymptotic independence, as measured by

the relevant mixing coefficient, is replaced in a mixingale by asymptotic predictabil-

ity. This provides some intuition for mixingales in relation to mixing processes.

Firstly, where a martingale difference sequence is a mixingale with φm = 0 for all

m ∈ N, an independent process is a mixing process with the mixing coefficient equal

to zero in precisely the same way. Secondly, in the same way that, subject to certain

constraints, an independent process is necessarily a martingale difference, a mixing

process, also subject to certain constraints, is necessarily a mixingale.

The following definition, which is extended from [46, Definition 3.1], provides Riesz

space analogues of Lp-mixingales for p ∈ {1, 2,∞}.
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Definition 4.37 Let E be a T -universally complete Riesz space with weak order

unit e = Te, where T is a strictly positive conditional expectation operator on

E, and let (Tn)n∈Z be a filtration on E compatible with T and (fn)n∈Z ⊂ Lp(T ),

p ∈ {1, 2,∞}. The double sequence (fn, Tn)n∈Z is said to be a mixingale in Lp(T )

if there exist sequences (cn)n∈Z ⊂ Lp(T )+ and (φm)m∈N ⊂ R(T )+ with φm → 0 in

order as m→∞, and for all n ∈ Z and m ∈ N, we have

(i) ‖Tn−mfn‖T,p � cnφm,

(ii) ‖fn − Tn+mfn‖T,p � cnφm+1.

Note that since the Lp(T ) spaces are R(T )-modules, the bounds cnφm and cnφm+1

in the preceding definition are in Lp(T ), for p ∈ {1, 2,∞}. Also, for p =∞, we have

(i) ‖Tn−mfn‖T,∞ � cnφm ⇒ |Tn−mfn| � cnφm,

(ii) ‖fn − Tn+mfn‖T,∞ � cnφm+1 ⇒ |fn − Tn+mfn| � cnφm+1.

The extension from [46, Definition 3.1] represented in the preceding definition relates

to the mixingale numbers (φm)m∈N being elements of R(T )+ as opposed to [0,∞),

as well as to the consideration of the cases p ∈ {2,∞}. Similarly as in the classical

setting, a mixingale in L∞(T ) is necessarily a mixingale in L2(T ), and a mixingale in

L2(T ) is necessarily a mixingale in L1(T ), which follows from Lyapunov’s inequality.

We now reprove [46, Lemma 3.2(a)] in the case of our extended definition of a mixin-

gale.

Lemma 4.38 Let E be a T -universally complete Riesz space with weak order

unit e = Te, where T is a strictly positive conditional expectation operator on E,

and let (fn, Tn)n∈Z be a mixingale in Lp(T ), p ∈ {1, 2,∞}. Then the sequence

(fn)n∈Z ⊂ Lp(T ) has T -conditional mean zero, that is, Tfn = 0 for all n ∈ Z.

Proof. For fixed n ∈ Z, applying the compatibility of (Tn)n∈Z with T as well as
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Lyapunov’s inequality, we obtain

|Tfn| = |TTn−mfn|

� T |Tn−mfn|

= ‖Tn−mfn‖T,1

� ‖Tn−mfn‖T,p

� cnφm.

Since, for fixed n ∈ Z, cnφm → 0 in order as m → ∞, which follows from the

mixingale property, we have that |Tfn| � 0 for all n ∈ Z, which proves the result.

The following result outlines the conditions in which a mixing process is a mixingale.

Lemma 4.39 Let E be a T -universally complete Riesz space with weak order unit

e = Te, where T is a strictly positive conditional expectation operator on E, and

let (fn)n∈Z ⊂ L∞(T ) be αT -mixing or ϕT -mixing. Then, if (fn)n∈Z has T -conditional

mean zero and (‖fn‖T,∞)n∈Z is order bounded in E, the double sequence (fn, T
n
−∞)n∈Z

is a mixingale in L1(T ), where T n−∞ is the conditional expectation operator on E with

R(T n−∞) = 〈{fi : i ≤ n} ∪ R(T )〉.

Proof. Using the supposition Tfn = 0 for all n ∈ Z, we can apply Theorems 4.28

and 4.29 as follows,

‖Tnfn+m‖T,1 = ‖Tnfn+m − Tfn+m‖T,1

� 2 inf {2αT (T n−∞, T
∞
n+m), ϕT (T n−∞, T

∞
n+m)}‖fn+m‖T,∞

� 2 inf {2αT,m, ϕT,m}‖fn+m‖T,∞

� 2 inf {2αT,m, ϕT,m} sup {‖fi‖T,∞ : i ∈ Z}.

Therefore, since inf {2αT,m, ϕT,m} → 0 in order as m→∞, from the mixing property
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of (fn)n∈Z, we recover condition (i) of Definition 4.37. On the other hand, since

the sequence (fn)n∈Z is adapted to the filtration (T n−∞)n∈Z, condition (ii) follows

trivially.

In view of Definition 4.34, wherein the mixing property is endowed on a sequence of

conditional expectation operators directly, the preceding result can be alternatively

stated as follows.

Lemma 4.40 Let E be a T -universally complete Riesz space with weak order unit

e = Te, where T is a strictly positive conditional expectation operator on E, and

let (fn)n∈Z ⊂ L∞(T ) be adapted to (Tn)n∈Z, a sequence of conditional expectation

operators on E compatible with T . Then, if (Tn)n∈Z is αT -mixng or ϕT -mixing, and

if (fn)n∈Z has T -conditional mean zero and (‖fn‖T,∞)n∈Z is order bounded in E, the

double sequence (fn, T
n
−∞)n∈Z is a mixingale in L1(T ), where T n−∞ is the conditional

expectation operator on E with R(T n−∞) = 〈∪i≤nR(Ti)〉.

The condition that the sequence (fn)n∈Z has T -conditional mean zero in the preced-

ing lemmas is relatively uninteresting, since it is the case that a mixingale necessarily

satisfies this condition anyway, by Lemma 4.38. However, of particular interest is

the way in which the structure imposed on (fn)n∈Z in Lemma 4.39 is separated in

Lemma 4.40 into that related directly to (fn)n∈Z and that related to the conditional

expecation operators (Tn)n∈Z. This serves as a concrete example of how the roles per-

formed by the different objects in the Riesz space setting are more clearly delineated

as compared to the classical setting.

We complete this section by proving an extension of the weak law of large num-

bers originally considered in [46, Theorem 4.2]. The proof is provided here for the

reader’s convenience, which follows similarly to that presented in the original expo-

sition. However, we first require the following Riesz space generalisation of uniform
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integrability.

Definition 4.41 Let E be a Dedekind complete Riesz space with conditional ex-

pectation operator T and weak order unit e = Te. The net (fλ)λ∈Λ in E is said to

be T -uniform if

sup {TP(|fλ|−ce)+ |fλ| : λ ∈ Λ} → 0 in order as c→∞.

Theorem 4.42 Let E be a T -universally complete Riesz space with weak order

unit e = Te, where T is a strictly positive conditional expectation operator on E,

and let (fn, Tn)n∈Z be a T -uniform mixingale in Lp(T ), p ∈ {1, 2,∞}, with (cn)n∈Z

and (φm)m∈N as defined in Definition 4.37.

(i) If ( 1
m

∑n+m
i=n+1 ci)m∈N is order bounded in E, uniformly in n ∈ Z, then

T |fn,m| = T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

fi

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.

(ii) If cn = T |fn| for all n ∈ Z, then

T |fn,m| = T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

fi

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.

Proof. (i) Define, for all i, k ∈ Z, yk,i = Ti+kfi−Ti+k−1fi and yk,n,m = 1
m

∑n+m
i=n+1 yk,i.

Consider, for M ≥ 1, the following telescoping series representation of fn,m,

fn,m =
1

m

n+m∑
i=n+1

fi

=
1

m

n+m∑
i=n+1

(
fi − Ti+Mfi +

M∑
k=−M+1

(Ti+kfi − Ti+k−1fi) + Ti−Mfi

)
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=
1

m

n+m∑
i=n+1

(fi − Ti+Mfi) +
M∑

k=−M+1

yk,n,m +
1

m

n+m∑
i=n+1

Ti−Mfi.

Applying T to the preceding expression and using the fact that (fn, Tn)n∈Z is a

mixingale in Lp(T ), we have

T |fn,m| �
1

m

n+m∑
i=n+1

T |fi − Ti+Mfi|+
M∑

k=−M+1

T |yk,n,m|+
1

m

n+m∑
i=n+1

T |Ti−Mfi|

� 1

m

n+m∑
i=n+1

‖fi − Ti+Mfi‖T,p +
M∑

k=−M+1

T |yk,n,m|+
1

m

n+m∑
i=n+1

‖Ti−Mfi‖T,p

� 1

m

n+m∑
i=n+1

φM+1ci +
M∑

k=−M+1

T |yk,n,m|+
1

m

n+m∑
i=n+1

φMci.

Using the supposition, there exists u ∈ E+ such that 1
m

∑n+m
i=n+1 ci � u for all m ∈ N,

uniformly in n ∈ Z, and so

T |fn,m| � (φM+1 + φM)u+
M∑

k=−M+1

T |yk,n,m|. (4.9)

To evaluate T |yk,n,m|, let c > 0 and define, for all i ∈ Z, hi = (I − P(|fi|−ce)+)fi and

di = P(|fi|−ce)+fi, in which case the sequence (Ti+khi)i∈Z is e-bounded and adapted to

(Ti+k)i∈Z, for fixed k ∈ Z. Also, (Ti+khi−Ti+k−1hi, Ti+k)i∈Z is a martingale difference

sequence, which follows since (Ti+k)i∈Z is a filtration. Therefore, applying Theorem

4.21, we have

T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

(Ti+khi − Ti+k−1hi)

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.

On the other hand, using the compatibility of (Ti+k)i∈Z with T ,

T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

(Ti+kdi − Ti+k−1di)

∣∣∣∣∣ � T

(
1

m

n+m∑
i=n+1

|Ti+kdi − Ti+k−1di|
)

� 1

m

n+m∑
i=n+1

(TTi+k|di|+ TTi+k−1|di|)
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=
2

m

n+m∑
i=n+1

T |di|

� 2 sup{T |di| : i = n+ 1, . . . , n+m}.

Since (fn)n∈Z is T -uniform, we have

sup{T |di| : i = n+ 1, . . . , n+m}

= sup{T |P(|fi|−ce)+fi| : i = n+ 1, . . . , n+m}

� sup{TP(|fi|−ce)+|fi| : i = n+ 1, . . . , n+m}

→ 0 in order as c→∞.

Therefore, since fi = hi + di, we can combine the preceding results to obtain

lim sup
m→∞

T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

(Ti+kfi − Ti+k−1fi)

∣∣∣∣∣→ 0 uniformly in n ∈ Z,

giving that T |yk,n,m| → 0 in order as m→∞, uniformly in n ∈ Z. Therefore, letting

m→∞ in (4.9), we get

lim sup
m→∞

T |fn,m| � (φM+1 + φM)u.

Then, letting M →∞, we obtain the result,

lim sup
m→∞

T |fn,m| = 0.

(ii) Since (fn)n∈Z is T -uniform, we have, by [46, Lemma 2.7], that (T |fn|)n∈Z is

bounded by u ∈ E+, say. Therefore

lim sup
m→∞

1

m

n+m∑
i=n+1

ci = lim sup
m→∞

1

m

n+m∑
i=n+1

T |fi| � u,

in which case we can apply (i) to obtain the result.
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Chapter 5

Near-epoch dependence

In this chapter, we consider the notion of near-epoch dependence, which provides a

framework for modelling the dependence of one stochastic process on another. The

first discernible appearance of the concept in the literature is in Ibragimov’s 1962

paper [34], wherein the expectation of the deviation between a stationary strong

mixing process and the time symmetric conditional expectation of the process with

respect to the events in time window is considered. Billingsley in [6, Section 21]

and McLeish in [54] developed on the ideas of Ibragimov, and it was McLeish who

first used the term “epoque” in this context. Gallant and White in [24] presented

a unified theory of the concept, and introduced the term “near-epoch dependence”.

For additional details on the development of this history, see [13, p. 261].

5.1 Definition

We start with the definition of near-epoch dependence as stated in [13, Definition

17.1].

Definition 5.1 Let (Yn)n∈Z be a stochastic process defined on a probability space

(Ω,F ,P). The sequence of integrable random variables (Xn)n∈Z is said to be near -
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epoch dependent in Lp-norm, 1 ≤ p ≤ ∞, on (Yn)n∈Z if there exist sequences of

non-negative real numbers (dn)n∈Z and (ξm)m∈N with ξm → 0 as m→∞, and for all

n ∈ Z and m ∈ N, we have

‖Xn − E(Xn | Fn+m
n−m )‖p ≤ dnξm,

where Fn+m
n−m = σ(Yn−m, . . . , Yn+m).

It is often convenient to abbreviate the terminology in the preceding definition by

referring to the sequence (Xn)n∈Z as being Lp-NED on (Yn)n∈Z. As in the case

for mixingales, if (Xn)n∈Z is Lq-NED on (Yn)n∈Z, then it is necessarily Lp-NED on

(Yn)n∈Z, for 1 ≤ p ≤ q ≤ ∞.

From a conceptual viewpoint, near-epoch dependence should not be interpreted as

a property of the stochastic processes (Yn)n∈Z and (Xn)n∈Z, but rather as a prop-

erty of their relationship. In particular, near-epoch dependence provides a suitably

generalised means of studying the characteristics of stochastic systems in which a

sequence of dependent random variables (Xn)n∈Z depends primarily on the near inci-

dents of a sequence of explanatory random variables (Yn)n∈Z. As such, an interesting

line of study is to determine the properties induced on the dependent process by the

explanatory process, an example of which in the Riesz space setting is presented in

Theorem 5.15.

In preparation for the consideration of near-epoch dependence in a Riesz space, note

that the family of sub-σ-algebras (Fnm) from Definition 5.1 can be characterised as

satisfying

Fnm+1 ⊂ Fnm ⊂ Fn+1
m ,

for all m,n ∈ Z such that m < n. Using the above directly, it is possible to
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formulate a generalised definition of near-epoch dependence without any reference

to the underlying stochastic process (Yn)n∈Z. The following definition provides the

Riesz space analogue of near-epoch dependence in Lp-norm for p ∈ {1, 2,∞}.

Definition 5.2 Let E be a T -universally complete Riesz space with weak order

unit e = Te, where T is a conditional expectation operator on E, and let (T ji ) be

a family of conditional expectation operators on E compatible with T such that

R(T ji+1) ⊂ R(T ji ) ⊂ R(T j+1
i ) for all −∞ < i < j < ∞. The sequence (fn)n∈Z ∈

Lp(T ), p ∈ {1, 2,∞}, is said to be near-epoch dependent in Lp(T ) on (T ji ) if there

exist sequences (dn)n∈Z ⊂ Lp(T )+ and (ξm)m∈N ⊂ R(T )+ with ξm → 0 in order as

m→∞, and for all n ∈ Z and m ∈ N, we have

‖fn − T n+m
n−m fn‖T,p � dnξm.

As in the case of mixingales in L∞(T ), we have, for the near-epoch dependence

property, that

‖fn − T n+m
n−m fn‖T,∞ � dnξm ⇒ |fn − T n+m

n−m fn| � dnξm.

Again as in the case of mixingales, near-epoch dependence in L∞(T ) implies near-

epoch dependence in L2(T ), and near-epoch dependence in L2(T ) implies near-epoch

dependence in L1(T ).

For brevity, it is assumed throughout the remainder of this chapter, unless otherwise

stated, that E is a T -universally complete Riesz space with weak order unit e = Te,

where T is a strictly positive conditional expectation operator on E.
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5.2 The autoregressive process of order 1

To demonstrate the workings of Definition 5.2, we will consider a non-trivial example

of a near-epoch dependendent process, the autoregressive process of order 1 in L2(T ).

To enable such a treatment, we require several preliminary results, the first of which

is proved in [45, Corollary 3.3].

Lemma 5.3 Let U and V be conditional expectation operators on E compatible

with T . If f, g ∈ L2(T ) and V U = UV = V , then U(g · V h) = V h · Ug.

Theorem 5.4 Let S be a conditional expectation operator on E compatible with

T . For f ∈ L2(T ), ‖f − g‖T,2 is minimised over g ∈ R(S) ∩ L2(T ) by g = Sf .

Proof. Recall, from [45, Theorem 3.2], that Sf ∈ L2(T ). Then for g ∈ R(S)∩L2(T ),

‖f − g‖2
T,2 = T |f − g|2

= T (f − g)2

= T (f − Sf + Sf − g)2

= T (f − Sf)2 + 2T [(f − Sf)(Sf − g)] + T (Sf − g)2. (5.1)

Squaring out the middle term, we have

T [(f − Sf)(Sf − g)] = T (f · Sf − fg − (Sf)2 + g · Sf)

= T (f · Sf)− T (Sf)2 + T (g · Sf)− T (fg).

Using Lemma 5.3 with U = V = S, we have

T (f · Sf) = TS(f · Sf) = T (Sf · Sf) = T (Sf)2.
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Since g ∈ R(S), we have

T (fg) = T (f · Sg) = TS(f · Sg) = T (Sg · Sf) = T (g · Sf).

Therefore, the middle term of (5.1) is zero, which gives

‖f − g‖2
T,2 = T (f − Sf)2 + T (Sf − g)2.

Since the first term above is independent of g and the second term is necessarily

non-negative, it follows that the minimum is attained by setting g = Sf .

The following lemma establishes the existence of infinite sums in R(T ).

Lemma 5.5 Let f ∈ R(T )+ such that P(e−f)+ = I, then
∑∞

i=0 f
i converges in order

in R(T ) to e
e−f .

Proof. If convergent, we can multiply the sum through by e− f to obtain

(e− f)
∞∑
i=0

f i =
∞∑
i=0

f i −
∞∑
i=0

f i+1 =
∞∑
i=0

f i −
∞∑
i=1

f i = f 0 = e.

To prove convergence, let

Qn = P(
(1− 1

2n
)e−f
)+(I − P(

(1− 1
2n−1 )e−f

)+).
Then QnQm = 0 for all n 6= m, by Theorem A.61, and as P(e−f)+ = I we have∨∞
n=1Qn = I. As R(T ) is universally complete and Qn ∧Qm = 0 for all n 6= m, we

can define

g =
∞∨
n=1

2nQne =
∞∑
n=1

2nQne ∈ R(T )+.

Now

Qm

n∑
i=0

f i =
n∑
i=0

(Qmf)i �
n∑
i=0

(
1− 1

2m

)i
Qme � 2mQme � Qmg.
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Taking suprema over Qm, we have, for all n ∈ N,

n∑
i=0

f i � g.

As R(T ) is universally complete, it is certainly Dedekind complete, and as the se-

quence (
∑n

i=0 f
i)n∈N is increasing in R(T ) and is bounded above by g, we have that∑∞

i=0 f
i converges in R(T ).

Lemma 5.6 Let f ∈ R(T )+ such that P(e−f)+ = I, then fm → 0 in order as

m→∞.

Proof. Let h = inf {fm : m ∈ N} ∈ R(T )+. Since fm ↓m∈N h, if h = 0, then we have

the result. Therefore suppose that h 6= 0, then since E = L1(T ) is Archimedean,

there exists n ∈ N such that nh � e, giving h � 1
n
e, which is to say that

Q = P(h− 1
n
e)+ 6= 0.

Therefore inf{Qfm : m ∈ N} = Qh � 1
n
Qe, giving Qfm = (Qf)m � 1

n
Qe for all

m ∈ N. Therefore

Qf � 1

n
1
m

Qe,

for all m ∈ N. In particular, taking m→∞ gives Q(e− f) � 0, which implies that

Q ≤ I − P(e−f)+ = 0. This contradicts Q 6= 0, and so we have that h = 0.

We are now in a position to analyse the autoregressive process of order 1 in the

context of near-epoch dependence. For a similar exposition in the measure theoretic

setting, see [24, p. 27-29].

Definition 5.7 The sequence (fn)n∈N ⊂ L2(T ) is said to be a T -conditional autore-
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gressive process of order 1 if, for all n ∈ N,

fn = θfn−1 + εn,

where f0 = 0, θ ∈ R(T ), and the sequence (εn)n∈N ⊂ L2(T ) has T -conditional mean

zero.

Note that the sequences (fn)n∈N and (εn)n∈N given in the preceding definition can

be extended arbitrarily to the index set Z by setting fn = εn = 0 for all n ≤ 0. We

now show that if (‖εn‖T,2)n∈N is order bounded in E by g ∈ E+, say, and θ ∈ R(T )

satisfies P(e−|θ|)+ = I, the sequence (fn)n∈Z in the preceding definition is near-epoch

dependent in L2(T ) on (εn)n∈Z, or, more precisely, on the family of conditional

expectation operators (T ji ), where R(T ji ) = 〈{εr : i ≤ r ≤ j} ∪ R(T )〉, where the

existence of the conditional expectation operators (T ji ), as well as their compatibility

with T , is assured by the Andô-Douglas theorem.

To start, it is easy to show, by induction on n and from Definition 5.7, that for all

n ∈ N,

fn =
n−1∑
i=0

θiεn−i =
∞∑
i=0

θiεn−i.

Therefore, since
∑m

i=0 θ
iεn−i ∈ R(T n+m

n−m ) ∩ L2(T ), we have, by Theorem 5.4, that

‖fn − T n+m
n−m fn‖T,2 �

∥∥∥∥∥fn −
m∑
i=0

θiεn−i

∥∥∥∥∥
T,2

=

∥∥∥∥∥
∞∑

i=m+1

θiεn−i

∥∥∥∥∥
T,2

=

∥∥∥∥∥θm
∞∑
i=1

θiεn−m−i

∥∥∥∥∥
T,2

.

Then, since the above summation is finite, we can apply homogeneity and the triangle
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inequality for ‖ · ‖T,2 inductively to obtain

‖fn − T n+m
n−m fn‖T,2 � |θ|m

∞∑
i=1

|θ|i‖εn−m−i‖T,2

� |θ|m
∞∑
i=1

|θ|i g

= |θ|m+1

( ∞∑
i=0

|θ|i
)
g

=
|θ|m+1

e− |θ|
g, by Lemma 5.5

= g ξm,

where ξm = |θ|m+1

e−|θ| ∈ R(T )+. Since the above holds for all m,n ∈ N, and since ξm → 0

in order as m→∞, which follows from Lemma 5.6, we have, under the conditions set

out, that the T -conditional autoregressive process of order 1 is near-epoch dependent

in L2(T ) on (T ji ), where R(T ji ) = 〈{εr : i ≤ r ≤ j} ∪ R(T )〉.

5.3 Elementary theorems

We will now prove several elementary theorems related to sums, products and shifts

of near-epoch dependent sequences. It will be assumed throughout the following that

(T ji ) is a family of conditional expectation operators on E compatible with T such

that R(T ji+1) ⊂ R(T ji ) ⊂ R(T j+1
i ) for all −∞ < i < j <∞.

Theorem 5.8 Let (fn)n∈Z and (gn)n∈Z be near-epoch dependent in Lp(T ), p ∈

{1, 2,∞}, on (T ji ). Then (fn + gn)n∈Z is near-epoch dependent in Lp(T ) on (T ji ).

Proof. Since (fn)n∈Z and (gn)n∈Z are near-epoch dependent in Lp(T ) on (T ji ), there

exist sequences (dfn)n∈Z, (d
g
n)n∈Z ⊂ Lp(T )+ and (ξfm)m∈N, (ξ

g
m)m∈N ⊂ R(T )+ with
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ξfm → 0 and ξgm → 0 in order as m→∞, and for all n ∈ Z and m ∈ N,

‖fn − T n+m
n−m fn‖T,p � dfnξ

f
m,

‖gn − T n+m
n−m gn‖T,p � dgnξ

g
m.

By the triangle inequality for T -conditional norms,

‖(fn + gn)− T n+m
n−m (fn + gn)‖T,p = ‖fn − T n+m

n−m fn + gn − T n+m
n−m gn‖T,p

� ‖fn − T n+m
n−m fn‖T,p + ‖gn − T n+m

n−m gn‖T,p

� dfnξ
f
m + dgnξ

g
m

� (dfn ∨ dgn)(ξfm + ξgm)

= dnξm,

where dn = dfn ∨ dgn ∈ Lp(T )+ for all n ∈ Z, and ξm = ξfm + ξgm → 0 in order as

m→∞, giving that (fn + gn)n∈Z is near-epoch dependent in Lp(T ) on (T ji ).

Corollary 5.9 Let (fn)n∈Z and (gn)n∈Z be near-epoch dependent in Lp(T ) and

Lq(T ), p, q ∈ {1, 2,∞}, respectively, on (T ji ). Then (fn + gn)n∈Z is near-epoch

dependent in Lr(T ) on (T ji ), for r = min {p, q}.

Theorem 5.10 Let (fn)n∈Z and (gn)n∈Z be near-epoch dependent in Lp(T ), p ∈

{1,∞}, and L∞(T ), respectively, on (T ji ). Then (fngn)n∈Z is near-epoch dependent

in Lp(T ) on (T ji ).

Proof. Before proceeding, note that (fngn)n∈Z ⊂ Lp(T ). Since (fn)n∈Z and (gn)n∈Z

are near-epoch dependent in Lp(T ) and L∞(T ), respectively, on (T ji ), there exist

sequences (dfn)n∈Z ⊂ Lp(T )+, (dgn)n∈Z ⊂ L∞(T )+ and (ξfm)m∈N, (ξ
g
m)m∈N ⊂ R(T )+

with ξfm → 0 and ξgm → 0 in order as m→∞, and for all n ∈ Z and m ∈ N,

‖fn − T n+m
n−m fn‖T,p � dfnξ

f
m,
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|gn − T n+m
n−m gn| � dgnξ

g
m.

By the triangle inequality for T -conditional norms,

‖fngn − T n+m
n−m fngn‖T,p =‖(fngn − fnT n+m

n−m gn) + (fnT
n+m
n−m gn − (T n+m

n−m fn)(T n+m
n−m gn))

− T n+m
n−m [(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)]‖T,p

�‖fn(gn − T n+m
n−m gn)‖T,p

+ ‖(fn − T n+m
n−m fn)T n+m

n−m gn‖T,p

+ ‖T n+m
n−m [(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)]‖T,p.

For the first term, since dgn ∈ L∞(T )+, there exists rgn ∈ R(T )+ such that dgn � rgn.

By the monotonicity and homogeneity of T -conditional norms,

‖fn(gn − T n+m
n−m gn)‖T,p � ‖|fn| · dgnξgm‖T,p

� ξgm‖fnrgn‖T,p

= ξgmr
g
n‖fn‖T,p.

For the second term, since gn ∈ L∞(T ), there exists hn ∈ R(T )+ such that |gn| � hn.

By the positivity of T n+m
n−m and its compatibility with T , and as hn ∈ R(T ),

|T n+m
n−m gn| � T n+m

n−m |gn| � T n+m
n−m hn = T n+m

n−m Thn = Thn = hn.

Again by the monotonicity and homogeneity of T -conditional norms,

‖(fn − T n+m
n−m fn)T n+m

n−m gn‖T,p � ‖|fn − T n+m
n−m fn|hn‖T,p

= hn‖fn − T n+m
n−m fn‖T,p

� hnd
f
nξ

f
m.

For the third term, it follows from Jensen’s inequality that

‖T n+m
n−m [(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)]‖T,p � ‖(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)‖T,p
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� ‖|fn − T n+m
n−m fn|dgnξgm‖T,p

� ξgm‖|fn − T n+m
n−m fn|rgn‖T,p

= ξgmr
g
n‖fn − T n+m

n−m fn‖T,p

� ξgmr
g
nd

f
nξ

f
m.

Putting all of the above inequalities together, we have, for all n ∈ Z and m ∈ N,

‖fngn − T n+m
n−m fngn‖T,p � rgn‖fn‖T,pξgm + dfnhnξ

f
m + dfnr

g
nξ

f
mξ

g
m

� (rgn‖fn‖T,p ∨ dfnhn ∨ dfnrgn)(ξfm + ξgm + ξfmξ
g
m)

= dnξm,

where dn = rgn‖fn‖T,p∨dfnhn∨dfnrgn ∈ Lp(T )+ and ξm = ξfm+ ξgm+ ξfmξ
g
m → 0 in order

as m→∞, giving that (fngn)n∈Z is near-epoch dependent in Lp(T ) on (T ji ).

Theorem 5.11 Let (fn)n∈Z and (gn)n∈Z be near-epoch dependent in L2(T ) on (T ji ).

Then (fngn)n∈Z is near-epoch dependent in L1(T ) on (T ji ).

Proof. Since (fn)n∈Z and (gn)n∈Z are near-epoch dependent in L2(T ) on (T ji ), there

exist sequences (dfn)n∈Z, (d
g
n)n∈Z ⊂ L2(T )+ and (ξfm)m∈Z, (ξ

g
m)m∈Z ⊂ R(T )+ with

ξfm → 0 and ξgm → 0 in order as m→∞, and for all n ∈ Z and m ∈ N,

‖fn − T n+m
n−m fn‖T,2 � dfnξ

f
m,

‖gn − T n+m
n−m gn‖T,2 � dgnξ

g
m,

Then, carrying out the same manipulation from the preceding proof and using the

triangle inequality for T -conditional norms, we have

‖fngn − T n+m
n−m fngn‖T,1 �‖fn(gn − T n+m

n−m gn)‖T,1

+ ‖(fn − T n+m
n−m fn)T n+m

n−m gn‖T,1

+ ‖T n+m
n−m [(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)]‖T,1.
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For the first term, since gn − T n+m
n−mgn ∈ L2(T ), we can apply Hölder’s inequality,

‖fn(gn − T n+m
n−m gn)‖T,1 � ‖fn‖T,2‖gn − T n+m

n−m gn‖T,2

� ‖fn‖T,2dgnξgm.

For the second term, since fn − T n+m
n−m fn ∈ L2(T ), we can again apply Hölder’s

inequality and then Jensen’s inequality,

‖(fn − T n+m
n−m fn)T n+m

n−m gn‖T,1 � ‖fn − T n+m
n−m fn‖T,2‖T n+m

n−m gn‖T,2

� dfnξ
f
m‖gn‖T,2.

For the third term, it follows from Hölder’s inequality and Jensen’s inequality that

‖T n+m
n−m [(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)]‖T,1 � ‖(fn − T n+m

n−m fn)(gn − T n+m
n−m gn)‖T,1

� ‖fn − T n+m
n−m fn‖T,2‖gn − T n+m

n−m gn‖T,2

� dfnξ
f
md

g
nξ

g
m.

Putting all of the above inequalities together, we have, for all n ∈ Z and m ∈ N,

‖fngn − T n+m
n−m fngn‖T,1 � ‖fn‖T,2dgnξgm + dfn‖gn‖T,2ξfm + dfnd

g
nξ

f
mξ

g
m

� (dgn‖fn‖T,2 ∨ dfn‖gn‖T,2 ∨ dfndgn)(ξfm + ξgm + ξfmξ
g
m)

= dnξm,

where dn = dgn‖fn‖T,2 ∨ dfn‖gn‖T,2 ∨ dfndgn ∈ L1(T )+ and ξm = ξfm + ξgm + ξfmξ
g
m → 0

in order as m → ∞, giving that (fngn)n∈Z is near-epoch dependent in L1(T ) on

(T ji ).

For proof of the final elementary theorem, which relates to shifts in near-epoch

dependent sequences, we require the following lemma.
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Lemma 5.12 Let f ∈ Lp(T ), p ∈ {1, 2,∞}, and U and V be conditional expectation

operators on E compatible with T . If R(U) ⊂ R(V ), then

‖f − V f‖T,p � 2‖f − Uf‖T,p.

Proof. Let g = f − Uf , then since Uf ∈ R(U) ⊂ R(V ),

g − V g = f − Uf − V f + V Uf = f − Uf − V f + Uf = f − V f.

Using the triangle inequality for T -conditional norms and Jensen’s inequality,

‖f − V f‖T,p = ‖g − V g‖T,p � ‖g‖T,p + ‖V g‖T,p � 2‖g‖T,p = 2‖f − Uf‖T,p,

which completes the proof.

Theorem 5.13 If (fn)n∈Z is near-epoch dependent in Lp(T ), p ∈ {1, 2,∞}, on (T ji ),

then so is (fn+m)n∈Z, m ∈ N .

Proof. By the properties of (T ji ), we have that R(T n+m+k
n+m−k ) ⊂ R(T n+k+m

n−k−m ) for fixed

k,m ∈ N, and so applying the preceding lemma, we get

‖fn+m − T n+k+m
n−k−m fn+m‖T,p � 2‖fn+m − T n+m+k

n+m−k fn+m‖T,p

� 2dn+mξk

= d ′nξk,

where d ′n = 2dn+m ∈ Lp(T )+ and (ξk)k∈N ⊂ R(T )+ satisfies ξk → 0 in order as

k →∞. Therefore, we can write

‖fn+m − T n+k
n−k fn+m‖T,p � d ′nξ

′
k,
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where

ξ ′k =

 ξ1 if k ≤ m,

ξk−m if k > m.

Therefore, since ξ ′k → 0 in order as k →∞, by definition, we have that (fn+m)n∈Z is

near-epoch dependent in Lp(T ) on (T ji ).

The following corollary arises by combining the preceding result with Theorems 5.10

and 5.11.

Corollary 5.14 Let (fn)n∈Z and (gn)n∈Z be near-epoch dependent in Lp(T ) and

Lq(T ), respectively, on (T ji ). Then (fn+mgn)n∈Z and (fngn+m)n∈Z, m ∈ N, are near-

epoch dependent in Lr(T ) on (T ji ), where (p, q, r) ∈ {(1,∞, 1), (2, 2, 1), (∞,∞,∞)}.

5.4 Near-epoch dependence and mixingales

To conclude this chapter, we prove that, under certain conditions, mixing processes

induce mixingales through near-epoch dependence.

Theorem 5.15 Let (fn)n∈Z ⊂ L∞(T ) be near-epoch dependent in Lp(T ), p ∈

{1, 2,∞}, on (T ji ). If (T ji ) is αT -mixing or ϕT -mixing and (fn)n∈Z has T -conditional

mean zero, then the double sequence (fn, T
n
−∞)n∈Z is a mixingale in L1(T ).

Proof. For fixed m ∈ N, let k = bm
2
c be the largest integer not exceeding m

2
. To

verify Definition 4.37(i), we note

‖T n−m−∞ fn‖T,1 = ‖T n−m−∞ (fn − T n+k
n−k fn + T n+k

n−k fn)‖T,1

� ‖T n−m−∞ (fn − T n+k
n−k fn)‖T,1 + ‖T n−m−∞ T n+k

n−k fn‖T,1.
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For the first term, using Jensen’s inequality and Lyapunov’s inequality, respectively,

‖T n−m−∞ (fn − T n+k
n−k fn)‖T,1 � ‖fn − T n+k

n−k fn‖T,1

� ‖fn − T n+k
n−k fn‖T,p

� dnξk,

for (dn)n∈Z and (ξm)m∈N defined as in Definition 5.2. For the second term, note that

T n+k
n−k fn ∈ R(T n+k

n−k ) ⊂ R(T∞n−k). Now, for all n ∈ Z, since fn ∈ L∞(T ), there exists

gn ∈ R(T )+ such that |fn| � gn, and so

|T n+k
n−k fn| � T n+k

n−k |fn| � T n+k
n−k gn = T n+k

n−k Tgn = Tgn = gn,

giving that T n+k
n−k fn ∈ L∞(T ). Therefore, since TT n+k

n−k fn = 0, which follows from the

compatibility of (T ji ) with T and the supposition that Tfn = 0, we can apply the

mixing inequalities, Theorems 4.28 and 4.29, to obtain

‖T n−m−∞ T n+k
n−k fn‖T,1 = ‖T n−m−∞ T n+k

n−k fn − TT
n+k
n−k fn‖T,1

� 2 inf{2αT (T n−m−∞ , T∞n−k), ϕT (T n−m−∞ , T∞n−k)}‖fn‖T,∞

= 2 inf{2αT (T n−m−∞ , T∞n−m+k), ϕT (T n−m−∞ , T∞n−m+k)}‖fn‖T,∞

� 2 inf{2αT,k, ϕT,k}‖fn‖T,∞.

Combining the above results gives

‖T n−m−∞ fn‖T,1 � dnξk + 2 inf{2αT,k, ϕT,k}‖fn‖T,∞

� cnφm,

where cn = dn ∨ ‖fn‖T,∞ ∈ L1(T )+ and φm = 2(ξk + inf{2αT,k, ϕT,k}) ∈ R(T )+, for

all n ∈ Z and m ∈ N. Note that by supposition, φm → 0 in order as m → ∞. For

Definition 4.37(ii), since R(T n+k+1
n−k−1 ) ⊂ R(T n+m

n−m ) ⊂ R(T n+m
−∞ ), we have, using Lemma
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5.12, that

‖fn − T n+m
−∞ fn‖T,1 � 2‖fn − T n+k+1

n−k−1 fn‖T,1

� 2‖fn − T n+k+1
n−k−1 fn‖T,p

� 2dnξk+1

� cn2(ξk+1 + inf{2αT,k+1, ϕT,k+1})

= cnφm+2

� cnφm+1,

where the final inequality follows since it can be assumed, without loss of generality,

that (φm)m∈N is a decreasing sequence. This concludes the proof.

The preceding theorem carries significant implications for the study of near-epoch

dependence in Riesz spaces. This is the case since it is now possible, by appealing

to the theory developed for mixingales, to establish important results for near-epoch

dependent sequences that are otherwise inaccessible. As an example, combining the

preceding theorem with Theorem 4.42 gives the following corollary.

Corollary 5.16 Let (fn)n∈Z ⊂ L∞(T ) be near-epoch dependent in Lp(T ), p ∈

{1, 2,∞}, on (T ji ) with (dn)n∈Z as defined in Definition 5.2, and where |fn| � gn ∈

R(T )+ for all n ∈ Z. Furthermore, suppose that (fn)n∈Z is T -uniform and has

T -conditional mean zero, and that (T ji ) is αT -mixing or ϕT -mixing.

(i) If ( 1
m

∑n+m
i=n+1 di ∨ gi)m∈N is order bounded in E, uniformly in n ∈ Z, then

T |fn,m| = T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

fi

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.
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(ii) If dn ∨ gn = T |fn| for all n ∈ Z, then

T |fn,m| = T

∣∣∣∣∣ 1

m

n+m∑
i=n+1

fi

∣∣∣∣∣→ 0 in order as m→∞, uniformly in n ∈ Z.
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Chapter 6

Conclusion

The main consideration of this dissertation is the concept of dependence in stochastic

processes. The notion of mixing, which is outlined in Section 4.3, provides a suit-

able framework for describing the level of dependence within a stochastic process.

Two coefficients of mixing, namely the strong and uniform mixing coefficients, are

generalised from the classical measure theoretic setting to the abstract Riesz space

setting. Particular related results are also translated. Near-epoch dependence, which

is reviewed in Chapter 5, relates to the dependence of one stochastic process on the

near incidences of another stochastic process. The central theoretical result, which

specifies that processes that are near-epoch dependent on mixing processes are nec-

essarily mixingales, is established in a Riesz space, which permits a weak law of large

numbers for such processes.

The theory on mixing and near-epoch dependence generalised in this dissertation

represents only the building blocks of our mathematical understanding in the Riesz

space setting of such concepts, and much more remains to be done. As an example,

the line of investigation that follows most naturally from the present work relates to

the various forms of invariance principles that mixing processes are known to satisfy

in the classical setting. The central question that has attracted the attention of many

prominent researchers, including Davydov in [14], McLeish in [53, 55], and Peligrad
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in [58, 59, 60], is “under what conditions does the sample paths of a mixing process

converge to Brownian motion?” However, to begin to answer this question in the

Riesz space setting, we require several fundamental ingredients that are currently

unresolved.

Firstly, the type of convergence used throughout the literature on invariance prin-

ciples, namely weak convergence, is yet to be fully understood in the Riesz space

setting. Secondly, it is necessary, as a critical step in proving the result, to estab-

lish a central limit theorem for mixing processes, such as that attained by Serfling

in [68] and Denker in [18]. Thirdly, it may be necessary to revise the definition of

Brownian motion in a Riesz space outlined by Grobler in [26, 27] and Vardy and

Watson in [74, 75] so as to include more structure related to the distribution of the

increments of the process, which appears, on the basis of the classical setting, to be

necessary in order to gain access to large parts of the theory pertaining to Brownian

motion in general.

As a second line of investigation, note that the mixing coefficients studied in this

dissertation represent only two of many such coefficients, such as, for example, the

“maximal correlation” coefficient, which was originally studied by Hirschfeld in [31]

and Hotel in [32]. As such, an area of possible further work includes the consideration

of these coefficients in a Riesz space as well as certain associated results known

from the classical literature. In addition, there are several open questions related

to the various types of mixing, which can be found in [11], that could possibly be

investigated in the generalised setting.
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Appendix A

Riesz space preliminaries

For a more comprehensive treatment of the theory presented in this appendix, see

[79].

A.1 Riesz spaces

Let E be an arbitrary non-empty set, the elements of which are denoted by lower

case letters x, y, . . .

Definition A.1 The relation R in E is said to be an equivalence relation if

(i) xRx for all x ∈ E (reflexivity),

(ii) xRy and yRz ⇒ xRz (transitivity),

(iii) xRy ⇒ yRx (symmetry).

Definition A.2 The relation R in E is said to be a partial ordering if

(i) xRx for all x ∈ E (reflexivity),

(ii) xRy and yRz ⇒ xRz (transitivity),

(iii) xRy and yRx⇒ x = y (anti-symmetry).

For notational purposes, if the relation R is an equivalence relation, then xRy is
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written as x ∼ y, and if R is a partial ordering, then xRy is written as x � y.

If � is a partial ordering in E, then we say that (E,�) is a partially ordered set.

Note that x � y can be equivalently written as y � x, and we write x ≺ y for the

case where x � y and x 6= y. For x, y ∈ E, if x � y or y � x, then x and y are

said to be comparable. It is not a necessary condition for every pair of elements of a

partially ordered set to be comparable.

Definition A.3 Let (E,�) be a partially ordered set and x, y ∈ E with x � y.

The non-empty set [x, y] = {z ∈ E : x � z � y} is called an order interval in E.

If (E,�) is a partially ordered set and D is a non-empty subset of E, then (D,�) is

a partially ordered set. That is, the partial ordering in E induces a partial ordering

in D. The following definitions relate to upper and lower bounds, and suprema and

infima of subsets of a partially ordered set.

Definition A.4 Let (E,�) be a partially ordered set and D be a non-empty subset

of E. The point x0 ∈ E is said to be an upper bound of D if y � x0 for all y ∈ D.

If there exists such a point in E, then D is said to be bounded above. Moreover,

an upper bound x0 of D is said to be a supremum of D, denoted x0 = supD, if for

x ∈ E, y � x for all y ∈ D implies that x0 � x.

Definition A.5 Let (E,�) be a partially ordered set and D be a non-empty subset

of E. The point x0 ∈ E is said to be a lower bound of D if x0 � y for all y ∈ D.

If there exists such a point in E, then D is said to be bounded below. Moreover, a

lower bound x0 of D is said to be an infimum of D, denoted x0 = inf D, if for x ∈ E,

x � y for all y ∈ D implies that x � x0.

From the preceding definitions, it is clear that the supremum (infimum) of a non-
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empty subset D of E is characterised as the least upper bound (greatest lower bound)

of D.

Definition A.6 Let (E,�) be a partially ordered set.

(i) E is said to be order complete if every non-empty subset of E has a supremum

and an infimum.

(ii) E is said to be Dedekind complete if every non-empty subset of E that is

bounded above (below) has a supremum (infimum).

(iii) E is said to be a lattice if every subset of E consisting of two points has a

supremum and an infimum.

If E is a lattice, then by induction on (iii) above, it is easily verified that every

finite subset of E has a supremum and an infimum. As a notational convenience,

we write, for x1, . . . , xn ∈ E, n ∈ N, sup {x1, . . . , xn} = x1 ∨ . . . ∨ xn =
∨n
i=1 xi and

inf {x1, . . . , xn} = x1 ∧ . . . ∧ xn =
∧n
i=1 xi.

Definition A.7 Let E be a real vector space and � be a partial ordering in E.

Then (E,�) is said to be an ordered vector space if, for f, g ∈ E,

(i) f � g ⇒ f + h � g + h for all h ∈ E,

(ii) f � 0⇒ αf � 0 for all α ∈ [0,∞).

From the preceding definition, it is clear that an ordered vector space is simply a

vector space for which the associated algebraic structure and order structure are

compatible.

Definition A.8 (E,�) is said to be a Riesz space if (E,�) is an ordered vector

space and E is a lattice with respect to �.

For a Riesz space (E,�), it is usual to suppress the notation and simply write E if
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the particular partial ordering to which it is related is unambiguous.

Definition A.9 Let E be a Riesz space. The subset E+ = {f ∈ E : f � 0} is

called the positive cone of E. The elements of E+ are called the positive elements of

E, and satisfy the following properties,

(i) f, g ∈ E+ ⇒ f + g ∈ E+,

(ii) f ∈ E+ ⇒ αf ∈ E+ for all α ∈ [0,∞),

(iii) f ∈ E+ and −f ∈ E+ ⇒ f = 0.

In accordance with the preceding definition, we write D+ = {f ∈ D : f � 0} for

any non-empty subset D of the Riesz space E. The following theorem provides some

elementary properties of Riesz spaces, see [79, p. 16] for additional details.

Theorem A.10 Let E be a Riesz space and f, g, h ∈ E.

(i) f � g ⇔ −f � −g ⇔ f − g ∈ E+,

(ii) f � g ⇔ αf � αg for all α ∈ (0,∞)⇔ αf � αg for all α ∈ (−∞, 0),

(iii) f � g ⇔ f = f ∨ g ⇔ g = f ∧ g,

(iv) f ∧ g = − ((−f) ∨ (−g)) and f ∨ g = − ((−f) ∧ (−g)),

(v) (f ∨ g) + h = (f + h) ∨ (g + h) and (f ∧ g) + h = (f + h) ∧ (g + h),

(vi) (αf) ∨ (αg) = α(f ∨ g) and (αf) ∧ (αg) = α(f ∧ g) for all α ∈ [0,∞),

(vii) (αf) ∨ (αg) = α(f ∧ g) and (αf) ∧ (αg) = α(f ∨ g) for all α ∈ (−∞, 0],

(viii) (f ∨ g)∨ h = f ∨ (g ∨ h) = f ∨ g ∨ h and (f ∧ g)∧ h = f ∧ (g ∧ h) = f ∧ g ∧ h.

Definition A.11 Let E be a Riesz space and f ∈ E.

(i) The positive part of f is defined by f+ = f ∨ 0.

(ii) The negative part of f is defined by f− = (−f) ∨ 0.

(iii) The absolute value of f is defined by |f | = f ∨ (−f).

For proof of the following theorem, see [79, Theorem 5.1].

98



Theorem A.12 Let E be a Riesz space and f, g ∈ E.

(i) f+, f− ∈ E+,

(ii) (−f)+ = f− and (−f)− = f+,

(iii) f+ ∧ f− = 0,

(iv) f = f+ − f−,

(v) |f | = f+ + f− ∈ E+,

(vi) f = 0⇔ |f | = 0,

(vii) f � g ⇔ f+ � g+ and f− � g−.

For proof of the following theorem, see [79, Theorem 5.5]. The final inequality below

gives the triangle inequality for elements of a Riesz space.

Theorem A.13 Let E be a Riesz space and f, g ∈ E.

(i) (f + g)+ � f+ + g+ and (f + g)− � f− + g−,

(ii) ||f | − |g|| � |f + g| � |f |+ |g|.

The following theorem states the infinite distributive laws, see [79, Theorem 6.1].

Theorem A.14 Let E be a Riesz space and D be a subset of E which has supremum

f0 = supD = sup {f : f ∈ D} and infimum f1 = inf D = inf {f : f ∈ D} in E. Then

for g ∈ E,

(i) f0 ∧ g = sup {f ∧ g : f ∈ D},

(ii) f1 ∨ g = inf {f ∨ g : f ∈ D}.
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A.2 Directedness and order convergence

We start with the Archimedean property, which relates to the existence, or lack

thereof, of infinitely large elements.

Definition A.15 The Riesz space E is said to be Archimedean if for each u ∈ E+

the sequence (nu)n∈N is bounded if and only if u = 0.

For proof of the following result, see [79, Theorem 12.3].

Theorem A.16 Let E be a Riesz space. If E is Dedekind complete, then E is an

Archimedean Riesz space.

The following definition relates to the notion of directedness.

Definition A.17 Let E be a Riesz space and D be a non-empty subset of E.

(i) D is said to be upwards directed, denoted D ↑, if for every f, g ∈ D there exists

h ∈ D such that h � f ∨ g.

(ii) D is said to be downwards directed, denoted D ↓, if for every f, g ∈ D there

exists h ∈ D such that h � f ∧ g.

We usually refer to upwards or downwards directed sets simply as directed when the

particular direction is unimportant.

Definition A.18 Let E be a Riesz space. The family (fλ)λ∈Λ in E is said to be a

net in E if the index set Λ is directed.

Note that a net, as defined above, is simply an abstract generalisation of a sequence,

and that the index set need not be a subset of Riesz space.
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Definition A.19 Let E be a Riesz space.

(i) The net (fλ)λ∈Λ in E is said to be upwards directed, denoted fλ ↑λ∈Λ, if and

only if for every λ1, λ2 ∈ Λ there exists λ3 ∈ Λ such that fλ3 � fλ1 ∨ fλ2 .

Moreover, if f = sup {fλ : λ ∈ Λ}, then (fλ)λ∈Λ is said to be upwards directed

with supremum f , denoted fλ ↑λ∈Λ f .

(ii) The net (fλ)λ∈Λ in E is said to be downwards directed, denoted fλ ↓λ∈Λ, if

and only if for every λ1, λ2 ∈ Λ there exists λ3 ∈ Λ such that fλ3 � fλ1 ∧ fλ2 .

Moreover, if f = inf {fλ : λ ∈ Λ}, then (fλ)λ∈Λ is said to be downwards directed

with infimum f , denoted fλ ↓λ∈Λ f .

The following theorem, which is proved in [79, Theorem 12.1(i)], provides a for-

mulation of Dedekind completeness for Riesz spaces based on directedness, which

permits a more tractable means of verifying Dedekind completeness as compared to

Definition A.6(ii), see, for example, Proposition 2.7.

Theorem A.20 The Riesz space E is Dedekind complete if and only if every non-

empty subset of E+ that is upwards directed and bounded above has a supremum.

Directedness provides a suitable basis for defining the notion of order separability.

Definition A.21 Let E be a Riesz space. Then E is said to be order separable if

every non-empty subset of E+ that is upwards directed and has a supremum contains

a countable subset that has the same supremum.

The following definitions introduce the notions of order boundedness and order con-

vergence.

Definition A.22 Let E be a Riesz space. The net (fλ)λ∈Λ in E is said to be order

bounded if there exists g ∈ E+ such that −g � fλ � g for all λ ∈ Λ.
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Definition A.23 Let E be a Riesz space. The net (fλ)λ∈Λ in E is said to be order

convergent to f , denoted fλ → f in order, if there exists a net (gλ)λ∈Λ in E+ such

that |f − fλ| � gλ for all λ ∈ Λ and gλ ↓λ∈Λ 0.

The following theorem outlines the principal properties of order convergence, for

proof, see [79, Theorem 10.8].

Theorem A.24 Let E be a Riesz space and Λ be a non-empty directed index set.

(i) fλ → f in order and fλ → g in order ⇒ f = g,

(ii) fλ ↑λ∈Λ f or fλ ↓λ∈Λ f ⇒ fλ → f in order,

(iii) fλ ↑λ∈Λ or fλ ↓λ∈Λ and fλ → f in order⇒ fλ ↑λ∈Λ f or fλ ↓λ∈Λ f , respectively,

(iv) fλ → f in order ⇒ |fλ| → |f | in order,

(v) fλ ↑λ∈Λ f ⇒ αfλ ↑λ∈Λ αf for all α ∈ [0,∞), and similarly for a downwards

directed net,

(vi) fλ → f and gλ → g in order ⇒ fλ + gλ → f + g in order,

(vii) fλ ↑λ∈Λ f and gλ ↑λ∈Λ g ⇒ fλ ∨ gλ ↑λ∈Λ f ∨ g and fλ ∧ gλ ↑λ∈Λ f ∧ g, and

similarly for downwards directed nets.

The following theorem, which is due to [2, Theorem 8.16], provides a characterisation

of order convergence for order bounded nets.

Theorem A.25 Let E be a Dedekind complete Riesz space. An order bounded net

(fλ)λ∈Λ in E is order convergent to f if and only if

lim sup
λ
fλ = lim inf

λ
fλ = f.

Note that the limit superior and limit inferior of (fλ)λ∈Λ in the above are defined
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respectively by

lim sup
λ
fλ = inf {sup {fλ : λ � α} : α ∈ Λ},

lim inf
λ
fλ = sup {inf {fλ : λ � α} : α ∈ Λ}.

Definition A.26 Let E be a Riesz space. The subset D of E is said to be order

closed if it follows from fn ∈ D for all n ∈ N and fn → f in order that f ∈ D.

A.3 Ideals, bands and disjointedness

Definition A.27 Let E be a Riesz space.

(i) The linear subspace V of E is said to be a Riesz subspace of E if, for all

f, g ∈ V , the elements f ∨ g and f ∧ g are also in V .

(ii) The subset S of E is said to be solid if

f ∈ S and |g| � |f | ⇒ g ∈ S.

(iii) The subset A of E is said to be an ideal in E if A is a solid linear subspace of

E.

(iv) The ideal B in E is said to be a band in E if

D ⊂ B and supD ∈ E ⇒ supD ∈ B.

An equivalent formulation of a solid subset of E in the preceding definition is that

the set S is solid if it follows from f ∈ S that [−|f |, |f |] ⊂ S. Note also that the

Riesz space E trivially satisfies the conditions of a band in E. The next comment

requires a theorem, see [79, Theorem 7.2(i)] for proof.
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Theorem A.28 Let E be a Riesz space. Every ideal in E is a Riesz subspace of E.

Since every band in E is an ideal in E, it follows as a corollary to the preceding

theorem that every band in E is also a Riesz subspace of E. The following theorem

relates to the properties inherited by ideals from their containing Riesz space. For

proof, see [79, Theorems 9.1(iii), 12.4 and 17.6(iii)].

Theorem A.29 Let E be a Riesz space.

(i) If E is Dedekind complete, then every ideal in E is Dedekind complete.

(ii) If E is Archimedean, then every Riesz subspace of E is Archimedean.

(iii) If E is order separable, then every ideal in E is order separable.

The following theorem provides a basis for generating Riesz spaces (ideals, bands)

from Riesz subspaces (ideals, bands, respectively). For proof, see [79, Theorem

7.4(i)].

Theorem A.30 Let E be a Riesz space. Any intersection of Riesz subspaces (ideals,

bands) of E is again a Riesz subspace (ideal, band, respectively) of E.

In view of the preceding theorem, we have the following definition.

Definition A.31 Let E be a Riesz space and D be a non-empty subset of E. The

Riesz space generated by D is the intersection of all Riesz subspaces of E containing

D.

For a formal outline of the following definition, see [2, p. 322, 324].

Definition A.32 Let E be a Riesz space and f ∈ E.

(i) The ideal generated by f , denoted Af , is the smallest ideal containing f and
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is given explicitly by

Af = {g ∈ E : |g| � |αf | for some α ∈ R}.

(ii) The band generated by f , denoted Bf , is the smallest band containing f and

is given explicitly by

Bf = {g ∈ E : |g| ∧ n|f | ↑n∈N |g|}.

It follows from the preceding definition that Af ⊂ Bf and that Bf is the smallest

band containing Af . Ideals and bands that are generated by single elements of the

Riesz space E are called principal ideals and principal bands in E, repsectively.

Definition A.33 Let E be a Riesz space.

(i) The element e ∈ E+ is said to be a strong order unit of E if the ideal generated

by e is E, that is, Ae = E.

(ii) The element e ∈ E+ is said to be a weak order unit of E if the band generated

by e is E, that is, Be = E.

For proof of the following theorem, see [1, Theorem 1.27].

Theorem A.34 Let E be a Riesz space. The element e ∈ E+ is a weak order unit

of E if and only if x ∧ ne ↑n∈N x for all x ∈ E+.

Definition A.35 Let E be a vector space and E1 and E2 be subsets of E. The

algebraic sum of E1 and E2 is defined by

E1 + E2 = {f1 + f2 : f1 ∈ E1, f2 ∈ E2}.

If E1 and E2 are linear subspaces of E, then so is E1 + E2, and if, in addition,

E1 ∩ E2 = {0}, then E1 + E2 is called the direct sum of E1 and E2, and is denoted
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E1 ⊕ E2.

The distinction between the algebraic sum and the direct sum is a significant one.

For any f ∈ E1 +E2, we can write f = f1 +f2, where f1 ∈ E1 and f2 ∈ E2. However,

if E1 ∩ E2 = {0}, then E1 + E2 = E1 ⊕ E2, and then this decomposition of f is

unique. In this case, we call f1 the component of f in E1 and f2 the component of

f in E2. For proof of the following result, see [79, Theorem 7.6].

Theorem A.36 Let E be a Riesz space. If A1 and A2 are ideals in E, then A1 +A2

is an ideal in E.

Note that the preceding theorem does not apply in general to bands in E, although

there are certain conditions under which the sum of two bands is again a band. To

investigate the nature of these conditions, we require the notion of disjointedness.

Definition A.37 Let E be a Riesz space.

(i) The elements f and g of E are said to be disjoint, denoted f ⊥ g, if |f |∧|g| = 0.

(ii) The non-empty subsets D1 and D2 of E are said to be disjoint, denoted D1 ⊥

D2, if f1 ⊥ f2 for all f1 ∈ D1 and f2 ∈ D2.

Definition A.38 Let E be a Riesz space and D be a non-empty subset of E. The

disjoint complement of D is the set

Dd = {f ∈ E : f ⊥ g for all g ∈ D}.

In general, a non-empty subset A of E is said to be a disjoint complement in E if

and only if there exists a non-empty subset D of E such that A = Dd. Note that if

D1 and D2 are non-empty subsets of E such that D1 ⊥ D2, then D1 ∩D2 is either

empty or equal to the set {0}, as shown in [79, Theorem 8.1(vi)]. Therefore, the
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algebraic sum of disjoint subsets of E coincides with the direct sum of those subsets.

For proof of the following theorem, see [79, Theorem 12.2(i)].

Theorem A.39 Let E be a Riesz space. If E is Dedekind complete and B1 and

B2 are disjoint bands in E, then B1 +B2 = B1 ⊕B2 is a band in E.

The following theorem describes the relationship between disjoint complements and

bands in a Riesz space, see [79, Theorems 8.4 and 9.3] for proof.

Theorem A.40 Let E be a Riesz space. Every disjoint complement in E is a band

in E. Moreover, if E is Archimedean, then every band in E is a disjoint complement

in E.

An important characterisation arises from the preceding theorem, which is that in

an Archimedean Riesz space, bands and disjoint complements coincide. In fact,

any Riesz space in which bands and disjoint complements coincide is necessarily an

Archimedean Riesz space, as shown in [79, Theorem 9.6]. A significant consequence

of Theorem A.40 is that if B is a band in a Riesz space E, then Bd is band in E

as well, and since B and Bd are disjoint, we can apply Theorem A.39 to obtain

(assuming that E is Dedekind complete) that B ⊕ Bd is a band in E. The special

case of bands for which this direct sum is equal to the entire Riesz space E is of

particular importance.

Definition A.41 Let E be a Riesz space. The band B in E is said to be a projection

band if B ⊕Bd = E.

Note that the Riesz space E in the preceding definition is not necessarily Dedekind

complete, that is, the characterisation of a projection band does not rely on the

application of Theorem A.39. In fact, the assumption of Dedekind completeness is
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particularly strong in the sense outlined in the following theorem, see [79, Theorem

12.2(ii)] for proof.

Theorem A.42 Let E be a Riesz space. If E is Dedekind complete, then every

band in E is a projection band.

If every band in the Riesz space E is a projection band, we say that E satisfies

the projection property. The preceding theorem therefore states that a Dedekind

complete Riesz space satisfies the projection property. If B is a projection band

in the Riesz space E, then according to Definition A.41, any element of E can be

uniquely expressed as a decomposition into elements of B and Bd. The characteristics

of such elements are outlined in the following theorem, see [79, Theorem 11.4(i)] for

proof.

Theorem A.43 The band B in the Riesz space E is a projection band if and only

if for each f ∈ E+ there exists

f1 = sup {g ∈ B : 0 � g � f},

f2 = sup {g ∈ Bd : 0 � g � f}.

Note that since B and Bd in the preceding theorem are bands, it follows that f1 ∈ B

and f2 ∈ Bd. Therefore f = f1 + f2 is the unique decomposition of f ∈ E+ into

elements of B and Bd, respectively. The analogous theorem for principal bands is

provided as follows, see [79, Theorem 11.5] for proof.

Theorem A.44 The principal band Bg generated by g ∈ E+ in the Riesz space E

is a projection band if and only if for each f ∈ E+ there exists

f1 = sup {f ∧ ng : n ∈ N}.
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In this case, f1 is the component of f in Bg.

Note that the preceding theorems can be made to apply to any element f of E,

not necessarily non-negative, by considering the positive and negative parts of f

separately.

Similarly to the projection property, if every principal band in the Riesz space E is

a projection band, then we say that E satisfies the principal projection property. As

noted in [79, Theorem 12.3], the projection property trivially implies the principal

projection property. For proof of the following theorem, see [79, Theorem 12.4].

Theorem A.45 Let E be a Riesz space. If E satisfies the (principal) projection

property, then every ideal in E satisfies the (principal) projection property.

A.4 Linear operators and band projections

In this section we introduce the elementary operator theory in Riesz spaces that is

required to further study the salient properties of projection bands, as well as that

required in general for the present study.

Definition A.46 Let T : E → F be an operator between two Riesz spaces E and

F . T is said to be linear if for all f, g ∈ E and α, β ∈ R,

T (αf + βg) = αTf + βTg.

Definition A.47 Let T : E → F be a linear operator between two Riesz spaces E
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and F . T is said to be positive if

f � 0 in E ⇒ Tf � 0 in F .

Furthermore, T is said to be strictly positive if

f � 0 in E ⇒ Tf � 0 in F .

Definition A.48 Let T : E → F be a linear operator between two Riesz spaces E

and F . T is said to be a Riesz homomorphism if for all f, g ∈ E,

T (f ∨ g) = (Tf) ∨ (Tg).

As noted in [79, Theorem 19.2(ii)], the defining characteristic of a Riesz homomor-

phism can be equivalently stated in terms of infima as follows,

T (f ∧ g) = (Tf) ∧ (Tg),

for all f, g ∈ E. In view of the preceding definition, Riesz homomorphisms can be said

to preserve the algebraic and order structure between Riesz spaces. Note also that

Riesz homomorphisms are necessarily positive operators, as shown in [79, p. 124].

For proof of the following theorem, see [79, Theorem 19.2].

Theorem A.49 Let T : E → F be a linear operator between two Riesz spaces E

and F . T is a Riesz homomorphism if and only if |Tf | = T |f | for all f ∈ E.

Definition A.50 Let T : E → F be an operator between two Riesz spaces E and

F . T is said to be order bounded if T maps order intervals in E into order intervals

in F .

Note that it is not necessary for T in the preceding definition to map order intervals
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in E onto order intervals in F , only into. Also, as noted in [79, p. 122-123], every

positive operator is necessarily order bounded, this follows since a positive operator

T maps the order interval [0, f ] into the order interval [0, T f ].

Definition A.51 Let T : E → F be an operator between two Riesz spaces E and

F .

(i) T is said to be order continuous if for each net (fλ)λ∈Λ in E such that fλ → f

in order, it follows that Tfλ → Tf in order.

(ii) T is said to be σ-order continuous if for each monotone sequence (fn)n∈N in E

such that fn → f in order, it follows that Tfn → Tf in order.

In view of Theorem A.24(ii), the order continuity of T in the preceding definition is

satisfied if it follows from fλ ↑λ∈Λ f or fλ ↓λ∈Λ f that Tfλ ↑λ∈Λ Tf or Tfλ ↓λ∈Λ Tf ,

respectively. Also, as noted in [39, Definition 2.8], if the operator T is positive, then

the order continuity of T is satisfied if it follows from fλ ↓λ∈Λ 0 that Tfλ ↓λ∈Λ 0. For

proof of the following theorem, see [79, Theorem 21.2(iii)].

Theorem A.52 Let E be a Riesz space and T be a positive order continuous

operator on E. If 0 � Sf � Tf for all f ∈ E+, then S is order continuous.

The following theorem describes the conditions in which order continuity and σ-order

continuity coincide, see [79, p. 147] for proof.

Theorem A.53 Let T : E → F be an operator between two Reisz spaces E and

F . If E is order separable, then T is order continuous if and only if T is σ-order

continuous.

If T1 and T2 are operators between the Riesz space E and itself, then the composition

operator T1T2 is defined by T1T2f = T1(T2f), for f ∈ E. For the case T1 = T2 = T ,
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we write TT = T 2.

Definition A.54 Let T : E → E be an operator between the Riesz space E and

itself. T is said to be idempotent if T 2 = T . If, in addition, T is linear, then T is

said to be a projection.

Theorem A.55 Let B be a projection band in the Riesz space E. For any f ∈ E,

the component of f in B can be expressed as Pf , where P is an operator from E

into itself satisfying the following properties,

(i) P is a projection,

(ii) 0 � Pf � f for all f ∈ E+.

The operator P in the preceding theorem is called the band projection on the pro-

jection band B, and the preceding theorem asserts that for any projection band

in a Riesz space E, there exists an associated band projection, see [79, Theorem

11.4(ii)] for proof. The following theorem goes in the converse direction, for proof,

see [79, Theorem 11.4(iii)].

Theorem A.56 Let E be a Riesz space. If P is a projection mapping E into itself

such that 0 � Pf � f for all f ∈ E+, then there exists a projection band B such

that P is the band projection on B.

Note that we can rewrite condition (ii) of Theorem A.55 as 0 ≤ P ≤ I, where I is

the identity operator in E, and since I is a positive order continuous operator, it

follows from Theorem A.52 that band projections are necessarily order continuous.

For proof of the following theorem, see [79, p. 125].

Theorem A.57 Any band projection P on a projection band B in the Riesz space

E is a Riesz homomorphism.
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The following theorems characterise infima and suprema of band projections in

Archimedean Riesz spaces, see [79, Theorems 32.1 and 32.3] for proof.

Theorem A.58 Let B1 and B2 be projection bands in the Archimedean Riesz space

E with corresponding band projections P1 and P2, respectively. Then B3 = B1 ∩B2

is a projection band in E with corresponding band projection P3 = P1P2 = P2P1,

which satisfies P3f = (P1f) ∧ (P2f) for all f ∈ E+.

Theorem A.59 Let B1 and B2 be projection bands in the Archimedean Riesz space

E with corresponding band projections P1 and P2, respectively. Then B3 = B1 +B2

is a projection band in E with corresponding band projection P3 = P1 + P2 − P1P2,

which satisfies P3f = (P1f) ∨ (P2f) for all f ∈ E+.

The infimum and supremum characterisations of P3 in the preceding theorems can be

extended to all f ∈ E, not necessarily non-negative, by defining P3f = P3f
+−P3f

−,

in which case P3 retains the properties of a band projection on B3. As such, we can

write, in the case of Theorem A.58, P3 = P1 ∧ P2, from which it follows by an easy

inductive argument that for a series P1, . . . , Pn of band projections, we can write∧n
i=1 Pi =

∏n
i=1 Pi, for n ∈ N. Furthermore, if PiPj = Pi ∧ Pj = 0 for all i 6= j, then

we can write
∨n
i=1 Pi =

∑n
i=1 Pi, see, for example, Lemma 5.5.

We now consider the special case of band projections corresponding to principal

projection bands. The following result arises as a direct application of Theorems

A.44 and A.55.

Theorem A.60 Let Bg be the principal band in the Riesz space E generated by

g ∈ E+. If Bg is a projection band with corresponding band projection Pg, then the
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component of f ∈ E+ in Bg is given by

Pgf = sup {f ∧ ng : n ∈ N}.

Similarly as in the above, we can extend the preceding theorem to all f ∈ E by

defining Pgf = Pgf
+−Pgf−. The following result, which specialises Theorems A.58

and A.59, arises as an application of the preceding theorem, see [79, Theorem 32.5]

for additional details.

Theorem A.61 Let E be an Archimedean Riesz space satisfying the principal

projection property. Then for every f, g ∈ E+, Bf∧g = Bf ∩Bg and Bf∨g = Bf +Bg,

and the corresponding band projections satisfy Pf∧g = PfPg = PgPf and Pf∨g =

Pf +Pg−PfPg, respectively. Furthermore, f and g are disjoint if and only if PfPg =

PgPf = 0.

The following result, which specifies the role of band projections as sign functions and

is used in the proof of Theorem 4.26, arises as a combination of Theorem A.12(iii)

and Theorem A.60.

Theorem A.62 Let E be a Riesz space satisfying the principal projection property.

Then for every f ∈ E,

Pf±f = ±f±.

If e ∈ E+ is a weak order unit of the Riesz space E, then by Theorem A.57, Pe is

a weak order unit of the projection band B with corresponding band projection P .

Therefore, as a consequence of Theorem A.60, every band in a Dedekind complete

Riesz space E that has weak order unit e is a principal band. In particular, if P is

the band projection on the band B, then B is the principal band generated by Pe.
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This is stated formally as follows.

Theorem A.63 Let E be a Dedekind complete Riesz space with weak order unit

e and B be a band in E with corresponding band projection P . Then B is the

principal band generated by Pe ∈ E+, in which case the component of f ∈ E+ in B

is given by

Pf = sup {f ∧ nPe : n ∈ N}.

We conclude our survey of Riesz space preliminaries with the following variant of

Freudenthal’s spectral theorem, which serves as a useful approximation tool, for

proof, see [79, Theorem 33.3].

Theorem A.64 Let E be a Riesz space having the principal projection property

and let f ∈ E+. Then, for all 0 � g ∈ Bf , the band generated by f , there exists a

sequence (un)n∈N such that un ↑n∈N g, where each un is of the form

un =
k∑
i=1

αi−1(P(αif−g)+f − P(αi−1f−g)+f),

where 0 = α0 < α1 < . . . < αk is a partition of the interval [0, αk] for which

0 � g � (αk − 1)f .
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Appendix B

Measure theory preliminaries

To enable a comprehensive treatment of the literature on the classical theory of

stochastic processes, particular results from measure theory are presented.

B.1 Measure and probability

To distinguish between the theory outlined in this and the previous appendix, we

introduce the following alternative notation. Let Ω be an arbitrary non-empty set.

As usual, individual elements of Ω are denoted by lower case letters, x, y, . . ., subsets

of Ω are denoted by upper case letters, A, B, . . ., and collections of subsets of Ω are

denoted by upper case script letters, A, B, . . .

Definition B.1 A σ-algebra F is a collection of subsets of Ω satisfying

(i) Ω ∈ F ,

(ii) F ∈ F ⇒ Ω\F ∈ F ,

(iii) Fn ∈ F for all n ∈ N⇒
⋃∞
n=1 Fn ∈ F .

Lemma B.2 Let F be a σ-algebra. Then Fn ∈ F for all n ∈ N⇒
⋂∞
n=1 Fn ∈ F .

For notational purposes, it is convenient to denote by R∗ the set of extended real
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numbers, that is, R∗ = [−∞,+∞].

Definition B.3 Let C be a collection of subsets of Ω. An extended real-valued set

function with domain C is a map µ : C → R∗.

Note that set functions can be more generally defined without reference to a specific

range space, but for the purposes of this study it is sufficient to consider only set

functions mapping to the extended real numbers. The following definition relates to

the notion of additivity of set functions.

Definition B.4 Let µ be a set function with domain a σ-algebra F of subsets of

Ω.

(i) µ is said to be finitely additive if for Fi ∈ F , i = 1, ..., n ∈ N, where Fi∩Fj = ∅

for all i 6= j, we have

µ

(
n⋃
i=1

Fi

)
=

n∑
i=1

µ(Fi).

(ii) µ is said to be σ-additive if for Fn ∈ F for all n ∈ N, where Fi ∩ Fj = ∅ for all

i 6= j, we have

µ

(
∞⋃
n=1

Fn

)
=
∞∑
n=1

µ(Fn).

To avoid the possibility of obtaining +∞−∞ on the right hand side in the preced-

ing definition, we impose the constraint that additive and σ-additive set functions

cannot assume both −∞ and ∞ as values. We are now in a position to define the

characterising properties of measures.

Definition B.5 A measure µ is an extended real-valued set function with domain

a σ-algebra F of subsets of Ω satisfying
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(i) µ(F ) ≥ 0 for all F ∈ F ,

(ii) µ is σ-additive,

(iii) µ(∅) = 0.

Definition B.6 A measure space is a triple, (Ω,F , µ), where Ω is a non-empty set,

F is a σ-algebra of subsets of Ω and µ is a measure on F .

It is possible to define more than one measure on a given σ-algebra F of subsets

of Ω, and so it is possible to define more than one measure space from the double

(Ω,F). Therefore, without specific reference to any measure, (Ω,F) is said to be a

measurable space if Ω is a non-empty set and F is a σ-algebra of subsets of Ω.

For a measurable space (Ω,F), a subset F of Ω is said to be measurable if F ∈ F .

Furthermore, if µ is a measure on F , in which case (Ω,F , µ) is a measure space, then

a measurable subset of Ω can be said to be µ-measurable.

Definition B.7 Let (Ω,F , µ) be a measure space. A logic statement Q for elements

of Ω is said to hold almost everywhere if the set of elements for which Q does not

hold has measure zero, or if this set is not µ-measurable, is contained in a set of

measure zero.

The statement “almost everywhere” in the above is usually abbreviated as “µ-a.e.”.

It is usual to suppress the notation and to simply write “a.e.” if it is unambiguous

to which measure it is related.

Definition B.8 Let (Ω,F , µ) be a measure space.

(i) µ is said to be finite if µ(Ω) <∞.

(ii) µ is said to be σ-finite if Ω =
⋃∞
n=1 Fn, where Fn ∈ F and µ(Fn) < ∞ for all

n ∈ N.
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Note that a finite measure is necessarily σ-finite. The following theorem describes

some of the salient properties of measures, see [30, Section 9] for proof.

Theorem B.9 Let (Ω,F , µ) be a measure space.

(i) E,F ∈ F and E ⊂ F ⇒ µ(E) ≤ µ(F ),

(ii) µ(E) + µ(F ) = µ(E ∪ F ) + µ(E ∩ F ) for all E,F ∈ F ,

(iii) Fn ∈ F for all n ∈ N⇒ µ
(⋃∞

n=1 Fn
)
≤
∑∞

n=1 µ(Fn),

(iv) Fn ∈ F for all n ∈ N with F1 ⊂ F2 ⊂ . . .⇒ lim
n→∞

µ(Fn) = µ
(

lim
n→∞

Fn
)
,

(v) Fn ∈ F for all n ∈ N with F1 ⊃ F2 ⊃ . . . and there exists m ∈ N such that

µ(Fm) <∞⇒ lim
n→∞

µ(Fn) = µ
(

lim
n→∞

Fn
)
.

From the preceding theorem, it can be stated that measures satisfy monotonicity (i),

σ-subadditivity (iii), and continuity for monotone sequences (iv, v).

Definition B.10 Let (Ω,F , µ) be a measure space. If µ(Ω) = 1, then µ is said

to be a probability measure, denoted µ = P, in which case (Ω,F ,P) is said to be a

probability space.

A probability space defined in this way provides for a particularly intuitive interpre-

tation. The non-empty set Ω can be viewed to correspond to the sample space of a

random experiment, in which case the elements of Ω relate to the outcomes of that

experiment. Subsets of Ω, relating to combinations of outcomes, can then be viewed

as events. However, certain combinations of outcomes may not be feasible in the

context of the experiment, and so it is necessary to restrict the collection of subsets

of Ω that constitute the event space. This is the role of the σ-algebra F , which

specifies the collection of events to which a probability is assigned by the measure P.

To see that the formulation of the σ-algebra F given by Definition B.1 is intuitively
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consistent with an event space of a random experiment, consider a subset F ⊂ Ω.

Intuitively, F will constitute an event if, for any outcome x ∈ Ω of the experiment, we

can say with certainty whether or not that outcome belongs to F , that is, whether or

not x ∈ F . Given such knowledge, we can deduce with certainty whether or not the

outcome x does not belong to the event F , that is, whether or not x ∈ Ω\F . Thus it

is natural to require that the class of events be closed under complementation, which

is stipulated in Definition B.1(ii). Furthermore, given a series of events Fn, n ∈ N,

if we know whether or not an outcome x ∈ Ω belongs to the event Fn, for every

n ∈ N, then we can deduce with certainty whether or not the outcome x belongs to

at least one such event, that is, whether or not x ∈
⋃∞
n=1 Fn, which is stipulated in

Definition B.1(iii). Finally, since it is always the case that x ∈ Ω for any outcome

x of the experiment, the entire set Ω should constitute an event, which is stipulated

in Definition B.1(i). For a more detailed account of the discussion on σ-algebras as

event spaces, see [4, p. 3-4].

As noted in [63, p. 2], defining the event space as a collection of subsets possibly

smaller than the power set of Ω is a sophistication of measure theory that enables

the study of probability beyond the limiting framework of discrete sample spaces.

The following definition relates to the notion of conditional probability.

Definition B.11 Let (Ω,F ,P) be a probability space and F,G ∈ F with P(G) > 0.

The conditional probability of F given G is given by

P(F |G) =
P(F ∩G)

P(G)
.

Note that the set function P( · |G) above defines a probability measure on F , provided

G ∈ F . The notion of conditioning is of fundamental importance in this study, and

is considered extensively in Chapter 3.
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Following the discussion regarding the role of σ-algebras in probability theory, it is

of interest to consider the notion of inducing a σ-algebra from a given collection of

subsets of Ω.

Definition B.12 Let C be a collection of subsets of Ω. The σ-algebra generated

by C, denoted σ(C), is the smallest σ-algebra of subsets of Ω containing C.

Lemma B.13 The σ-algebra generated by a collection C of subsets of Ω is unique.

In particular, if {Fλ : λ ∈ Λ} is the collection of all σ-algebras of subsets of Ω

containing C, then σ(C) =
⋂
λ∈ΛFλ.

The collection of subsets C in the preceding definition may be of interest from a

probability viewpoint, but may have structure that is inappropriate for analysis by

a measure theoretic approach. However, if it is known how to assign probabilities to

sets in C, then it is also known how to assign probabilities to sets in σ(C), and so

it is possible to study the probability structure of C through the σ-algebra that it

generates. For the special case of generating a σ-algebra from a single set in Ω, we

have that, for A ⊂ Ω,

σ(A) = {Ω, ∅, A,Ω\A}.

In view of Definition B.7, if (Ω,F ,P) is a probability space, then the statement that

Q holds a.e. is equivalent to the statement that Q holds with probability 1.
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B.2 Measurable functions and random variables

In this section, we consider the notion of measurability in the restricted setting of

(extended) real-valued functions only, as this is sufficient for the theory of stochastic

processes. Before proceeding, it is necessary to outline the open sets of the extended

real numbers.

Definition B.14 For each −∞ < a < b < +∞, the open intervals in R∗ are the

sets [−∞, a), (a, b), (b,+∞] and [−∞,+∞]. The open sets in R∗ are precisely the

unions of open intervals in R∗.

Note that every open set in R∗ can be expressed as a countable union of disjoint

open intervals in R∗.

Definition B.15 Let (Ω,F) be a measurable space and f : Ω→ R∗ be a function.

Then f is said to be F -measurable if f−1(U) ∈ F for each open set U in R∗.

To suppress the notation in the preceding definition, an F -measurable function f can

be said to simply be measurable if it is unambiguous to which σ-algebra it is related.

The following theorem simplifies the criterion of measurability, see [23, Theorem

2.1.1] for proof.

Theorem B.16 Let (Ω,F) be a measurable space and f : Ω → R∗ be a function.

Then f is measurable if and only if f−1([−∞, c)) ∈ F for all c ∈ R.

Definition B.17 Let (Ω,F ,P) be a probability space and f : Ω→ R be a function.

If f is measurable, then f is said to be a random variable. In this case, f is denoted

by X.
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From the preceding definition, it can be said that a random variable is simply a

measurable real-valued function defined on a probability space. As such, the results

provided in this section relating to general measurable functions on arbitrary measure

spaces apply similarly to random variables. For proof of the following theorem,

see [30, Section 18].

Theorem B.18 Let (Ω,F) be a measurable space and f, g : Ω→ R∗ be measurable

functions. Then, if well defined, each of the following functions are measurable,

(i) αf for all α ∈ R,

(ii) f + g,

(iii) fg,

(iv) max {f, g},

(v) min {f, g}.

Note that each of the functions in the preceding theorem are defined pointwise. For

example, the function αf , α ∈ R, is defined, for x ∈ Ω, by (αf)(x) = αf(x), and the

function f + g is defined, for x ∈ Ω, by (f + g)(x) = f(x) + g(x). The positive and

negative parts of a function f on Ω are similarly defined pointwise, and in accordance

with Definition A.11 are given respectively, for x ∈ Ω, by

f+(x) = max {f(x), 0},

f−(x) = max {−f(x), 0}.

The following theorem relates the measurability of a function to the measurability of

its positive and negative parts, the proof of which follows as a corollary to Theorem

B.18 and the fact that the zero function is measurable.
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Theorem B.19 Let (Ω,F) be a measurable space and f : Ω → R∗ be a function.

Then f is measurable if and only if f+ and f− are measurable.

The following definition specifies further functions defined pointwise.

Definition B.20 Let (fn)n∈N be a sequence of functions, where fn : Ω→ R∗ for all

n ∈ N. Then the following functions are given, for x ∈ Ω, by

(i)
(

supn≥m fn
)
(x) = sup {fn(x) : n ≥ m},

(ii)
(

infn≥m fn
)
(x) = inf {fn(x) : n ≥ m},

(iii)
(

lim sup
n→∞

fn
)
(x) = lim

m→∞
sup {fn(x) : n ≥ m},

(iv)
(

lim inf
n→∞

fn
)
(x) = lim

m→∞
inf {fn(x) : n ≥ m}.

For proof of the following theorem, see [7, Theorem 13.4(i)].

Theorem B.21 Let (Ω,F) be a measurable space and (fn)n∈N be a sequence of

measurable functions, where fn : Ω → R∗ for all n ∈ N. Then for m ∈ N, the

functions supn≥m fn and infn≥m fn are measurable.

Since, for fixed x ∈ Ω, sup {fn(x) : n ≥ m} is a decreasing function of m, it follows

from Definition B.20(iii) that

(
lim sup
n→∞

fn
)
(x) = inf {sup {fn(x) : n ≥ m} : m ∈ N}.

Similarly, it follows from Definition B.20(iv) that

(
lim inf
n→∞

fn
)
(x) = sup {inf {fn(x) : n ≥ m} : m ∈ N}.

Therefore, it follows as a corollary to the preceding theorem that for a sequence of

measurable functions (fn)n∈N, the functions lim sup
n→∞

fn and lim inf
n→∞

fn are measurable.

We now consider the notion of pointwise convergence of a sequence of functions.

124



Definition B.22 The sequence of functions (fn)n∈N on the non-empty set Ω is said

to converge pointwise at x ∈ Ω if there exists a function f on Ω such that

lim
n→∞

fn(x) = f(x).

This is denoted by fn(x)→ f(x).

Theorem B.23 Let (Ω,F) be a measurable space and (fn)n∈N be a sequence of

measurable functions, where fn : Ω→ R∗ for all n ∈ N. Then the set

{x ∈ Ω : (fn)n∈N is convergent pointwise at x}

is measurable.

The preceding theorem states that the points at which a sequence of measurable

functions converge pointwise constitute a measurable set, see [7, Theorem 13.4(iii)]

for proof. This is a necessary result for the following definition.

Definition B.24 Let (Ω,F , µ) be a measure space. A sequence of measurable

functions (fn)n∈N, where fn : Ω → R∗ for all n ∈ N, is said to be convergent a.e. if

there exists a function f : Ω→ R∗ such that fn(x)→ f(x) a.e. on Ω. This is denoted

by fn → f a.e.

In view of Definition A.23, note that order convergence and pointwise convergence

for monotone sequences in the space of measurable functions are the same. It follows

as an immediate consequence that order convergence of a sequence (not necessarily

monotone) implies almost everywhere convergence of that sequence. The converse,

however, does not hold in general.

Recall from the previous section that for any collection C of subsets of Ω, it is possible

to induce a σ-algebra from C. We will now extend this concept similarly for functions.
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Definition B.25 Let f : Ω → R∗ be a function. The σ-algebra generated by f ,

denoted σ(f), is the smallest σ-algebra of subsets of Ω with respect to which the

function f is measurable.

If (Ω,F) is a measurable space and f : Ω→ R∗ is a function, then from the preceding

definition, it can be said that f is F -measurable if and only if σ(f) ⊂ F .

Definition B.26 Let (fn)n∈N be a sequence of functions, where fn : Ω→ R∗ for all

n ∈ N. The σ-algebra generated by (fn)n∈N, denoted σ(fn, n ∈ N), is the smallest

σ-algebra of subsets of Ω containing each σ(fn).

In the theory of stochastic processes, the notion of generating σ-algebras from random

variables, or sequences of random variables, is of significant importance. In particu-

lar, for a random variable X defined on a probability space (Ω,F ,P), the σ-algebra

generated by X provides a means of isolating the information in the probability space

that pertains to X. Moreover, if the sequence of random variables (Xn)n∈N is taken

to represent a stochastic process indexed by time, then the sequence of σ-algebras

σ(X1), σ(X1, X2), σ(X1, X2, X3), . . . can be taken to represent the accumulation of

information that arises with the forward progression of the stochastic process. Here,

information is accumulated in the sense that

σ(X1) ⊂ σ(X1, X2) ⊂ σ(X1, X2, X3) ⊂ . . .

This representation of accumulating information as an increasing sequence of σ-

algebras is particularly useful in the context of conditioning.
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B.3 Integration and expectation

In this section we consider Lebesgue integration, the formulation of which is based

on a class of functions, known as step functions, which can be represented as linear

combinations of characteristic functions.

Definition B.27 For each A ⊂ Ω, the characteristic function of A is defined by

1A(x) =

 1 if x ∈ A,

0 if x /∈ A.

Lemma B.28 Let (Ω,F) be a measurable space. If F ∈ F , then 1F is a measurable

function.

Definition B.29 Let (Ω,F) be a measurable space. A function f : Ω→ R is said

to be a step function if for i = 1, . . . , n ∈ N, there exists Fi ∈ F and αi ∈ R, where

Fi ∩ Fj = ∅ and αi 6= αj for all i 6= j, and Ω =
⋃n
i=1 Fi, then f =

∑n
i=1 αi1Fi .

It follows by induction on Theorem B.18(ii) that step functions are measurable.

The following theorem relates step functions to general non-negative measurable

functions, and is essential for the definition of Lebesgue integration, see [63, Theorem

5.1.1] for proof.

Theorem B.30 Let (Ω,F) be a measurable space and f : Ω → [0,∞] be a mea-

surable function. Then there exists a monotone increasing sequence of non-negative

step functions (fn)n∈N on Ω such that fn(x)→ f(x) for all x ∈ Ω.

The preceding theorem states that any non-negative, measurable function f can be

approximated by an increasing sequence of step functions. As noted in [63, Theorem
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5.1.1], the particular sequence (fn)n∈N for which this is the case is given, for x ∈ Ω,

by

fn(x) =
n2n−1∑
i=0

i

2n
1f−1[ i

2n
, i+1
2n )(x) + n1f−1[n,∞](x).

Note that a monotone increasing (decreasing) sequence of functions satisfies, as a

special case, the conditions of an upwards (downwards) directed net. Therefore, in

keeping with the notation defined in Appendix A, the convergence statement in the

preceding theorem can be equivalently written as fn(x) ↑n∈N f(x) for all x ∈ Ω.

The following definition outlines the elementary integral for non-negative step func-

tions and is used to define the Lebesgue integral for non-negative measurable func-

tions in general.

Definition B.31 Let (Ω,F , µ) be a measure space and f : Ω → [0,∞) be a step

function, f =
∑n

i=1 αi1Fi , where Fi ∈ F and αi ∈ [0,∞) for i = 1, . . . , n ∈ N, with

Fi ∩ Fj = ∅ and αi 6= αj for all i 6= j, and Ω =
⋃n
i=1 Fi. The elementary integral of

f over F ∈ F with respect to µ is defined by

IF (f) =
n∑
i=1

αi µ(Fi ∩ F ).

Definition B.32 Let (Ω,F , µ) be a measure space and f : Ω → [0,∞] be a

measurable function. The Lebesgue integral of f over F ∈ F with respect to µ is

defined by∫
F

f dµ = sup {IF (s) : 0 ≤ s ≤ f, s a step function}.

The following lemma establishes that the elementary integral of a non-negative step
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function coincides with the Lebesgue integral of that function, see [4, p. 37] for proof.

Lemma B.33 Let (Ω,F , µ) be a measure space and f : Ω → [0,∞) be a step

function. Then for F ∈ F ,∫
F

f dµ = IF (f).

The following theorem details some of the principal properties of the Lebesgue inte-

gral for non-negative measurable functions, see [23, Section 2.7] for proof.

Theorem B.34 Let (Ω,F , µ) be a measure space and f, g : Ω→ [0,∞] be measur-

able functions. Then for F,G,H ∈ F and α ∈ [0,∞),

(i) f ≤ g a.e.⇒
∫
F

f dµ ≤
∫
F

g dµ,

(ii) G ⊂ H ⇒
∫
G

f dµ ≤
∫
H

f dµ,

(iii)

∫
F

αf dµ = α

∫
F

f dµ,

(iv) f |F = 0⇒
∫
F

f dµ = 0,

(v) µ(F ) = 0⇒
∫
F

f dµ = 0,

(vi)

∫
Ω

f dµ = 0⇒ f = 0 a.e.,

(vii)

∫
F

f dµ =

∫
Ω

1Ff dµ.

The following theorem, Lebesgue’s monotone convergence theorem, is of fundamental

importance in the study of integration and related topics, see [30, Section 27] for

proof.
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Theorem B.35 Let (Ω,F , µ) be a measure space and (fn)n∈N be a sequence of

measurable functions on Ω such that

(i) 0 ≤ f1(x) ≤ f2(x) ≤ . . . for all x ∈ Ω,

(ii) fn → f a.e.

Then f is measurable and lim
n→∞

∫
Ω

fn dµ =

∫
Ω

f dµ.

The Lebesgue integral for non-negative measurable functions extends naturally for

measurable functions in general. In view of Theorem A.12(iv), the Lebesgue integral

of a measurable function f : Ω→ R∗ on a measure space (Ω,F , µ) is defined by∫
Ω

f dµ =

∫
Ω

f+ dµ−
∫

Ω

f− dµ.

Such an integral necessarily exists if both terms on the right hand side are finite,

which, in view of Theorem A.12(v), leads to the following definition.

Definition B.36 Let (Ω,F , µ) be a measure space and f : Ω→ R∗ be a measurable

function. Then f is said to be integrable if∫
Ω

|f | dµ <∞.

In probability theory, the notion of expectation is suitably defined in terms of the

Lebesgue integral as follows.

Definition B.37 Let X be a random variable on a probability space (Ω,F ,P). The

expectation of X is defined by

E(X) =

∫
Ω

X dP.

As noted above, the expectation of a random variable X is defined if at least one of
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E(X+) and E(X−) is finite, and the integrability of X is satisfied if E(|X|) < ∞.

We now return to the general theory with the following result, which is that the

Lebesgue integral satisfies monotonicity, see [7, Theorem 16.1(i)] for proof.

Theorem B.38 Let (Ω,F , µ) be a measure space and f, g : Ω→ R∗ be integrable

functions such that f ≤ g a.e. Then∫
Ω

f dµ ≤
∫

Ω

g dµ.

The following theorem states that the Lebesgue integral satisfies linearity, see [7,

Theorem 16.1(ii)] for proof.

Theorem B.39 Let (Ω,F , µ) be a measure space and f, g : Ω→ R∗ be integrable

functions. Then for α, β ∈ R,∫
Ω

(αf + βg) dµ = α

∫
Ω

f dµ+ β

∫
Ω

g dµ.

B.4 The Radon-Nikodým theorem

The final result required from measure theory is the Radon-Nikodým theorem, which

provides the basis for studying conditional expectation.

Definition B.40 A signed measure µ is an extended real-valued set function with

domain a σ-algebra F of subsets of Ω satisfying

(i) µ assumes at most one of the values +∞ or −∞,

(ii) µ is σ-additive,

(iii) µ(∅) = 0.

131



As noted in [23, Section 1.10], the motivation for a signed measure comes from the

consideration of the difference µ = µ1−µ2 between two measures, defined, for F ∈ F ,

by

µ(F ) = µ1(F )− µ2(F ).

To ensure that operations of the form +∞−∞ are avoided, the restriction that at

least one of µ1 and µ2 be finite is imposed. Clearly, given this constraint, µ is a

signed measure. Indeed, it is shown in the following that any signed measure can be

expressed in the above form.

Definition B.41 Let µ be a signed measure on a σ-algebra F . A set F ∈ F is said

to be positive (negative) with respect to µ if µ(F ∩ G) ≥ 0 (µ(F ∩ G) ≤ 0) for all

G ∈ F .

For proof of the following theorem, see [30, Section 29, Theorem A].

Theorem B.42 Let µ be a signed measure on a measurable space (Ω,F). Then

there exists F,G ∈ F such that F is positive and G is negative with respect to µ,

F ∩G = ∅ and F ∪G = Ω.

The pair of measurable sets (F,G) in the preceding theorem is called the Hahn

decomposition of Ω with respect to µ. Note that the Hahn decomposition is not

necessarily unique. The following theorem describes the Jordan decomposition of

a signed measure µ, and substantiates the assertion made previously regarding the

general form of signed measures, see [30, Section 29, Theorem B] for proof.

Theorem B.43 Let µ be a signed measure on a measurable space (Ω,F) and (F,G)

be the Hahn decomposition of Ω with respect to µ. Define, for H ∈ F ,

(i) µ+(H) = µ(F ∩H),
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(ii) µ−(H) = µ(G ∩H).

Then µ+ and µ− are measures on F with at least one of µ+ or µ− finite, and

µ = µ+ − µ−.

The measures µ+ and µ− that form the Jordan decomposition of the signed measure µ

in the preceding theorem are called the upper and lower variations of µ, respectively.

Moreover, if |µ| = µ+ + µ− is defined, for F ∈ F , by

|µ|(F ) = µ+(F ) + µ−(F ),

then |µ| is a measure, and is called the total variation of µ.

Note that, as with the Hahn decomposition of Ω, the Jordan decomposition of µ is

not necessarily unique.

Definition B.44 A signed measure µ is said to be finite (σ-finite) if the measure

|µ| is finite (σ-finite).

Definition B.45 Let µ and ν be signed measures on a σ-algebra F . Then ν is said

to be absolutely continuous with respect to µ, denoted ν << µ, if for all F ∈ F ,

|µ|(F ) = 0⇒ ν(F ) = 0.

For proof of the following lemma, see [4, p. 63].

Lemma B.46 Let (Ω,F , µ) be a measure space and f : Ω→ [0,∞] be an integrable

function. Then the set function ν defined, for F ∈ F , by

ν(F ) =

∫
F

f dµ,

is a measure on F .
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It follows directly from Theorem B.34(v) that ν << µ in the preceding lemma. The

Radon-Nikodým theorem asserts the converse, see [7, Theorem 32.2] for proof.

Theorem B.47 Let µ and ν be σ-finite measures on a σ-algebra F of subsets

of Ω such that ν << µ. Then there exists a µ-a.e. unique, integrable function

f : Ω→ [0,∞] such that for all F ∈ F ,

ν(F ) =

∫
F

f dµ.

The function f in the preceding theorem is µ-a.e. unique in the sense that if an

integrable function g : Ω→ [0,∞] satisfies, for all F ∈ F ,

ν(F ) =

∫
F

g dµ,

then f = g µ-a.e. Furthermore, f is called the Radon-Nikodým derivative of ν with

respect to µ, and is written as

f =
dν

dµ
.

This notation is substantiated in the following corollary, see [7, p. 423] for details.

Corollary B.48 Let (Ω,F) be a measurable space and f be the Radon-Nikodým

derivative of ν with respect to µ. Then for a measurable function g : Ω→ [0,∞],∫
Ω

g dν =

∫
Ω

gf dµ =

∫
Ω

g
dν

dµ
dµ.

Note that the Radon-Nikodým theorem can be extended to apply to a general func-

tion f , not necessarily non-negative, by considering the positive and negative parts

of f separately and by specifying ν as a signed measure.
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Comptes Rendus de l’Académic des Sciences, Série A-B, 202 (1936), 813-816.

[37] L.V. Kantorovich, B.C. Vulikh, A.G. Pinsker, Functional Analysis in

Partially Ordered Spaces, GITTL, Moscow, 1950.

[38] A.N. Kolmogorov, Grundbegriffe der Wahrscheinlichkeitsrechnung, Springer,

Berlin, 1933.

138



[39] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Discrete-time stochastic

processes on Riesz spaces, Indagationes Mathematicae, 15 (2004), 435-451.

[40] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Conditional expecta-

tions on Riesz spaces, Journal of Mathematical Analysis and Applications, 303

(2005), 509-521.

[41] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Convergence of Riesz

space martingales, Indagationes Mathematicae, 17 (2006), 271-283.

[42] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Ergodic theory and the

strong law of large numbers on Riesz spaces, Journal of Mathematical Analysis

and Applications, 325 (2007), 442-437.

[43] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Zero-one laws for Riesz

spaces and fuzzy random variables, IFSA2005, Beijing, Springer-Verlag, 2005,

393-397.

[44] W.-C. Kuo, C.C.A. Labuschagne, B.A. Watson, Amarts on Riesz spaces,

Acta Mathematica Sinica, English Series, 24 (2008), 329-342.

[45] W.-C. Kuo, J.J. Vardy, B.A. Watson, Bernoulli processes in Riesz spaces,

Ordered Structures and Applications, Springer International Publishing (2016),

263-274.

[46] W.-C. Kuo, J.J. Vardy, B.A. Watson, Mixingales on Riesz spaces, Journal

of Mathematical Analysis and Applications, 402 (2013), 731-738.

[47] C.C.A. Labuschagne, B.A. Watson, Discrete stochastic integration in

Riesz spaces, Positivity, 14 (2010), 859-875.

139
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conditional expectation operator, 40
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Conditional expectation operator, 24
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Elementary integral, 128
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Independence
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Jensen’s inequality, 41

Jordan decomposition, 132

145



Lattice, 97

Law of iterated expectation, 22
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Lyapunov’s inequality, 10, 40

Martingale, 49, 51

Martingale difference, 49, 51

Measurable

function, 122
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Measure, 117
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Mixingale, 68, 70
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T -uniform, 73
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order bounded, 101
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Norm, 9

Normed vector space, 9

Operator

σ-order continuous, 111
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linear, 109

order bounded, 110

order continuous, 111

positive, 110

strictly positive, 110

Order interval, 96

Ordered vector space, 97

Partial ordering, 10, 95

Partially ordered set, 96

Dedekind complete, 97, 101

order complete, 97

Positive cone, 98

Principal projection band, 108

Probability measure, 119

Probability space, 119

Projection, 112

Radon-Nikodým derivative, 134

Radon-Nikodým theorem, 30, 134
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Random variable, 122

Riesz homomorphism, 110

Riesz space, 97

T -universally complete, 28

T -universal completion, 29

Archimedean, 100

generated by a set, 104

order separable, 101

principal projection property, 109

projection property, 108

universally complete, 27

universal completion, 27

Riesz subspace, 103

order dense, 27

Set function, 117

σ-additive, 117

finitely additive, 117

Signed measure, 131

σ-finite, 133

finite, 133

lower variation, 133

total variation, 133

upper variation, 133

Smoothing operator property, 21

Step function, 127

Strong order unit, 105

Sub-σ-algebra, 18

Subset

downwards directed, 100

order closed, 103

solid, 103

upwards directed, 100

Supremum, 96

Triangle inequality, 99

Trivial σ-algebra, 21

Upper bound, 96

Weak order unit, 105

With probability 1, 121
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