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## ABSTRACT

The statistical issues in conducting a National Household Survey such as the Lesotho National Household Health and Nutrition Survey (NH\&NS) are considered from two aspects:

1) Issues related to data processing and the management of complex survey designs such as the NH\&NS and 2) issues related to the weighting and analysis of such data.

The problems with short-term consultants, the meed for improved management skills and quality control are addressed in this thesis. To prevent common data errors found in a survey such as the NH\&NS and to speed up the release of results, recommendations of improved data collection techniques are made. Since developing countries often lack the capacity to conduct large national surveys, the proposal of a well-conducted single rourd instead of a multi-round survey is investigated. Calculating weighting factors can be a complicated and time- consuming process for a Bureau of Statistics in a developing country, which might prevent the early release of the results. Therefore it is shown how appropriate weighting factors for a complex survey design are generated. It is also necessary to consider the effect of clustering and stratification, whether it is for presenting results as confidence intervals or for fitting models to the data. By applying the technique of portability to surveys such as the NH\&NS, much time can be saved and the results released Lar earlier than when more convential analysis techniques are used. Chi-square analyses of two-way tables, log-linear modelling and logistic regression are the most common analytical techniques applied to the data from such surveys. The adjustments to these techniques to compensate for a complex survey design are demonstrated. These techniques are applied to the child nutrition, maternal care, disability and injury sections of the NH\&NS, with an emphasis on the child nutrition data. Various programs have been written in SAS to perform these analyses. The results generated in this thesis using these techniques should be useful to the Lesotho Ministry of Health and serve as a reference for similar health and nutrition surveys in the future.
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## CHAPTER 1 <br> INTRODUCTION

### 1.1 HEALTH INTERVIEW SURVEYS IN DEVELOPING COUNTRIES

Health interview surveys are the most common and preferred method of collecting health information in developing countries. Other sources are through a population census, records from medical examinations, and disease registers. The call for "health-forall" by the year 2000 (World Health Organization 1981) has had a strong influence on the continuation of the intervien survey as the primary source of health information. In order for a country to plan and manage its hralth services it is necessary to continually update its information on various health factors such as morbidity, nutrition, and maternal care. In addition to this the attitude and knowledge of the population towards health services would also need to be considered when the required preventive and curative measures are made. Even though health interview surveys have been conducted for the past few decades, and much has been written in the literature about the various surveys around the world, each country seems to experience its own unique problems in the management of these surveys. In developing countries where capital.to fund surveys is limited, it is imperative to ensure that they are conducted effectively and efficiently. Besides producing accurate results for that country, it would also encourage the donor country to continue with its financial support.

One could question the wisdom of conducting expensive national health surveys in preference to directly funding health services. The main argument in favour of health surveys is that they are necessary iox the planning and management of the health services. As $K$ L White (1985) states: "If the 'received wisdom' and 'best guesses' of those responsible are inadequate for establishing the dimensions of sufiering and the numbers and locations of the people experiencing the suffering, then a survey may be helpful
for ordering the problems and populations in some rational fashion." Health planners require knowledge about the frequency and trends oï morbidity, nutrition, maternal care, etc., as well as the atcitudes, accessibility to, and utilization of the health services by the population. Survey findings enable them to monitor the effectiveness of the existing services, motivate the necessity for the establishment of new health services, as well as place more emphasis on the prevention and treatment of specific diseases and illnesses. Therefore in order to justify the large amounts of money spent on these surveys, it is essential that once the survey is approved and carried out, the health planners receive reliable information from a well executed survey within a short period of its completion.

All sample surveys are subject to both sampling errors and nonsampling errors. Improvements in the design and implementation of these sample surveys in recent years have helped to minimize these errors. However health surveys in developing countries are still prone to incomplete or partial reporting, response errors and to a lesser degree coverage errors (Croft (1991)). Developing countries have had to rely predominantly on the experiences of industrialized countries when developing suitable methods for their surveys. However many situations in the survey process are unique to developing countries. Kroeger (1985) suggests reducing the sample size of a national survey in favour of a more intensive small-scale survey since "Supervision requires much travelling, which is extremely uncomfortable and difficult in most rural areas of the developing world. Compromises between the intensity of supervision and the feasibility of travelling have to be found."

Timaeus et al (1988) had the following reservations about surveys in developing countries: "Many of these surveys are unsystematic, poorly planned and give insufficient attention to the development and pretesting of questionnaires and procedures. Many previous surveys have been slow to produce results and, when they have appeared, have not addressed the questions that policy makers
need answering. Serious problems are being caused by the unintegrated, conflicting, duplicating and expensive (in time, labour, and money) information-gathering activities already taking place in many countries, especially in Africa. The situation has been aggravated by frequent revision of existing procedures and introduction of new ones, often being imposed on countries through demands for information from the international agencies."

### 1.2 COMPIEX SAMPLING

If each element of the sampled population has a known positive probability of being selected in the sample, then the sampling procedure is known as a probability sampling procedure. If a nonprobability sampling procedure is used, ont cannot in general comment on the unbiasedness of the estimatiors and on their standard errors. The four basic probability sampling procedures are simple random sampling, systematic sampling, stratified sampling, and cluster sampling. These four sampling procedures are usually combined in practice to form a multi-stage stratified cluster sampling design, known as complex sampling.

Simple random sampling is the procedure whereby, say, $n$ elements are randomly drawn from the sampled population in such a way that each element of the population has the same probability of being included in the sample. There are three problems associated with simple random sampling:
(1) An entire list of the sampled population is necessary. This list is not always available, and it may be difficult and expensive to construct.
(2) One cannot guarantee that the sample will be representative of the population being sampled. For example if one were sampling 15 primary schools around South Africa, and all the schools randomly chosen were from the Western Cape area, these schools would not be representative of South Airica.
(3) If the elements selected in the sample are geographically widely spread over an area, it will be expensive and time consuming to collect the data.

A systematic sampling procedure is one whereby the elements are drawn in some regular way, starting from a random starting point, from a complete list of the elements of the population. If correctly approached and executed, this procedure has the potential of producing samples that are representative of the population. The danger with systematic sampling is the possible presence of hidden periodicities, where every $\mathrm{n}^{\text {th }}$ element chosen has a similarity that could bias the results.

Stratification is the process whereby the population is divided into subpopulations or strata. An independent sample is then drawn from each of the strata. In national household surveys the stratification variables are usually the geographic area or region and degree of urbanization (rural or urban). The reasons for stratification are (a) to ensure the representation of each segment of the population in the sample and (b) to reduce the standard error of the estimators of the population parameters by dividing the strata in such a way that each stratum is more homogenous than the population with regaras to the relevant variable(s) or characteristic(s) under investigation.

Due to the costs and logistics of randomly selecting households or respondents within a stratum, it is often necessary to sample clusters within the strata. Clusters are usually formed by grouping geographi ally ne:ghbouring elements of the population. The more heterogenous with respect to the variable(s) or characteristic(s) under investigation the households of the population grouped within clusters are, the smaller the standard errors of the population estimates are. Since these elements tend to be alike there is usually a positive intracluster correlation, which results in the increase of the standard errors of the estimators of the population characteristic(s) or variable(s). For a fixed total sample size the smaller/greater the cluster
size, the smaller/greater is the standard error of the estimators. A cluster size of one is the same as using a simple random sample. The problem with small cluster sizes is chat it resut in higher costs. Therefore a compromise is necessary in deciding between lower costs or lower standard errors of the estimators.

Nearly all surveys in developing countries are stratified cluster samples, with clusters comprising groups of households in each of the regions or strata. Since the observations from such a design are not independent and identically distributed (iid), it is necessary to make adjustments in order to an llyze such data. The standard statistical packages assume iid observations drawn from infinite populations and hence are not appropriate for most survey designs.

The recommendations and proposals in this thesis are based on my experience of the Lesotho National Household Health and Nutrition Survey (NH\&NS) that was conducted over four survey rounds in 1988 and 1989, and generalized wherever possible to any other developing countries conducting similar surveys. The first round data is not considered in this thesis due to the various problems encountered in the data processing phase (see Chapter 3 for more details).

This thesis can be divided in to two main sections:
(i) Issues related to data processing and management of complex survey designs such as the NH\&NS.

It is necessary to address the concerns made above by Timaeus et al. (i988) concerning the capabilities of developing countries in conducting health interview surveys. Given the limited capacity of the local staff of developing countries to conduct large scale surveys, the unique survey environment ancountered in developing countries (i.e. the extensive rural areas, illiteracy, poor administrative records, and the lack of adequate
training in conducting surveys), and the fact that low health service utilisation makes interview surveys an esscntial source of health information, it would seem that a modified approach to the survey analysis process should be implemented. Some proposals towards this end are made in this thesis.

Various recommendations have been made in the literature to improve the methodological approach of healith interview surveys in developing countries. These recommendations are concerned with the sampling design, the questionnaire design, the questionnaire content, as well as the general fieldwork of the health interview survey in developing countries (Kroeger (1983) and Ross and Vaughn(1986)). These are not repeated in this thesis. However, less has been written about the overall management of surveys, the use of consultants, and particularly the mechanisms for improving the quality of data processing (editing, entry, cleaning and analysis).

Based on my experiences and the experiences of the survey manager of the NH\&NS, the influence of short-term consultants and the need for improved management skills and quality control are addressed. Common data errors found in a survey such as the NH\&NS are indicated. To prevent errors and speed up the release of results, data collection techniques using the latest computer technology, are considered. Based on the lack of capacity in a developing country to conduct large national surveys, the proposal of a well conducted single round instead of multi-round surveys is investigated. A data cleaning procedure used in the NH\&NS for child anthropometric data is also deseribed.

## (ii) Issues related to weighting and the analysis of such data.

Calculating weighting factors can be a complicated and time consuming process for a Bureau of Statistics in a developing country, which might prevent the early release of the results. Strictly speaking, while it is necessary to compensate for missing households (unit nonresponses), it might not affect the
outcome of the results significantly if a weighting factor is not incorporated into the final weight to compensate for missing items (item nonresponse). The weighting procedure employed for a complex survey design such as the NH\&NS is firstly described, and thereafter the question of excluding the weighting factor to compensate for missing item responses is addressed.

The effect of using an incorrect standard error, based on a simple random sample instead of a complex survey design, is demonstrated (Lehtonen and Pahkinen 1994). Ir the case of a longitudinal suzvey sr a as the NH\&NS the possibility of carrying over information concerning the standard error fror one survey round to the next is considered.

Two-way table analysis, log-linear modelling and logistic regression are the most common analytical techniques applied to the data from such surveys, and the adjustments to these techniques to compensate for a complex survey design are demonstrated. These techniques are applied to the child nutrition, maternal care, and morbidity sections of the NH\&NS. It is hoped that the results generated in this thesis using these techniques will be found to be usefur for the Lesotho Ministry of Health and serve as a reference for similar health and nutrition surveys to be conducted in the future.

Various programs have been written in SAS (SAS(1994)) to fa: Iitate the investigation of some of the abovementioned issues, and to analyze the data where such programs are not readily available. The source code as well as a description of how to run these programs can be found in the appendices.

### 1.3 CONTENTS OF THE THESIS

Below is a short description of the contents of the thesis which deals amongst others, with some of the issues raised in Sections 1.1 and 1.2.

Chapter 2 gives a description of the NH\&NS. This incorporates the sampling design, the type of data collected, the original objectives of the survey, and my role in the survey.

Due to numerous data errors and missing information that appeared in the NH\&NS, it was necessary to implement a data cleaning procedure to correct data errors that occurred in the editing or data entry phases. In Chapter 3 these errors will be identified and explained. Recommendations will be made to prevent similar errors from reappearing in future surveys. Recommendations for ই computerized data entry process are also made. It has been suggested that single round surveys on a smaller scale should be used in developing countries until the necessary expertise is attained (Kroeger 1983). In Chapter 3 a comparison of the results is made between the entire data set and the three rounds separately, in order to observe whether similar results are observed in spite of the reduced sample size. Time constraints and the fact that the fieldwork phase had been completed, made it impossible to have callbacks. Therefore not all the data could be cleaned. The cleaning was restricted to the variables analysed in subsequent chapters.

Weighting is required in most national surveys for three reasons. Firstly population totals of the various variables are required from the survey, and therefore weighting to the most recent Census is required. Secondly stratified samples must be adjusted where sampling probabilities in different strata are not equal, and thirdly weighting is necessary to compensate for missing information, so that biases are reduced from the estimation and analysis phases. As in most national health surveys there is
located, or respondents not knowing the answers to the questions. Data might be missing for a singie question, an individual, an entire household, and in some rare cases even an entire village (cluster). The most recent Census figures are used to determine the weighting factors described above. This weight is multiplied by a factor which takes into consideration the "raising factor" which adjusts the data according to the age/sex distribution of the Census, as well as the population growth rate since the last Census. The final weight also incorporates the weighting factor for the compensation of item nonresponses. Imputation can also be used to compensate for item nonresponses, so the various imputation techniques are considered, and an example applying this technique to the NH\&NS is demonstrated. In Chapter 4 SAS (SAS (1994)) programs which were written for the imputation and subgroup weighting procedures of this thesis, are discussed and referred to in the Appendices. In Chapter 4 the weighting process in the NH\&NS is explained, and a resampling comparative study of two weighting factors, one incorporating the factor for compensating for item nonresponses and the other without it, and imputation is made. Applying a resampling procedure, the effect of varying weighting factors on the standard exror will be investigated by comparing the standard errors of a data set with missing observations, with nd without subgroup weighting and with imputation.

In Chapter 5 the child nutrition section of the survey is considered. Various problems from the literature associated with these anthropometric measurements are discussed. Data cleaning procedures that were designed for the NH\&NS to identify systematic erroneous weight and height entries are explained.

Most national health interview survers make use of a complex : ampling design which is made up of, among others, stratification and cluster sampling, as described in Section 1.2. In Chapter 6 methods are discussed for estimating standard errors and design 'edtc of proportions from a survey, taking the effect of - ple: samiling and weighting into consideration. The design
effect is the ratio of the sampling variance of an estimator whel. the complexity of the design is taken into account, to the sampling variance of the estimator if it is assumed that the sample data have been obtained by means of simple random sampling. Since well known packages such as SAS and SPSS (SPSS $X$ (1995)) do not have procedures for estimating standard errors and confidence intervals that take the complexity of the survey design into consideration, a program has been written in SAS to serve this function. The procedure of 'portability' is also considered in this chapter. This procedure uses information from the same or similar surveys to estimate the standard errors, the rate of homogeneity, and the design effect of each cell in a multiway table. Applying this procedure effectively and carefully could save a Bureau of Statistics in a developing country like Lesotho much time and ensure quicker analysis and release of results.

Since most of the data fron turveys such as the NH\&NS are categorical, the two most appropriate techniques considered in this thesis are log-linear modelling and logistic regression. In Chapter 7 the log-linear model is applied to the child nutrition data of the NH\&NS, taking the complexity of the survey design and the weighting into consideration. This analysis entails including a correction factor based on the design effect for each cell in a multiway table, and rescaling the multiway cable to compensate for weighting. A question asked in this chapter is whether the exclusion of the correction factor will materially affect the conclusions of the analysis. Another approach using the SUDAAN(1994) statistical software system, where the full covariance matrix of the weighted proportions is used to calculate the Wald statistic which tests the adequacy of the loglinear model, is also described. The interpretations of the results requested by the Bureau of Statistics(BOS) of Lesotho fur the child nutrition data, are presented at the end of this chapter. To determine associations (requested by BOS) between malnutrition and various demographic variables, two-way table analyses are presented. A comparison of the 'correction factor'
analyses are presented. A comparison of the 'correction factor' technique with the 'full covariance' techniques is also made. In the case where a log-linear model is developed, there is no specific dependent (response) variable.

In Chapter 8 the logistic regression model is considexed. The process of developing the best fitting model to determine malnutrition is described in this chapter. Stratification and clustering under the conditions of this model are discussed and applied to the NH\&NS data. SAS programs are written to test the goodness-of-fit of the model.

Using the techniques from the previous chapters, the remaining sections of the NH\&NS are analyzed in Chapter 9, i.e. disability, injury, and maternal care. These results can provide the Lesotho Ministry of Health with valuable baseline information (where certain tables are generated Ēcr the first time), assist in monitoring trends, and they can evaluate the effectiveness of intervention programs instituted by the Ministry of Health.

The last chapter (Chapter 10) consists of a summary and conclusions based on the contents of the previous chapters.

### 1.4 COMMENT

At present most developing countries have a central bureau of statistics which have the infrastructure to undertake such surveys. These bureaux have staff in the various fields of the survey process i.e. interviewers, editors, data processors and supervisors, as well as the facilities to process, print and publish the results. Many developing countries employ overseas consultants to manage their surveys. These consultants are usually employed on a temporary basis and their stay usually lacks continuity. It is necessary therefore that the local bureaux of statistics eventually become capable of conducting their surveys independently, so that they do not become reliant on external assistance which might nut always be available. The
to developing countries. Programs or routines used in SAS or other software packages are required to enable the inferential analysis of such surveys as well testing the importance of this added sophistication to the results. It is therefore my intention in this thesis to add to the pool of recommendations concerning methodological techniques of health interview surveys that developing countries could follow in order to have:

1) a more structured and efficient data entry phase;
2) a better and quicker data cleaning phase where necessary;
3) improved techniques to analyze the data from complex samples; and
4) various approaches to simplify existing techniques and ensure the quicker release of results.

It is hoped that these recommendations will lead to an increase in the existing pool of methodological techniques appropriate for household surveys in developing countries, and enhance the capability of local management teams conaucting surveys such as the NH\&NS.

## CHAFIER 2

## BACRGROUND TO THE LESOTHO NATIONAL HOUSEHOLD HEALTH AND NUTRITION SURVEY (NH\&NS)

### 2.1 OBJECIIVES

The specific objectives of the NH\&NS are :

- To provide national and disagregated statistics for Lesotho on: nutritional status of children under 5 and its determinants; recent illness and injury rates, and disability rates for the whole population; access to health sfrgices; utilisation of health services and comments on quality of care and reasons for non utilisation; tuberculosis control; access to and utilisation of maternal services; breast feeding patterns; 24 hour diet profiles for children under 24 months; knowledge of the mechanisms of spread and prevention of AIDS.
- To analyze seasonal trends in morbidity, injury, and nutritional status.
- To measure the contribution of various risk factors (socioeconomic, demographic, geographic, occupational factors, practice of breast feeding) on morbidity and nutritional status.
- To evaluate questionnaire instruments designed to improve the accuracy of data on illness incidence and duration, and instruments to analyze the types of morbidity.


### 2.2 ABOUT THE SURVEY

The survey consisted of four rounds. The first three rounds contained 5000 households each. The fourth round, also a sample size of 5000 , was a repetition of the first round, where the same 5000 households were re-interviewed. There was in total therefore a sample size of 15000 households (20000 interviews). This
allowed a longitudinal survey design using the first and fourth rounds as well as a cross-sectional design using the first three rounds covering different seasons. Unfortunately the data that was collected and entered onto the personal computers for the first round is unusable due to data processing errors. The loss of this data was mainly due to inefficient procedures that were Eollowed in transferring the data from main frame computers to personal computers. Once the data was transferred, files of the same respondent did not link and as a result large sections of the data were unnecessarily deleced. Unfortunately there were, and still are not, sufficient financial resources available to the Bureau of Statistics to reenter this data. Thus for the purpose of this study it will only be possible to analyze the data cross-sectionally.

### 2.2.1 THE SAMPLING DESIGN

The NH\&NS is a stratified two staged sampling design where clusters or Primary Sampling Units (PSU's) form the first stage sampling units, and the households the second stage.

## STRATIFICATION

The stratification is by urban/rural, district, and ecological zone. For administrative purposes, Lesotho is divided into ten districts. Each district has its own developmental committee from the Ministry of Health (MOH), to formulate its plans and policies. From a survey point of view, it is possible to distribute the workload evenly between supervisors and enumerators in the district headquarters towns. It was therefore reasonable and logical to regard districts as an important dimension of study when the sitrata were defined. Within districts, Lesotho has four agro-ecological zones, viz. Lowland, Foothills, Mountains, and Senqui River Valley. These ecological zones experie:ce significantly different climatic conditions which may affect health and nutrition. This was one of the main reasons for the four zones being the second important dimension
when the strata were defined for the rural areas. In the urban areas, the households were ordered by districts only and not by zones, and in fact an implicit stratification based on income levels corresponding to high, middle, and low income groups was achieved. This ensured that every important section of the population was represented in the sample and the strata were more homogenous with respect to the variable(s) or characteristic(s) under consideration than the population as a whole (see Chapter 1), which would have the effect of reducing the standard error of the estimates.

## SAMPLING OF THE PRIMARY SAMPLING UNITS (DSU‘s) AND HOUSEHOLDS

The creation of the PSU's (clusters) was achieved by joining adjacent enumeration areas (EA's) from the 1986 Population Census. Due to travel difficulties in the Mountain and Senqui River valley zones each PSU covered between 200-300 households while in the Lowlands and Foothills the PSU covered 500-600 households. In the urban areas PSU's comprised about 300-400 households where care was taken to snsure that the PSU's were as heterogenous as possible (see Chapter 1). This was achieved by combining EA's that differed most, e.g. by economic level, population density, and remoteness, into a PSU.

Within a stratum the FSU's were selected by probability proportional to size systematic sampling, where the number of households within each PSU served as the size measure. To select the PSU's in a stratum, the following procedure was applied:
a) The sampling interval is calculated by dividing the number of listed households in the stratum by the number of PSU's to be selected from the stratum in the master sample. This interval is represented by the letter I.
b) A random number $S$ between $I$ and $I$ is selected, which represents the starting point for the systematic sampling.

Households are chosen from the list whose numbers of order are S, S+I, S+2I, S+3I, etc.
c) Finally every PSU from which a household is selected by this systematic sampling procedure, is included in the master sample.

In total 80 rural PSU's and 31 urban PSU's were selected.

Once the first stage sampling units were selected, the households within the selected PSU's served ar the second stage sampling frame. Systematic sampling was adopted to select the PSU's as well as the households.

The number of households selected in each rural stratum was calculated by a predetermined overall sampling fraction of 0.016 (see Chapter 4 for more details) which turned out on average to be 60 households per PSU. In the urban areas a predetermined sample size of 48 households per PSU was decided upon. By selecting the same number of households in each PSU within the same stratum, a self-weighting sample was intended.

The Demography and Social Statistics Division in the Lesotho Government was responsible for the overall conduct and coordinatior: of the survey. The Field Operation Division was responsible for the administration of the questionnaire. There were 80 permanent rural and 31 temporary urban interviewers employed, as well as 22 supervisors for both the rural and urban areas, so that each interviewer was assigned to one DSU. As shown in Table 1.1 the PSU's were stratified by administrative districts, agro-ecological zones, and urban/rural split.

Table 1.1 The number of PSU's and houscholds sampled in each stratum in the NH\&NS

| District/ zone | Lowland |  | Foothill |  | Mountain |  | SRV |  | TOTAL, |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| nо. PSE's <br> no. h/holds | $r$ | 4 | $\underline{5}$ | $\underline{1}$ | $\underline{5}$ | u | $r$ | u | $\Sigma$ | u |
| Butha-Buthe | $\begin{aligned} & 2 \\ & 377 \end{aligned}$ | $\begin{aligned} & 1 \\ & 138 \end{aligned}$ | $\begin{aligned} & 2 \\ & 344 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 365 \end{aligned}$ | - | - | - | $\begin{aligned} & 6 \\ & \text { ID86 } \end{aligned}$ | $\begin{aligned} & 1 \\ & 138 \end{aligned}$ |
| Leribe | $\begin{aligned} & 7 \\ & 1223 \end{aligned}$ | $\begin{aligned} & \frac{4}{500} \end{aligned}$ | $\begin{aligned} & 4 \\ & 670 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 335 \\ & \hline \end{aligned}$ | - | - | - | $\begin{aligned} & \frac{13}{2228} \end{aligned}$ | $\begin{aligned} & 4 \\ & 500 \end{aligned}$ |
| Berea | $\begin{aligned} & 6 \\ & 1034 \end{aligned}$ | $\begin{aligned} & 4 \\ & 540 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3 \\ & 488 \\ & \hline \end{aligned}$ | - | - | - | - | - | $\begin{aligned} & 9 \\ & 1522 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4 \\ & 540 \\ & \hline \end{aligned}$ |
| Maseru | $\begin{aligned} & 6 \\ & 961 \end{aligned}$ | $\begin{aligned} & 14 \\ & 1796 \end{aligned}$ | $\begin{aligned} & 4 \\ & 658 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 330 \end{aligned}$ | - | - | - | $\begin{aligned} & 12 \\ & 1949 \end{aligned}$ | $\begin{aligned} & 14 \\ & \underline{1796} \end{aligned}$ |
| Mafeteng | $\begin{aligned} & 6 \\ & 1057 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2 \\ & 277 \end{aligned}$ | $\begin{aligned} & 4 \\ & 658 \\ & \hline \end{aligned}$ | - | - | - | - | - | $\begin{aligned} & 10 \\ & 1715 \end{aligned}$ | $\begin{aligned} & 2 \\ & 277 \\ & \hline \end{aligned}$ |
| Mohale's Hoek | $\begin{aligned} & 4 \\ & 769 \end{aligned}$ | $\begin{aligned} & 2 \\ & 277 \end{aligned}$ | $\begin{aligned} & 2 \\ & 350 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 345 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 349 \end{aligned}$ | - | $\begin{aligned} & 10 \\ & 1: 813 \end{aligned}$ | $\begin{aligned} & 2 \\ & 277 \end{aligned}$ |
| Quthing | - | - | - | - | $\begin{aligned} & 2 \\ & 130 \\ & \hline \end{aligned}$ | $\begin{aligned} & \frac{1}{140} \\ & \hline \end{aligned}$ | $\begin{aligned} & 4 \\ & 599 \\ & \hline \end{aligned}$ | - | $\begin{aligned} & 6 \\ & 729 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & 140 \\ & \hline \end{aligned}$ |
| Qacha's Nek | - | - | - | - | $\begin{aligned} & 2 \\ & 269 \end{aligned}$ | $\frac{1}{138}$ | $\begin{aligned} & 2 \\ & 345 \end{aligned}$ | - | 4 <br> 618 | $\begin{aligned} & 1 \\ & 138 \end{aligned}$ |
| Nokhotlong | - | - | - | - | $\begin{aligned} & 4 \\ & 650 \end{aligned}$ | $\begin{aligned} & 1 \\ & 137 \end{aligned}$ | - | - | $\begin{aligned} & 4 \\ & 560 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & I 37 \end{aligned}$ |
| Thaba-Tseka | - | - | - | - | $\begin{aligned} & 4 \\ & 661 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & 13! \\ & \hline \end{aligned}$ | $\begin{aligned} & 2 \\ & 257 \\ & \hline \end{aligned}$ | - | $918$ | $\frac{1}{134}$ |
| Total | $\begin{aligned} & 31 \\ & 5421 \\ & \hline \end{aligned}$ | $\begin{aligned} & 27 \\ & 3528 \\ & \hline \end{aligned}$ | $\begin{aligned} & 19 \\ & 3168 \end{aligned}$ | 0 | $\begin{aligned} & 20 \\ & 3095 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4 \\ & 549 \\ & \hline \end{aligned}$ | $\begin{aligned} & 10 \\ & 1554 \end{aligned}$ | 0 | $\begin{aligned} & 80 \\ & 13238 \\ & \hline \end{aligned}$ | $\begin{aligned} & 31 \\ & 4077 \\ & \hline \end{aligned}$ |

$u=$ urban, $r=$ rural

### 2.2.2 COVERAGE IN THE NH\&NS

A household was defined as a group of people living together sharing eating and catering facilities. A householf was regarded as either (i) a one-person household, i.e., one single person who makes provision for his own food without combining efforts with any other person on a regular basis, or (ii) a multi-person household, i.e., two or more persons who live and eat together in the same house, compound or apartment. Domestic servants and other employees formed a separate household if they prepared their own meals. A reserve list of households was drawn up and kept at headquarters, for substitution if any of the originally selected households were not traced. Only the survey field director had the authority to substitute a household.

For coverage within houseiolds all household members were listed on the household form of the questionnaire, other forms (on morbidity, maternal care etc.) were completed only for individuals who were living in the househcld at the cime of the interview. A person who had been absent for less than one week from the household of which he/she usually is a member was interviewed if his/her return was expected within two days. The rules adopted for visitors was that they were only included as part of the housebold if they were present for the previous 7 days. This suggests that they had a close relationship with the host family and probably shared the family's class and other status. It was decided that since migrant workers, who were outside of the country at the time of the survey, do not place a burden on the health services, it was acceptable to exclude them. Work seekers (usually in Maseru) were also not included in the survey since they would have been required to pass a medical examination and would not have wanted to report any ill health. Police and the military were included since they make use of governmental health services.

A check of the coverage in the field took place, which was aimed at measuring the extent to which the enumerator was able to cover all the villages in the area, the selected households in the villages, as well as the persons in the households. During the visits in the field, the supervisor randomly selected $1 / 10$ th of the selected households in each cluster under supervision. The supervisor completed the same listing of household members as the enumerators were instructed to do, using a supervisor's check form. The supervisor then compared his/her forms against the enumerators' questionnaires.

### 2.2.3 TYRE OF INFORMATION COLLECTED <br> See questionnaire in Appendix E

Information on the household as well as on individuals within these households was collected.

## Morbidity

Information was collected on the frequency and type of illness, injury, and permanent disability. Length and severity of illnesses was also investigated.

Utilisation

Of interest to the $M O H$ is what people do when they are ill where they go for health care and for what reasons. Information concerning preventive care was also collected. There were questions on the use of ante-natal care services, whether they had a trained health worker to attend their delivery and whether they made use of post natal services. The action taken by respondents experiencing a chronic cough was also investigated.

## Nutritional Status

Another area of concern is the nutritional status of the children. Data on the weight and height were collected. In order to ascertain the causes of this malnutrition, questions concerning the diet of the child were included, whether it was breast fed and for how long, why breast feeding was stopped, and what other foods the child was fed early on in its life. Questions were asked about the source of income, education levels of the head of the household and the mother, and the number of rooms in the nouse, in an attempt to measure socio-economic determinants of malnutrition and morbidity generaily.

## Health Education

Information was collected to establish people's knowledge and awareness of AIDS, and their sources of information.

### 2.3 MY ROLE IN THE SURVEY

Members of the Bureau of Statistics, (BOS), and the Ministry of Health (МОН), Lesotho, co vucted the National Household Health and Nutrition Survey (NH\&NS) in Lesotho during 1988 and 1989. Substantial financial support for the survey was provided by Unicef, and the World Bank. Since completing the fieldwork in mid 1989, the data had been edited, coded and entered into personal computers. However data processing and analysis capacity has been severely limited, with the BOS staff being dependent on different short-term consultants who lacked continuity and were obviously not around to deal with the many problems which arise on a day to day basis. An inadequate data entry program proved to be another stumbling block in the survey. There were few efficient validity checks and certain other factors concerning the program accounted for many errors that were identified once the data had been entered. Two years after the NH\&NS was conducted, this huge data set had not yet been adequately cleaned, and no analysis or reports had yet been produced. It was at this stage that I became involved with the survey. It was agreed that I would supervise the data cleaning and assist in the writing up of reports about the results. In return I would be permitted to make use of the data set for the purpose of this study.

I spent an entire year cleanirg the data. Every three to four weeks I would travel to Maseru and along with three members of the BOS we would try and remove the inconsistencies and errors of the data set. I would remain there for up to five days at a time, when we would review the progress made since my previous visit and then plan new approaches until my following visit. The linking of the various data files from the questionnaire was the major concern during the cleaning process. Data was oric iny deleted when certain files did not link; and this required us to retrieve the questionnaires from storage and re-enter that data. There were sections that were not completed or incorrectly typed in the first place, which also had to be re-entered. During this
period I became aware of the inherent problems of the data set which I identified in the interviewing, the editing, and the data processing phases.

## CHAPTER 3

## SOURCES OF ERRORS

### 3.1 INTRODUCTION

Sampling errors occur in surveys because they only cover a part, or sample, of the population. Due to the randomness involved in sampling, the sample may for example include units with a "too high" mean value, thus making the estimator of the mean too high and vice versa. By increasing the sample size, it is possible to reduce the size of the sampling errors. The standard error of the mean, and confidence intervals can be used to assess the probable size of the sampling errors. Verma(1982) defines the sampling error of an estimator as "a measure of its variability under the theoretically possible repetitions of the survey in the absence of non-sampling errors."

Non-sampling errors can be defined as all those errors which are not due to sampling. Non-sampling errors are often a more serious source of errors in surveys than sampling errors. Where sampling errors may cause the estimators to fluctuate randomly around the true value, the non-sampling errors may introduce large systematic deviations between the sample results and the true value. Such systematic or fixed errors over replications are known as bias. A biased sample is therefore not representative of the population from which it is drawn. An example of a biased sample is when a telephone directory is used to sample people in a city. The poorer section of the population who cannot afford a telephone are therefore underrepresented in such a sample. Nonsampling errors are made 1 p of coverage errors, nonresponse errors, measurement and recording errors.

Coverage errors arise from the failure to give some units in the target population any, or too low a chance of being included in the survey, or from including ineligible units in the survey, or from having some target population units appear several times in
the frame population.

Nonresponse errors occur when information about households or units of observation that are selected in a sample is not collected or only partially collected. This usually occurs because some persons on the sampling frame cannot be located, or refuse to be interviewed, or parts of the interview are not completed e.g. questions on income.

Measurement errors may arise due to an error in response by the respondent, the effects of the interviewer on the respondent's answers to questions, an error arising from poor wording of the questions, or errors made by the respondent due to their failure to recall certain incidents, or inaccurate measuring instruments such as weighing scales.

Recording errors arise in the survey process due to errors made by the interviewer in filling in the resporses to the questions, errors made by the editors when checking, changing and coding the responses, and errors made by the data typist in entering the data into a computer.

In recent times there has been much more emphasis placed on the need for a high quality data set in developing countries. This has also been endorsed by the Demographic and Health Surveys (DHS) program (Croft (1992)). It is therefore necessary to be able to identify and understand these errors so that they can be prevented where possible, or else rectified if already present.

The initial analysis of the NH\&NS indicated errors in the results which prevented the early release of the reports for the survey. Since I was primarily involved in the data processing phases once the data had been entered onto a personal computer, I will deal in greater detail with the data entry errors and nonresponses mentioned above, which were easily identifiable during this phase. Measurement errors in the anthropometry section of the survey are also addressed in Chapter 5. The type of errors that
appeared will be identified, the data cleaning procedures that were devised will be discussed, and the various strategies for preventing these errors using modern day technology will be considered. General problem areas identified by myself and the survey manager will be addressed. The suggestion made by Kroeger (1985) to reduce the sample size of a national survey in favour of a more intensive small-scale survey (see Chapter 1), will be considered in the context of the NH\&NS. Finally general recommendations will be made for preventing similar problems to those experienced in the NH\&NS from occurring in similar surveys which are to be conducted in the future.

### 3.2 THE DATA CLEANING PROCEDURE OF THE NH\&NS

For almost a year and a half three members of the Bureau of Statistics (BOS) and myself were involved in cleaning the data. The database was a relational database consisting of nine linked files:- a file on the individuals (AI), a household file (A2), 3 morbidity files C1 (disability file), C2 (injury file), and C3 (illness $1 i l e$ ), two child nutrition files $E l$ (breastfeeding file) and E4 (anthropometric data file), a maternal care file DI (see Appendix E) and an AIDS information file. All the files were linked to the individual file A1 (containing each individual's demographic and biographic data) on the variables: survey round, primary sampling unit (PSU), household number (HHNO), and person number (PN). One of the most serious problems of the data set was the failure of the files to merge on these linking variables. From the above it is evident that many data typing errors occurred, especially on the person number (PN) variable which caused the broken link between the files. Initially there were 984 out of 9900 from the El an $E 4$ files that failed to merge with the A file, 891 out of 12825 that failed to merge in the D file, and 8704 out of 71001 that failed to merge in the $C$ file. The following general procedure was followed to clean the data:-
(i) The linking variable pSU was checked for invalid values, compared with valid PSU's values, and corrected. The correction
was made by comparing the data on the PC with that of a similar PSU number on the questionnaire. If the data matched the correction was made.
(ii) Tests using the PROC FREQ procedure of SAS revealed obvious data errors such as a value of ' $G$ ' appearing for the gender variable, when the only possibilities were ' $M$ ' or ' $F$ '. The less obvious errors were then corrected. Examples of these were males appearing in the maternal care file; males appearing in the morbidity section with gynaecological diseases; and individuals over 5 years old appearing in the child nutrition section. Once again the questionnaires containing the abovementioned errors were located and corrected. Once these errors were corrected the errors due to linking problems were addressed. Files were merged using the SAS MERGE statement.
(iii) Each file had a flag variable which was set to 1 in order to indicate the presence of an observation. The process began with the child nutrition files El and E4.
(iv) Observations were then listed where countA=1 (i.e. the flag variable of file A) and countEl=. (i.e. countEl is missing) and countE4=1. This would indicate an entire record of an individual that was missing from file El but that had data for file E4 and file A. Frequently an entire PSU's data was missing, but most often it was only an individual's data.
(v) The applicable questionnaires were located from the storage room for re-entry or for checking against the existing data. In the case of systematic errors where an entire PSU's data was missing, that data was re-entered onto the PC. Where individual records were missing, that individual's linking variables were checked against the PC data and that of the questionnaire, and the appropriate corrections were made. In most cases the incorrect PN had been entered (see Section 3.3 below for more details of the types of errors that appeared). This procedure was then repeated where count $A=1$ and countE1=1 and countE4=. . The
same steps as above were applied to the maternal care and morbidity data.
(vi) For those data errors that were due to the interviewer, it was decided to make the invalid entry a nonresponse and along with the other nonresponses to use methods such as subgroup weighting or imputation to compensate for this missing data (see Chapter 4). Since this data cleaning phase took place two years after the survey was conducted it was not feasible to locate the respondent to correct the coding errors.

### 3.3 THE TYPES OF DATA ENTRY ERRORS IDENTIFIED

Using the procedures described above to cleaning the data, the following errors were observed:
(i) The household numbers on some questionnaires were changed at some stage of the survey, without crossing out the incorrect number. This obviously confused the data typist with the result that on a number of occasions the incorrect identification number for a specific household was entered onto the PC. The person performing the editing did not always correct this error.
(ii) There were many instances where an interviewer wrote an invalid PSU on the questionnaire which made it difficult to identify once the data processing phase had begun. Often the date was written in the box allocated for the PSU.
(iii) The process of call-back for those households where the respondents were not initially at home was not always employed. This was evident by the blank questionnaires with just the PSU number and household number filled in, without any date written down for the call-back.
(iv) There were occasions where a large household required two questionnaires and one of the completed questionnaires from the same household got lost.
(v) One of the major causes for the various files (household file, maternal care, child nutrition etc.) not linking with one another was due to an error in the person number (PN), which was one of the identifying variables linking the various forms to one another. The other linking variables are round, PSU, and nousehold numbers. This error originated in Form A where the PN tcok on the numbering that was printed on the questionnaire. If for some reason a line was crossed out due to a mistake by the interviewer, a new numbering scheme would have been necessary. However this procedure of changing the numbering on the questionnaire was not always implemented, and the data typist used different PNs for different forms in the questionnaire. More thorough checking procedures should have been implemented.
(vi) Males appeared in the maternal care questionnaire.

Males appeared in the morbidity questionnaire with female gynaecological diseases. Sometimes gender being incorrectly recorded was corrected manually by looking at the name or PN exror.
(vii) The questionnaire did not have a box or a line allocated for the response of certain questions and as a result the interviewer forgot to record the response.
(viii) Duplicates of the same record appeared. These errors most likely occurfed due to power failures during data entry where the data typist had to get back into the middle of the record but instead started again.
(ix) Dummy entries i.e. meaningless data with all the entries equal to zero, appeared. These errors were due to the data entry program. If the data typist added another individual in error he/she would have had to proceed through to the end of the questions for that specific file, entering blanks for all the entries. In many cases the blank observations were never deleted.
(x) Typing errors such as $P N=0$ or household number (HHNO) $=000$, or alpha numeric characters appeared in a numerical field e.g. PN=M2 also occurred.
(xi) Invalid PSU's and KHNO's appeared regularly.
(xii) There were many cases where data from the questionnaire did not match at all with the data on the pr. The only explanation that could be found for this discrepancy was that the incorrect PSU, HHNO, or round number was entered.
(xiii) A frustrating aspect for the data typist was that the data entry program did not provide a facility to skip from form to form. If for example there were no children under the age of five years in a specific household and therefore no nutrition form required, the data typist was not able to skip the form but would have to press the enter key for every entry in the form in order to progress to the next form. Besides it being frustrating for the data typist, it was also a time consuming exercise which could have been avoided. The most serious consequence of this aspect of the data entry program was that a blank record would be created that did not merge since it had no valid PN.
(xiv) One of the most serious deficiencies of the data entry program was the procedure for correcting errors. If the data typist made a typing error in a previous line, there was no way to get back to that error immediately and make the correction. The only way to overcome this was to exit the file, reenter it again, locate the error, and make the appropriate correction. In many instances the error was never corrected.
(xv) Entire questionnaires or certain parts of the questionnaire of entire DSU's were never entered even though they were later located during the data cleaning phase.
(xvi) Quite a number of questionnaires were missing. They were either lost in transport of the questionnaires to the Central

Bureau of Statistics or the household was never interviewed. This is an error that took place in the field, and therefore it would not be possible to identify the reasons for it happening at this stage. As Cushing(1990) states "The need to keep questionnaires well organized is apparent after you have coliected 6000 to 10000 of them. But when the first few hundred trickle in, the need for organization is less apparent."
(xvii) At an early attempted analysis (before I started working on the data set), those sections of the data causing the mismerges were simply deleted. This proved to be a serious problem especially when observations from the housele: f. file were deleted. As a result there was no way of relating moxbidity or nutritional status to variables such as education level or occupation. A better approach would have been first to identify the reasons for the error and then make the necessary alterations. In many of these cases, that part of the questionnaire that was missing could have been retrieved from the storage room and then re-entered by the data typist. This data was subsequently reentered. Although the recommendation for correcting the failed merges is obvious, identifying the reasons for them occurring is quite complex, requiring an understanding of the programing language and merging process. Consultants had designed programs and left instructions how to process relationai data files, with the instruction to delete those that did not merge, which they anticipated would be very few. There was no consultant present to scrutinise the actual results of each individual merge statement.
(xviii) An entire pSU in the second round was not entered because the field supervisor had observed only after the survey that the interviewer was not conducting any interviews but was instead filling in the questionnaires himself.

Below is an account of the Demographic Health Surveys (DHS) approach to editing miss ing and inconsistent data and the daca processing. Comments are made thereafter of the NH\&NS's approach
to the editing and processing phases.

### 3.4 THE DEMOGRAPHIC HEALTE SURVEYS (DHS) EDITING AND PROCESSING STRATEGY (Cushing 1992)

### 3.4.1 THE DHS EDITING STRATEGY FOR MISSING DATA

(i) Leaving the response blank is an approach that is not encouraged by the DHS, since questions that are not answered due to the nature of the question, are also left blank. This makes it difficult to distinguish between the two approaches.
(ii) Assigning a special code to the missing information will ensure that the missing dat: will be handled differently in the analysis or imputation phase. It would alsc serve to indicate how many responses there are if a caliback process is considered.
(iii) Deducing a response from the questionnaire needs to be applied carefully, since it could lead to biases. Responses to certain questions can be easily deduced by the flow of questions. It is however a process that is nce recommended by the DHS.

The NH\&NS's original intention whs to distinguish between miasing data and data not answered due to the nature of the question by assigning a special code to the missing data only. This approach was unfortunately not consistently executed in either the editing or data entry stages, where many missing data entries were left blank.

### 3.4.2 THE DHS EDITING ETRATEGY FOR INCONSISTENT DATA

(i) Leave the data unchanged.
(ii) Give a special code to indicate the response was inconsistent with other information reported. This will ensure that inconsistent data is not processed, however much of the original information will be lost using this approach. The DHS
program advocates the use of a flag variable indicating which response is inconsistent, but leaving the original variable unchanged.
(iii) Deduce a response for the question.

The NH\&NS did use flag variables for certain variables e.g. the anthropometric data where a flag variable indicated whether the interviewer was satisfied with the accuracy of the height/weight measurements. An uncooperative child can prevent the interviewer from accurately taking such measurements. However most of the data was entered without such flag variables. A process of cleaning the anthropometric dita is considered in Chapter 6 making use of cther flag variables at the analysis stage.

### 3.4.3 THE DHS PRORESSING STRATEGY

The DHS have oroposed the following processing stratefy (Cushing 1990) :
(i) The development of a self-coding questionnaire where each response has a clear number of digits (usually in the form of the correct number of boxes). This ensures a smoother process during the data entry phase since the questionnaire will not require transcription which is time consuming and is the cause of many errors during data processing.
(ii) The development of an integrated software package (Int.egratea System for Survey Analysis (ISSA)) which deals with all processing activities, i.e. data entry, verification, editing, file construction and tabulation. This ensures that there is no time wastad in changing the format of the data, for example from the data processing package to the data editing package.
(iii) The use of an intelligent data entry foogram to test the structure and range of the data, as well as to include the
necessary skip instructions. This saves much time in the editing phase where only complex internal checks should be inspected.
(iv) Placing microcomputers in the organization responsible for fielding the survey, in order to process the data. Many developing countries do not have a professional data processing unit and as a result have to employ temporary staff outside of the survey organization to process the da.a.
(v) Process the data within a two-to three week period rather than wait to edit the data after all the data has been entered. The finalised questionnaire with all the correct codes would need to be available for programming before the fieldwork begins, and as a result it has been suggested that open ended questions should be transferred to a separate file. The data processing can begin after an initial week or two of data entry/editing training. Using three to four microcomputers the data entry phase would be able to keep up with the flow of questionnaires from the field. Many surveys still make use of manual editing which holds up the process. The DHS processing package produces error messages upon which the data entry person has to react. These errors can be tabulated by the survey team, indicating the most evident errors, which would in turn improve data collection procedures.
(vi) Completion of data procesring within 2-3 weeks. "As interviewing in each PSU is completed, questionnaires are returned from the field and checked against a field control sheet to make certain that now have been lost. Each PSU is then assigned to a data entry clerk for preliminary manual editing which consists of a household check for eligible respondents, a check of birth histories for correct order and a cneck of the health sections for correct structure. The questionnaires are then entered into a diskette data file consisting of data from that PSU only. Each PSU requires approximately one dæy for data entry. After 5 to 7 days of data entry activities, data entry diskettes are collected and data verification begins"
(Cushing(1990)). ISSA is then used to reenter and verify questionnaires that are randomly selected. A secondary editing program then checks that the correct number of questionnaires have been entered and produces a listing of errors for the more complex inconsistencies in the data.

The NH\&NS did employ a self-coded questionnaire. Unfortunately some questions which were fcr routing purposes only (i.e. to indicate to the interviewer where to skip to for the next question) did not have a block assigned (since this data would not have been entered for analysis purposes), yet must have made it confusing for the interviewers, the editors, and the data typists. An example of this error was the question on previous births (question 5 - File D). No box was assigned to this variable which resulted in the interviewer sometimes filling it in or else leaving it blank. Fortunately the editor could check this response against other responses to ascertain what the original response was intended to be.

The data processing of the NH\&NS proved to be a major stumbling block. The personal computers initially donated by Sweden used the CPM operating system which could not run SAS or DBASE 3. The database programs that were available on these computers were not known by the local staff. A DBASE 2 data entry program was initially used for data entry, which from sections 3.2 and 3.3 was clearly inadequate for the job. It was eventually decided to obtain DOS based computers and convert the data to a format compatible with SAS. According to those involved in the data processing of the NH\&NS, this process proved to be time consuming, and it is not known whether any data was lost or altered in the process. The SAS editor procedure (PROC FSEDIT) was used during the data cleaning phase.

Interviewers were used as editors and data typists, since there was an interval of approximately three months between each round of the survey during which the interviewer might otherwise have been unemployed or recruited to other jobs. Unfortunately these
interviewers were not appropriately trained to perform the functions of a data typist, and since the same team was interviewing, editing and typing, the data entry was necessarily delayed. The final round of the survey was only entered some two years after the fieldwork was completed. This obviously ruled out any attempts to go back to the households or even the interviewers and supervisors to resolve data collection and recording problems.

### 3.5 SURVEY PROCESSINS IN THE FUTURE IN DEVELOPING COUNTRIES

With the development of computer technology, there are options available today to prevent the type of data processing errors that occurred in the NH\&NS. Below is a description of some of these options.

Prior to 1986 mainframe computers were used to process survey data in developing countries. On average it tcok between 2 to 4 years to process the data. Cantor and Rojas (1990) discuss the effect microcomputers have had on survey processing over the past few years. They discuss the gradual upgrading of microcomputers from 286 processors to 386 processors and eventually to 486 processors, associated with a marked increase in processing speed (at times the 386 processor used by the NH\&NS took up to half an hour to process one result). 286 processors are currently being used for data entry only. Survey processing software such as ISSA is available, which has an efficient data entry module with range, skip and consistency checks. (Unfortunately not all developing countries have access to such software.) The current area of concern is in the time taken to collect the data and enter it into the computer. Two new approaches encouraged by Cantor and Rojas (1990) for data collection are the use of laptop computers or a notepad sized computer with a pen-based input. Using either of these approaches would mean that an interviewer would not have to venture into the field with a bundle of paper questionnaires on which he/sine would fill in the responses. Instead all the responses would be entered directly into the
laptop or notepad computer.

### 3.5.1 THE LAPTOP COMPUTER

An experiment was carried out in Guatemala in 1988 where 300 women were interviewed at two separate times. One of the times a paper questionnaire was used, and the other time the information was recorded directiy into a laptop computer data file. Based on this experiment the following advantages and disadvantages of using a laptop computer were observed (Cantor and Rojas 1990).

## ADVANTAGES OF THE LAPTOP

(i) The laptop interviews took on average seven minutes less than those done with a paper questionnaire.
(ii) There were slightly fewer error messages for the laptop as opposed to the paper ones that were entered later.
(iii) There is no need for transporting questionnaires, office editing, and keypunching questionnaires at a central office.
(iv) There are no costs for the printing of questionnaires.
(v) If errors are discovered or improvements made in the questionnaire, it would only be necessary to update the input screen with no additional costs for adjustments.
(vi) If programs are written to assess the quality of the data, or check inconsistencies for a single questionnaire, this process could immediately be implemented and the errors could immediately be rectified in the field and would not require a time lapse due to the editing process at the central office.
(vii) With the introduction of the laptop the interviewer takes the role of the daca typist, the data editor, as well as
the data collector. This would result in a substantial reduction in personnel with resultant huge savings in the cost of the survey. These savings would go a long way to justify the extra money spent on the laptop. Many of the errors identified above in the NH\&NS would have been avoided using the laptop. The work burden placed on the survey manager to monitor every stage of the survey would also have been reduced using the laptop.

## DISADVANTACES OF THE LAPTOP

(i) Laptops weigh between 1.5 and 3.5 kilograms, which is heavier than a few paper questionnaires.
(ii) An entire set of interviews could be lost due to a bad diskette or disk drive. Backups would need to be made regularly.
(iii) The duration of the battery life for the laptop is limited and this could cause a problem in developing countries where electrical power in the household is generally unavailable. However it has been noted that laptop technology has improved and a laptop can be charged rolatively quickly off a car cigarette lighter. However in the Lesotho case, some interviewers would have been interviewing for eight hours a day, for several days a week without access to any power source to recharge batteries.
(iv) The cost of laptops is still quite high, but like microcomputers, orices are coming down with developing technology.
(v) The laptop is not rugged enough for use in rural areas and very dusty conditions. In a trial of handheld computers in Lesotho, the interviews were generally conducted in poorly lit huts and the LCD screens could not be read (M. Price, personal communication). This demonstrated the need for backlit screens, requiring more battery power.
(vi) Most questions have an "open" component for comments which would require reasonable typing skills in order not to slow down the interview.
(vii) An interviewer might be placed at risk (target for theft) in remote or infer city areas of developing countries when carrying expensive equipment.
(viii) If a software or hardware problem occurs in the field, the interviewer would not usually have the skill to resolve the problem.

### 3.5.2 THE NOTEPAD PEN BASED PC WITH HANDWRITING RECOGNITION

These notepads are set to make an even greater impact on the survey process than laptops. Prototypes have been developed and they weigh 0.5 or 1 kilogram, have a screen matrix of 5 by 8 inches, and they come with no key board, but instead with a pen which allows direct input onto the screen.

## ADVANTAGES OF THE NOTEPAD COMPUTER

(i) The notepad computer resembling a writing pad or clipboard is not as threatening to a respnndent as a laptop might be.
(i.i) Wi.th a notepad the interviewer is more mobile and will not have to be seated in a specific place as in the case of a laptop.
(iii) Tre notepad has a long battery life.
(iv) The handwiitten responses of the interviewer are instantly converted to an ASCI.I text and the data is stored in RAM (random access memory) before cownloading takes place. Models from 1996, have between 1 to 3 megabytes of memory available in RAM to store the data. There is therefore no need jor diskettes and no risk of problems associated with faulty disk drives.
(vi) Graphically the notepad resembles a paper questionnaire which makes it easiex for the interviewer to conceptualize.

## DISADVANTAGES OF THE NOTEPAD

(i) At the moment the high costs of instituting a notepad for data collection make it unfeasible financially.
(ii) The notepad is not rugged enough for use in rural areas.
(iii) There are still many flaws with handwriting recognition technology.

```
3.6 MANAGEMENT IN THE NH\&NS PROBLEM AREAS IDENTIFIED BY THE SURVEY MANAGER
```

Cushing (1991) had the following to say on the subject of supervision: "Whether the data entry operators are excellent or mediocre, excellent supervision of them is essential. And supervisors should have the support of documented editing rules by which their decisions can be made".

The survey manager of the Lesotho NH\&NS had the following comments to make regarding the inherent problems of the survey (Thakhisi 1990).

MONITORING THE SURVEY PROCESS

Thakhisi commented that "there was not effective use of management tools such as work plans e.g. the Ghant chart, coupled with effective monitoring systems and prompt counter acting against the hindering problems. The use of management tools such as schedules assist in the early identification of unplanned errors. Immediate corrective measures are called for, while negligence causes a series of unnecessary hiccups resulting in a failure to meet deadlines."

## INYOLVEMENT OF THE STAFF

Concerning the involvement of the various members of staff : "It is important that all key persons be involved at some level of the planning stage so that they fully appreciate the importance of the undertaking. Involvement at a co-ordinating meeting level would be ideal. With the NHGNS the key persons such as field officers, programmers, and printers were never involved, yet their personal commitments were very crucial."

## LACK OF TRANSPORT AND DATA PROCESSING EQUIPMENT

"The switch of other BOS surveys from the mainframe computer to personal computers turned out to be a major problem since the NH\&NS had to share the data entry equipment with two other surveys which were running concurrently. There was a lot of commotion over who was to use the equipment, and until when. This also required the NH\&NS to assign a crualified microcomputer programmer to take charge of the data processing - there was none. Two apprentice microcomputer programmers were assigned to the NH\&NS. Without skilled guidance and training, the programmers struggled with minimal progress. The programmers continued for some lengthy periods to work blindfoldedly, without following work plans and target dates.

The lack of a survey vehicle was purely a mismanagement case since the Bureau of Statistics had plenty of vehicles which were available in the 1986 Census."

A serious issue identified by the survey manager was the lack of support he received from the senior management. He felt that many of his complaints about the survey, whether it was problems concerning the fieldwork or programming, were not given enough consideration. It appears from the above excerpts of the survey manager's report that there was a lack of communication between the various members of the survey team. It seems that the survey manager, being a key person in the survey team, was not provided with the necessary supervision and support to ensure the smooth
running of a survey of this nature. There were various overseas consultants employed at different stages of the survey with different approaches. This seemed to have a destabilisirg effect on the smooth running of the survey.

The survey manager was not provided with appropriate training or support to manage the survey effectively. He was not made aware to scrutinise finer details that cause errors in a survey (e.g. lack of validity checks in the data entry program), which is crucíal in sucn a large data set where much can go wrong if these errors are not identified and rectified at an early stage.

### 3.7 RECOMMENDATIONS FOR FUTURE SURVEYS BESED OA THE NH\&NS EXPERIENCE

### 3.7.1 ERRORS RESULTING FROM POOR QUALITY "IDENTIFIER" INFORMATION

Far stricter supervision and clearer guidelines should have been applied to the data used to identify PSU, survey round, household number and person number - the key data linking all the files. Corrections made to this data should have required personal authorization and checking by a senior supervisor to ensure that they were valid, and that corrections made to one form were carried over consistently to all parts of the same questionnaire and that the corrections were unambiguous to the typist.

### 3.7.2 PREVENTION OF DATA ENTRY ERRORS

One can deduce from the above discussion of data entry errors that a far more efficient data entry program should have been introduced from the outset with far better validity checks, easier manoeuvring for the data typist between files, and appropriate software to facilitate the linking between the different files. Pre-testing should have been performed on a subset of the data to identify the problematic areas of the entry program. There were several reasons for the poor data entry program. First was the lack of time between completing the final version of the questionnaire (after pretesting and piloting had
led to revisions) and starting the fieldwork. Second, was the inherent limitations of the software package chosen for data entry. (The choice, as mentioned above, was restricted by the hardware.) Third was the poor coordination between the foreign consultants - one of whom was contracted to design the questionnaire and another to write the data entry program for several surveys and did not have any involvement in the content of the health survey - hence was not well equipped to design more complex internal validity checks (e.g. ensuring gynaecological illness was not accepted in males). Another reason given for the minimal number of error checks in the data entry programs was so that it wouid not slow down the entire data entry phase. This proved to be an error of judgement as the resulting number of errors prevented the timely release of any meaningful results from the NH\&NS.

For incorrectly typed data which fell in the range of possible responses, another data typist could have been employed to type in the same data, and a program could have been written to compare the entries, so that immediate corrective measures could have been made. I feel the extra cost. incurred in employing extra data typists for the job would have been more than justified in the long term.

### 3.7.3 A COMPUTERISED INTERVIEWING SYSTEM - FEATURES OF THE UNTT

Taking all the abovementioned data capturing problems into consideration $I$ endorse the proposition of the DHS of implementing a computer based interview. Below is a description of the features of a palmtop computer recently released(PSION (1995)). Although this unit is still keyboard driven (In Section 3.5.2 a pen based system was endorsed), it overcomes the disadvantages mentjoned above of using a laptop or notepad computer in a developing country and still. maintains the advantages of contributing to a quick interview process and a far more accurate and complete data set.

It has the following features:
(i) The unit is lightweight and ergonomically designed, splash proof, and it can be used in a wide range of temperatures.
(ii) The casing is of a rugged design and it can withstand drops and knocks.
(iii) It has a large black and grey scale screen that can display a graphic windows interface for simplicity of operation, and can have backlighting for extra clarity at all times.
(iv) Two penlight batteries provide sufficient power for at least a day of continuous data entry. One therefore has the option to recharge or replace the batteries.
(v) There are two slots for Solid State Disks which enable up to 8 megabytes more memory to be added to the unit.
(vi) The unit's software is IEM-PC compatible.
(vii) The storage system in the unit is upgradeable and cost effective.
(viii) The unit has a serial port in order to transfer data to a central pC-based database for storage and analysis.
(ix) The unit has the full range of keys for any type of data entry.
(x) The unit's sol̃tware allows for easy manoeuvrability for the interviewer between questions; appropriate error detection; and easy error correction facilities.
(xi) The unit is cost effective in comparism to laptop or notepads (approximately $60 \%$ cheaper than notepads, and $40 \%$ cheaper than laptops).

Figure 3.1 The features of a palmtop computer that are recommended for conducting a. survey such as the NH\&NS

Workabout uses an industry standard 16-bit processor in a multitasking operating environment. It has a large black and greyscale screen that can display a graphic windows interface for complete simplicity of operation, and can have backlighting for extra clarity $\varepsilon^{\prime}$ all times. With up to one megabyte of RAM memory on board, and Solid State Disks (SSDs) providing up to 8 megabytes more, it can meet any data storage requirement, securely.

A variety of Workabout models is available, providing support for communications and automatic ID. An integral programming language, plus the availability of PC windows based software development tools, makes tailoring the Workabout to precise company application requirements a very easy, quickly achievable task.

Allmodels are lightweight and ergonomically designed, splash-proof (IP54), can be used in a wide range of temperatures, and are rugged enough to withstand being cropped from a height of une metre onto concrete.

Feature rich and user friendly, Psion Workabout offers rew scope for improved efficiency in all companies and organisations with staff working away from base.


O Low cost
O Feature rich specification-Powerful 16 bit windows Multitasking
O Easy for all to use
O Ergonomically syled
O Programming tools for easy application development
O Range of peripherals and accessories

A photograph of the PSION and all its features is shown in Figure 3.I.

### 3.7.4 AN EXAMPLE QUESTIONNAIRE

In order to test the capabilities of the abovementioned palmtop unit, example questions from the NH\&NS questionnaire have been chosen and programmed. The overall structure of the NH\&NS is maintained by keeping the same linking variables. The example questionnaire and the program source code are found in Appendices $F$ and $G$ respectively.

As in the NH\&NS questionnaire there are various files (maternal care, household, and injuries) linked by the variables ROUND, FSU, HOUSEHOLD NUMBER, and PERSON NUMBER. These variables are initially entered by the interviewer in the Demographics file and the program then puts these linking variables into each file to establish a link between the files. By merely placing the marker on the appropriate option, the data is entered into the file. If for example the respondent is male and over the age of 15 years, the next question asked will be that on mining in the mining file. If the respondent is female and over the age of 15 years, the mining question is skipped, and the next question that appears on the screen is from the maternal care section. If the respondent is under the age of 15 years, then neither the mining nor maternal care sections are applicable, and the first question appearing on the screen after the demographic section is from the injuries section. The variables in the mining and maternal care sections are then automatically assigned with the values NA (non applicable). If the respondent is female but not pregnant i.e. Question 6a) $=$ ' $N o$ ', the next question appearing on the screen will be from the injury section.

If the intervicwer makes a typing error, pressing the 'ESC' key takes the interviewer back to the previous screen to make the appropriate correction. The data is only saved once the
questionnaire is completed.

Invalid data entries e.g. an option of '8' for Question 7a) (see Appendix F) induces an error message, and the interviewer is asked to retype the correct entry.

Many of the errors in the NH\&NS would have been prevented had a similar computerised data capturing unit been used. The problem of linking the various files is immediately solved by this unit. The program guides the interviewer to the appropriate question, and he/she is not confused by arrows or 'GO TO QUESTION' instructions, as can be seen in the NH\&NS questionnaire. No invalid data entries are permitted, and as a result the data cleaning phase is almost eliminated. The program is extremely user friendly, and the graphics facilities make data entry very simple for the interviewer.
Once the interview/s is/are completed, the data collected by the interviewer for the day or week is transferred to a central PC by means of a serial port where the analysis will be performed.

It must be stressea though that before introducing a computerised interviewing unit as described above, extensive testing on pilot surfeys must be conducted, in order to identify any pitfalls due either to the software, the hardware, or to problems experienced by the interviewer.

### 3.7.5 SMALLER SCALE SURVEYS FOR DEVELORING COUNTRIES

The suggestion made by Kroeger(1985) to reduce the sample size of a national survey in favour of a more intensive small-scale survey (see Chapter 1), gives extra weight in a developing country without the appropriate expertise to handle such largescale surveys. The NH\&NS which consisted of four rounds (of which an entire round of data was lost due to mismanagement), would benefit from such a suggestion. The survey could consist of a single round of data (i.e. 5000 households instead of 20000 households), with the following benefits:

- There would be no pressure on editors or data processors to complete their work in time for the next round data. For instance in the NH\&NS the same people were used as inteviewers, editors, and data typists.
- Procedures of extensive follow-ups could be implemented in the case of missing or lost data.
- A single round survey makes less demand on consultants' time and would likely lead to greater continuity and fewer consultants being used.
- Financially, the survey would be cheaper.
- The quality of the data collection and processing would be far higher due to more intensive supervision, greater preparation of questionnaires and greater feasibility of double-entry.
- The smaller data set would be quicker to enter and clean, leading to much earlier analysis and reports.
- A smaller, well conducted-survey would instill a sense of confidence in the local staff to carry out similar surveys independently in the future.

There are however certain considerations that need to be made with such a decision. The surveyor has to accept that a smaller scale survey will produce less precise estimates i.e. the confidence interval.s of the estimates will be wider. The surveyor will also need to consider the purpose of the survey and what type of data is being collected before such a decision is made. In the NH\&NS it can be shown that for specific variables (e.s. proportion of the population over twenty years old with a matrir or higher education) the estimates and standard errors of tine estimates do not change significantly over the three rounds, i.e. the seasonal change from one round to the next does not have an effect on the proportion of the educated population. From Table 3.1 it is evident that the estimates of the proportion of all the educated in the population from each round falls within the 95\% confidence intervals of the other rounds. For example there is a proportion of 0.0483 educated in the June survey data which falls within the $95 \%$ confidence intervals (0.0414;0.0610) and (0.0401;0.0550) for October and February respectively (see

Chapter 4 for estimating the proportion and confidence intervals from a complex sample). The confidence intervals for these proportions for the three rounds as well as the combined rounds are plotted in Figure 3.2. The combined round confidence interval is the narrowest with similar interval widths observed for the three rounds, and no real trend. The chi-square test statistic $\mathrm{X}^{2}$ (see Chapter 6 for analysing two-tables from a complex survey design), indicates there is no significant difference ( $p=0.5198$ ) between the proportion of educated individuals over the three survey rounds.

Table 3.1 The proportion of educated individuals over the age of 20 years, by round

| round | EDUCATED |
| :--- | :--- |
| June <br> 1988 | $R=0.0483$ |
| C.I. $=(0.0392 ; 0.0573)$ |  |
| October <br> 1988 | $R=0.0514$ |
| C.I. $=(0.0414 ; 0.0610)$ |  |
| February <br> 1989 | $R=0.0476$ |
| COMBINED <br> RiJUNDS | C.I. $=(0.0401 ; 0.0550)$ |

$$
\mathrm{X}^{2}=1.32, \mathrm{p}=0.5198
$$

On the other hand, some variables do have a seasonal pattern which may be important to identify. For example, Table 3.2 and Figure 3.3, show that the estimated proportion ( $r=0.8740$ ) of children that are still breastfed in October is substantially higher than the proportions still breastfed in June and February, i.e. $r=0.8740$ does not fall in either of the other round's confidence intervals. A significant difference between the proportion breastfed over the three survey rounds is also
indicated ( $p=0.0031$ ).

Table 3.2 The proportion of children under the age of two years in the rural a teas who are still breastfed

| round | STILL BREASTFEEDING |
| :--- | :--- |
| June <br> I988 | $R=0.8298$ |
| C.I. $=(0.8068 ; 0.8529)$ |  |
| October <br> 1988 | $R=0.8740$ |
| C.I. $=(0.8530 ; 0.8949)$ |  |
| February <br> 1988 | $R=0.8438$ <br> C.I. $=(0.8213 ; 0.8663)$ <br> COMBINED <br> ROUNDS |

$\mathrm{X}^{2}=12.86, \mathrm{p}=0.0031$

This difference in proportions is consistent with Huss-Ashmore and Goodman (1989) who comment that the period of lowest workload for women in Lesotho is from winter to spring (which is around October). They further comment that there is a decreased attention to food preparation and child care (which would include breastfeeding) during high periods of agricultural involvement (such as harvesting) prior to the June months.

One advantage of a multi round survey is the opportunity it provides to learn from problems encountered in the first round, allowing subsequent rounds to achieve a much higher quality uf fieldwork and data processing than the first round or a single round survey. This was certainly the experience in the NH\&NS.

A multi round survey may be designed to allow for longitudinal follow up at the same households. This adds enormously to the

FIGURE 3.2 Plot of the proportion of educated individuals showing a $95 \%$ contidence interval


FIGURE 3.3 Plot of the propention of children under two years who are silll breastfed

complexity of a survey - both in the field and in terms of data processing and linkage. However, it also allows for certain unique analyses such as rate of growth, mortality and birth rates, change in household composition, to name a few that were incorporated into the NH\&NS.

One of the most unfortunate aspects of the NH\&NS was the inability to use all the first round (March 1988) data. Due to serious data processing errors none of that data is available today for analysis. The reason for this was that data was deleted when $₹$ mismerge occurred, instead of errors being identified and rectified, which was the procedure followed in roulds 2, 3, and 4. Unfortunately funding to reenter the data at this late stage could not be found. This means that the longitudinal analysis of linking the first round data to the fourth round is no longer a viable consideration of the survey. In my view, the NH\&NS was far too ambitious given the capacity available in Lesotho in the late 1980s.

### 3.7.6 IMPROVING THE MANAGEMENT OF SIMILAR SURVEYS

In a developing country such as Lesotho, where not many surveys of this scale have been conducted in the past, it is essential for the local management team to have constant supervision and guidance from a consultant who is experienced in the field of survey management. This support should also be continuous i.e. the same consultant should be present for the entire duration of the survey. This would prevent confusion among local staff when a new consultant arrives is not fully versed as to the status of the survey at the changeover point, who has a different approach and issues new instructions. It would also ensure that only one consultant would be responsible and accountable for the problems arising, once the survey is completed.

The rounds 2,3 , and 4 data would have lost approximately 10000 observations had a data cleaning process not been implemented. This comprehensive data cleaning phase occurred in
stages: firstly the linkage variables (PSU, round, household, and person number); secondly where individual or household data were missing or incorrectly entered; thirdly where PSU's had large sections blank or were completely missing; fourthly where impossible responses appeared; and lastly where outliers and inconsistencies appeared. For the anthropometric data (see Chapter 6), a data cleaning procedure was also imp?emented to identify impossible values, outliers, and inconsistencies.

Once this process was completed, compensation for the remaining nonresponses was made by weighting the data at the various levels i.e. at the PSU level, the household level, and finally the individual level. Chapter 4 deals with this process.

CHAPTER 4

WEIGHTING AND COMPENSATING FOR MISSING OBSERVATIONS USING A
COMPLEX SURVEY DESIGN

## 4.I INTRODUCTION

If each ultimate sampling unit (USU) (which is the household in the NH\&NS) has an equal probability of being drawn in the sample, then the sample is called self-weighting, and it is only necessary to weight such a sample if the population totals are required. The standard errors from a self-weighting sample are generally smaller than those from a non-self-weighting sample. If it is necessary to weight the data, and it is observed that the variation between the weights are very small, using weights will have very little effect on the estimated values and the sample data can be treated as if it were from a self weighting sample.

The following types of situation necessitate the weighting of sample data (Stoker 1988):

- If the sample was designed beforehand with a specific purpose in mind, so that the drawn population elements have unequal. probabilities of being chosen.
- When a self-weighting sample becomes non-self-weighting as a result of for example varying household sizes - sizes which were unknown during the design of the sample.
- When various subgroups of persons formed by demographic or biographical variables have varying or unequal unit response proportions.
- If there is a non-coverage problem - "When there are differences between the target and sampled populations as a
result of which the realized sample, compared with the target population, can be 'skew' in particular demographic and/or biographic variables."

In the NH\&NS the data required weighting mainly for the following reasons:

- The totals of various variables for the population was required by the Lesotho Ministry of Health (for example the total number of malnourished children in the population).
- Data was missing for entire households and PSU's (unit nonresponses).
- There were a number of nonresponses for various questions in the survey (item nonresponse).

Stoker(1986) discusses the various implications of using weighted data for statistical analysis:

- Estimators of totals, proportions and percentages which would otherwise be biased, become unbiased.
- The standard errors of the estimators of population characteristics in general increase for the same realized sample size so that the sample design becomes less efficient.
- The various analysis techniques of existing software packages were not designed for weighted data. Many users analysing a survey with a complex desiyn requiring weights, analyze the survey as if it were self-weighting with the result that the estimated standard errors are smiailer than they should be, and biased results are produced.

In this chapter the weighting procedure that was applied to the NH\&NS is discussed. The proceaure starts with the weighting up of the data to the 1986 Census figures, compensating for missing household: $O$ adjustment factors are included in the final weight: the an..Justment factor for the age/sex distribution and a population growth rate factor (since the NH\&NS was conducted two-and-a-half years after the Census). Finally a weighting factor to compensate for item non-response is included. Subgroup weighting and imputation are the methods used to compensate for
these item nonresponses. By way of i.A.n.e both these approaches will be applied to the data. The abo. $\because, \cdots$ oned weighting process is applied separately to each of $\mathrm{th}_{\mathrm{h}}: \mathrm{tr}$ : rounds as well as the combined data.

Weighting can be a time consuming and complicated exercise in any survey, and therefore it would be beneficial to a developing country to simplify this phase as far as possible, and at the same time not lose any significant information about the estimates.

It might be possible to exclude the weighting factor to compensate for item nonresponses completely from the final weight. It will be shown that in the case of a complex sampling design, where the PSU is often considered to be the subgroup, the variance of ar estimate depends on the variation of the weighting factors of the PSU's within a stratum. The effect of varying weighting factors on the standard error will be investigated in this chapter, by comparing the standard errors of a data set with missing observations, with and without subgroup weighting and with imputation.

Excluding this factor from the overall weight could provide a bureau of statistics in a developing country with a simplified approach to weighting, lessen the workload, and speed up the release of the survey results.

### 4.2 WEIGHTING IN THE NH\&NS

4.2.1 WEIGHTING WITHIN STRATA

The following general procedure was employed to weight the data within the various strata of the NH\&NS (see Stoker 1986):

Let $P_{h i i}$ be tre probability of drawing the i-th PSU from the h-th stratum and let $P_{h 2 i j}$ be the probability of drawing the jth USU from the i-th PSU of the $h$-th stratum given that the i-th PSU has been drawn.

The total probability of drawing the (h,i,j)-th household is then given by

$$
\begin{equation*}
P_{h i j}=P_{h i i} P_{h 2 i j} \tag{4.2.1}
\end{equation*}
$$

If sampling takes place proportionally to some measure of size in the first sampling stage, then

$$
P_{h 1 i}=\frac{m_{h} A_{h i}}{\sum_{i} A_{h i}}
$$

if $m_{h}$ PSU's are drawn from the $h$-th stratum, with $A_{2}$ the measure of size of the i-th PSU from the h-th stratum. If che i-th PSU contains $M_{n i}$ USU's, of which $m_{h i}$ are drawn with equal probability then

$$
\begin{equation*}
P_{h 2 i j}=\frac{m_{h i}}{M_{h i}} \tag{4.2.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
P_{h 1 i} P_{h 2 i j}=\frac{m_{h} A_{h i}}{\sum_{i} A_{h i}} \cdot \frac{m_{h i}}{M_{h i}} \tag{4.2.4}
\end{equation*}
$$

which simplifies further if all $M_{h i}=A_{h i}$ in which case

$$
\begin{equation*}
P_{h i j}=P_{h 1 i} P_{h 2 i j}=\frac{m_{h} m_{h i}}{\sum_{i} A_{h i}} \tag{4.2.5}
\end{equation*}
$$

In order to obtain a self-weighting sample, that is a sample of households drawn in such a way that each household in a particular stratum of the population has an equal total probability of being drawn, one should have

$$
P_{h i j}=P
$$

a constant for all $i$ and $j$.

In this case for example all $m_{h i}=c_{h}$ (i.e. an equal number $c_{h}$ of households are drawn :Erom each drawn PSU in the $h$-th stratum) so that

$$
\begin{equation*}
P_{h i j}=P_{h i i} P_{h 2 i j}=\frac{m_{h} c_{h}}{\sum_{i} A_{h i}} \tag{4.2.6}
\end{equation*}
$$

The weight of the $j$-th household in the $i-t h$ PSU of the $h$-th stratum is therefore

$$
\begin{equation*}
W_{h i j}=\frac{I}{P_{h i j}} \tag{4.2.7}
\end{equation*}
$$

However, if there are nonresponses in the sampled households then

$$
\begin{equation*}
W_{h i j}=\frac{1}{I_{h i} P_{h i j}} \tag{4.2.8}
\end{equation*}
$$

where $r_{h i}$ is the response rate of the i-th PSU from the $h$-th stratum.

### 4.2.2 COMPENSATING FOR MISSING HOUSEHOLDS

Unit nonresponse appears in a survey of individuals when all the information connected to that individual is not coliected. This type of missing information occurs as a result of refusals, or when the respondent is not at home at the time of the interview, or call backs e.g. the respondent being away on holiday or in hospital. This type of nonresponse was not a major problem of the NH\&NS. There were however entire households where data was not collected. The reasons for this missing data is not entirely clear, but it seems that most of it was due to mismanagement in the field and to data processing errors. Refusals were not commonly reported.

The intended number of households for a specific PSU was therefore not always attained. For the rural stratum of Leribe in the Lowlands zone there are seven PSU's each with 505 households. Based oir the 1986 Census there are a total of 27586 households in the population for this stratum. For example for PSU=02107 from this stratum, the intended sample size for each of the three rounds was 63. Considering only the round 2 data of PSU=02107 where only 61 questionnaires were located, equation (4.2.6) becomes

$$
r_{n i} P_{h i j}=(61 / 63) \times((7 \times 505) / 27586) \times(63 / 505)
$$

where $\left.r_{h i}=61 / 63, P_{h 1 i}=(7 \times 505) / 27586\right)$, and $P_{\mathrm{h} 2 \mathrm{ij}}=63 / 505$

```
=(7x61)/27586
```

$=0.01548$

The weight for the households of this PSU of this stratum is therefore

$$
\begin{aligned}
W_{h i j} & =1 / r_{h i} P_{h i j} \\
& =54.6
\end{aligned}
$$

which indicates that one household from the round two data of the survey for PSU=02107 from the rural, Leribe and Lowland stratum, represents 64.6 households in the population.

For an analysis to be performed on the combined results from all three rounds, a combined weight is necessary. Once again one uses the realised sample size so that, since for PSU=02107 for all three rounds a total of 184 households' data out of an intended total of $3 \times 63=189$ households were collected:

```
P
    where }\mp@subsup{r}{hi}{}=184/18
    = (7x184)/27586
    =0.04669
```

and the combined weight is

$$
W_{\mathrm{hij}}=21.417^{1}
$$

[^0]
### 4.3 ADJUSTING THE WEIGHT FOR DIFFERENCES IN THE AGE-SEX DISTRIBUTION - POPULATION SUBGROUP WEIGHTING

When comparing statistics between separate groups of the population, for example between districts, differences between the districts may depend on differences in the age/sex cistribution. Especially in connection with health statistics for example statistics on morbidity - one often wants to adjust for such differences. The reason is that one wants to analyze whether the differences can be fully explained by the differences in the age/sex distribution or if significant differences in morbidity between the districts remain after "elimination" of the differences in the age/sex distribution. Below a method is described to adjust the statistics for differences in the age/ sex distribution, when comparing statistics between groups. This process can also be described as population subgroup weighting, where the various age/sex combinations are regarded as the subgroups. The sample frequencies of these sujgroups are then compared to the known popula己ion distribution to compensate fox the skewness in the data.

### 4.3.1 THE ADJUSTMENT METHOD

Iret us call the survey item $x$ (for example the prevalence of a certain disease). Define the (age/sex) groups to be used for the adjustment. We call them $k=1, \ldots . s$.

The estimate of the total number with the disease for individuals in the age/sex adjustment grcup $k$ is

$$
\begin{equation*}
\sum_{n} \sum_{m} W_{h} X_{n m} l_{2 n k} \tag{4.3.1}
\end{equation*}
$$

(see Wahlstrom(1990))
where $W_{h}$ = raising factors or weights for stratum $h$

$$
\begin{aligned}
\mathrm{X}_{\mathrm{hm}}= & \text { item value for individual } m \text { in stratum } \mathrm{h}: \\
= & 1 \text { if ( } s \text { ) he has the disease } \\
= & 0 \text { if not } \\
I_{\mathrm{hmk}}= & 1 \text { if the individual }(h, m) \text { belongs to adjustment } \\
& \text { group } k, \text { otherwise } 0
\end{aligned}
$$

Only 0,1 variables are considered in the following description of the adjustment method, since this type of variable is commonly found in the NH\&NS.

The estimated total number with the disease in the population is

$$
\begin{equation*}
\sum_{k} \sum_{h} \sum_{m} W_{h} X_{h m} I_{h m k}=\sum_{h} \sum_{m} W_{h} X_{h m} \tag{4.3.2}
\end{equation*}
$$

The estimated tocal number in the adjustment group $k$ is

$$
\begin{equation*}
\sum_{h} \sum_{m} W_{h} I_{h m k} \tag{4.3.3}
\end{equation*}
$$

The estimated proportion of individuals in the adjustment group k with the disease X is

$$
\begin{equation*}
p_{k}(x)=\frac{\sum_{h} \sum_{m} W_{h} X_{h m} I_{h m k}}{\sum_{h} \sum_{m} W_{h} I_{h n k}} \tag{4.3.4}
\end{equation*}
$$

The estimated proportion of individuals in adjustment group $k$ in the population is

$$
\begin{equation*}
E_{k}=\frac{\sum_{h} \sum_{m} W_{h} I_{\text {hmk }}}{\sum_{k} \sum_{h} \sum_{m} W_{h} I_{\text {hnk }}} \tag{4.3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{k} \sum_{h} \sum_{m} W_{h} 1_{\text {nmk }}=\sum_{h} \sum_{m} W_{h}=N \tag{4.3.6}
\end{equation*}
$$

$N=$ the size of the survey population
Formula (4.3.5) describes the distribution of the proportion of individuals in adjustment groups $k=1, \ldots, s$ in the population.

Therefore

$$
\begin{gather*}
p_{k} p_{k}(X)=\frac{\sum_{h} \sum_{m} W_{h} X_{h m} I_{h m k}}{\sum_{k} \sum_{h} \sum_{m} W_{h} I_{h m k}}  \tag{4,3.7}\\
=\frac{\sum_{h} \sum_{m} W_{h h} X_{h m n} I_{h m k}}{N}
\end{gather*}
$$

which is the estimated proportion of individuals to have the disease and belong to adjustment group $k$.

Suppose we want to attach the results to a population where the
distribution of the same adjustment groups is $q_{k}$ where $k=1, \ldots$ s The corresponding equation to (4.3.7) is then

$$
\begin{equation*}
q_{k} p_{k}(X)=\frac{q_{k} \sum_{h} \sum_{m} W_{h} X_{h m} I_{h \pi k}}{\sum_{h} \sum_{m} W_{h} I_{h m k}} \tag{4.3.8}
\end{equation*}
$$

Equation (4.3.8) describes the proportion of individuals to have the disease and belong to the adjustment group $k$ when the distribution of the adjustment groups are $q_{k}$.
The estimated total number with the disease in the survey population is

$$
\begin{align*}
& N \sum_{k} p_{k} p_{k}(X)=N \sum_{k}\left(\frac{\sum_{h} \sum_{m} W_{h} X_{h m} 1_{h m k}}{\sum_{k} \sum_{h} \sum_{m} W_{h} 1_{h m k}}\right)  \tag{4.3.9}\\
= & \sum_{i c} \sum_{h} \sum_{m} W_{h} X_{h m} I_{h m k}=\sum_{h} \sum_{m} W_{h}\left[\sum_{k} 1_{h m k}\right] X_{h m}
\end{align*}
$$

The estimated number with the disease in the adjusted population (still of size N) is

$$
\begin{array}{r}
N \sum_{k} q_{k} p_{k}(X)=N \sum_{k}\left(\frac{q_{k}}{p_{k}}\right) p_{k} p_{k}(X) \\
=\frac{N \sum_{k}\left(\frac{q_{k}}{p_{k}}\right) \sum_{h} \sum_{m} W_{h} X_{h m} I_{h m k}}{\sum_{k} \sum_{i} \sum_{m} W_{h} I_{h m k}} \tag{4.3.10}
\end{array}
$$

$$
\begin{equation*}
=\sum_{h} \sum_{m} W_{h}\left[\sum_{k}\left(\frac{q_{k}}{p_{k}}\right) I_{h a k}\right] X_{h m} \tag{4.3.11}
\end{equation*}
$$

i.e. the adjustment factors are $\left(q_{k} / p_{k}\right) \quad k=1, \ldots, s$ and the new weights or raising factors to be used in the adjusted population are

$$
\begin{equation*}
W_{h i j k}=W_{h i j} \quad\left(q_{k} / p_{k}\right) \tag{4.3.12}
\end{equation*}
$$

where $k=1, \ldots, s$ and $W_{h i j}$ is defined in (4.2.7)

### 4.3.2 APPLYING THE ADJUSTMENT METHOD TO THE NH\&NS

The above adjustment procedure (population subgroup weighting) was applied to the NH\&NS using the results from the 1986 Population Census to form the ratio $q_{k} / p_{k}$ (from (4.3.12)). It is important that the tables from the census and the tables computed from the survey results correspond in order to calculate $\mathrm{c}_{k} / \mathrm{p}_{\mathrm{k}}$. The 'Presence status' from column 4 of Form F of the questionnaire (see Appendix E) is chosen according to which section of the questionnaire is being analyzed. For example only Present $=1$ (i.e. present for most of last 2 weeks and present now) is chosen in the case of the child nutrition section since the children actually had to be measured. The morbidity section includes the respondents for Pres=1 and Pres=2 (Absent now present for most of last 2 weeks, will not return in 7 days). Therefore the tables with the same 'present' status as the questionnaire are chosen from the Census. The only tables that correspond to the same breakdown of the 'present' status are the age/sex/district and the age/sex tables. The age/sex/district tables which provide a more detailed breakdown of the population than just the age/sex breakdown, are therefore used.

Using the combined data from all three rounds, the adjustment
factor $q_{k} / p_{k}$ is the ratio of the age/sex/district totals for the Census ( $q_{k}$ ) over the computed survey totals ( $p_{k}$ ) taking the weighting factor from (4.2.12) into consideration. Table 4.1 is a frequency table of the adjustment factors of the various cells from the age/sex/district adjustment group. There are altogether 360 cells i.e. 18 age sroups for every 5 year age group x 2 sex categories x 10 districts. Only $52 \%$ of the adjustment factors lie between 0.85 and 1.15 , and the large variation in the adjustment factors might also reflect the age/sex/(rural or urban) breakdown of the population. However since the age/sex/district tables are the only appropriate tables found in the Census tables, they are included ir the weighting factor (see equation (4.3.12)).

Table 4.1 Frequency table of the adjustment factors for the age/sex/district adjustnent group

| Ratio | Frequency | Percent |
| :--- | :---: | :--- |
| $0.00-0.5$ | 3 | 0.8 |
| $0.5-0.75$ | 39 | 10.8 |
| $0.75-0.85$ | 43 | 11.9 |
| $0.85-0.95$ | 60 | 16.7 |
| $0.95-1.00$ | 33 | 9.2 |
| $1.00-1.05$ | 37 | 10.3 |
| $1.05-1.15$ | 55 | 15.3 |
| $1.15-1.25$ | 39 | 10.8 |
| $1.25-1.50$ | 38 | 10.6 |
| $1.50-2.00$ | 9 | 2.5 |
| $2.00-$ | 4 | 1.1 |
| Total cel1s | 360 | 100.0 |

The same process was applied to each round. However since there is approximately only one third of the combined data in each round, creating 360 cells is problematic since some cells are empty i.e. there are no individuals in a specific age, sex, and district, generated from the survey. The age/sex/district raising
factors from the combined rounds are therefore used in each round, since one would not expect this ratio to change dramatically over 6 months, i.e. from the first round to the last round.

### 4.4 ADJUSTING THE WEIGHTS FOR A POPULATION GROWTH RATE

The population of Lesotho which was 426000 in 1911 increased to 1605177 in 1986 giving an average annual exponential growth rate of $1.8 \%$. This growth rate was not uniform throughout the period. From Table 4.2 it is evident that the growth rate fluctuated between $0.4 \%$ in 1936-4\% and $2.8 \%$ between 1976-86.

Table 4.2 Population size and growth, Lesctho 1911-1386

|  | 1911 | 1921 | 1936 | 1946 | 1956 | 1966 | 1976 | 1986 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Population(000) | 425 | 543 | 651 | 689 | 794 | 968 | 1217 | 1605 |
| Annual <br> Growth rate (\%) | $\begin{array}{lllllll} 2.4 & 1.3 & 0.4 & 1.4 & 2.0 & 2.3 & 2.8 \end{array}$ |  |  |  |  |  |  |  |

The fluctuating growth rates in the period before 1966 could be aitributed to various reasons, chief among which are (1) the relative inaccuracy in the data and (2) the varying fertility, mortality and migration. Coming to recent periods, the high growth between 1966 and 1976 is attributed to (I) the under enumeration in the 1966 census, (2) the improvement in enumeration in 1976, (3) the fall in mortality and (4) some increase in fertility between 1966 and 1976 the consequence of improved health, morbidity and mortality. According to the Lesotho Bureau of statistics the current growth rate of $2.6 \%$ is approximately correct, and it is the growth rate which has been adopted by the various users in Lesotho. The 1986 Census was conducted in mid April. The June 1988 round was conducted 2.125 years after the Census, the November 1988 round 2.542 years later, and the March 19892.875 years later. Therefore, for example, the growth fact'r for the June 1988 survey is $e^{0.026 \times 2.125}$.

For the combined rounds the starting date is considered to be between June 1988 and March 1989, which is 2.5 years later, and the growth factor is therefore $e^{0.026 \times 2.5}$.

The weight associated with each observation, taking all the above adjustments into consideration, cornsists of the following:

WEIGHTI = WEIGHT (reciprocal of the probability proportinnal to size adjusted for missing households using the Census data (see Section 4.2))
$x$ AGE/SEX ADJUSTMENT FACTOR (see Section 4.3) $x$ GROWTH RATE FACTOR (see Section 4.4)
(4.4.1)

The totals for the three rounds as well as the combined rounds are in Table 4.3. The increase of 1407871 from June 1988 to 1423218 November 1988 is due to the growth rate factor.

Table 4.3 Weighted population totals from the NH\&NS for 'Pres=1'

| June 1988 | 1407871 |
| :--- | :---: |
| November 1988 | 1423218 |
| March 1989 | 1435594 |
| Combined Rounds | 1421665 |

### 4.5 COMPENSATING FOR ITEM NONRESPONSE

This type of missing data appears in a survey when the sampled person is contacted and certain responses to certain questions of the respondent are not obtained by the interviewer. Invalid data are often treated as item nonresponses. The methods of imputation and subgroup weighting for compensating for item nonresponses have been discussed in the literatuxe (Stoker 1985,1997). There are also two approaches that are sometimes followed in practise for compensating for item nonresponses (Stoker 1985,1997) when $50 \%$ or more data from a subgroup is missing. The first approach is to combine a subgroup with a weighting factor larger than two (i.e. with a greater than $50 \%$ item nonresponse) with a neighbouring subgroup, and thus decrease the number of subgroups. The second approach used by some
researchers is to scale all weighting factors larger than 3 to 3. By following this approach, there is the disadvantage of increasing the bias of the estimate, but at the same time there is the advantage of placing a limit on the variation of the weighting factors which would otherwise increase the variance of an estimate. In Section 4.5 .3 a resampling procedure is described showing the effect of varying proportions of missing observations or. the standard error.

The first step in applying imputation is to identify appropriate subyroups from where the compensation of the missing information will take place. $F$.. a complex survey design, the subgroup is usually taken to be a cluster (PSU), since it is expected that respondents in the same cluster are similar i.e. they have similar socioeconomic ard geographic characteristics.

However if tnere is no clustering or if there is reason to believe that more appropriate subgroups than clusters can be formed in the case of a compiex survey design, a technique such as CHAID (Chi-Squared Automatic Interaction Detection) analysis (Kass 1980) can re used to identify these subgroups.

This technique is applicable when one has a categorical response variable, which is to be predicted using some or all of a number of available predictor variables. It makes no assumption about the data, and can thus be regarded as a non-parametric technique. The idea behind the technique is that one would like to find yioups in the data for which the variability is much lower than in the data set as a whole, by partitioning the data into groups, according to the available predictor variables. One thus examines each predictor variahle in turn, and finds the split that gives the greatest reduction in the overall variability of the response variable. The variable that gives the greatest reduction is then chosen as the "splitting" variable. The data are then partitioned into subgroups according to the splitting categories of this variable. Each subgroup is then examined in turn, and further
splits made. Each split is only made if it results in a significant reduction (using a Chi-square test) in the variability.

In the case of the NH\&NS, the PSU is used as the subgroup in order to apply imputation.

### 4.5.1 SAMPLE SUBGROUP WEIGHTING

If the p-th subgroup is considered then the raising factor of a particular item in the p-th subgroup is
$r f(p)=n_{p} / m_{p}$
where $n_{p}$ is the planned sample size and $m_{p}$ the realized sample size in the poth subgroup i.e. each item has its own rf(p).
In the case of item nonresponses, a program called ADDFACTOR was written in SAS (see Appendix B) to calculate a raising factor for each PSU (the PSU was considered as the subgroup). For example the raising factors for the first stratum consisting of two PSUs can be seen in Table 4.4 below

Table 4.4 Calculating a raising factor in the case of item nonresponses in Educational Attainment for PSU=01101 and PSU=01108

| STRATUM 1 | FREQUENCY | PERCENTAGE | RAISING FACTOR |
| :--- | :---: | :---: | :---: |
| PSU=01101 |  |  |  |
| VALID | 198 | 95.7 | 1.045 |
| MISSING | 9 | 4.3 |  |
| PSU=01108 |  |  |  |
| VALID | 201 | 98.0 | 1.005 |
| MISSING | 4 | 2.0 |  |

Below are the frequencies and percentage before and after subgroup weighting for the variable IDATTAIN (educated/uneducated) from the Round 4 data. Table 4.5 shows that before subgroup weighting $83.2 \%$ of respondents from PSU=01101
have less than a standard 5 education level, whereas after subgroup weighting it is $85.4 \%$.

These raising factors are then incorporated into the final weight so that from (4.4.1)

$$
\begin{equation*}
\text { WEIGHT2 }=r f(p) \times \text { WEIGHT1 } \tag{4.5.2}
\end{equation*}
$$

Table 4.5 The effect on the frequencies and percentages before and after subgroup weighting, for the education level attained, from the round 4 data.

| var=EDATTAIN |  | FREQUENCY | PERCENTAGE |
| :---: | :---: | :---: | :---: |
| UNEDUCATED | before after | $\begin{aligned} & 13645 \\ & 14010 \end{aligned}$ | $\begin{aligned} & 83.2 \\ & 85.4 \end{aligned}$ |
| EDUCATED | before after | $\begin{aligned} & 2329 \\ & 2389 \end{aligned}$ | $\begin{aligned} & 14.2 \\ & 14.6 \end{aligned}$ |
| MISSING | before after | $\begin{gathered} 425 \\ 0 \end{gathered}$ | $\begin{gathered} 2.6 \\ 0 \end{gathered}$ |
| TOTAL |  | 16399 |  |

### 4.5.2 IMPUTATION FOR ITEM NONRESPONSES

Another method to compensate for item (partial) non-responses in order that a so-called square data set is obtained, is the method of imputation. The advantages associated with the imputation technique are the following:

- it simplifies the statistical analysis of the data set,
- it reduces in general the possible bias in the estimators,
- it leads to consistent results for different analyses, which is not the case in the analysis of a data set with missing observations.

The disadvantages associated with imputation are that:

- it does not guarantee less biased estimators,
- : can increase the size of the standard errors of the
estimators, and thereby reduce their precision.
- an imputed data set can create the impression that the data set is complete, which could result in a false perception of the sample size.

In presenting results of a data set that contains imputed values, it is advisable to analyze the data with and without the imputed values, in order to assess their effect on the precision of the estimators.

## IMPUTATION METHODS

Let $y_{h i}$ be the ith value of the item of interest in the h-th stratum where $h=1, \ldots, g$ and $n_{h}$ the number of values in the $h$-th stratum (this includes $I_{h}$ missing values). Therefore there are $n_{h}-I_{h}$ valid observations.

## 1) Global arerage imputation

If $\bar{Y}_{h}$ is the average value $c^{-} y$ for all respondents that have responded, and $Y_{m i}$ is the imputed value of $y$ for the ith respondent where $m=1, \ldots, l_{\mathrm{h}}$, then it follows that

$$
y_{m i}=\bar{y}_{h}=\frac{1}{\bar{x}_{h}-I_{h}} \sum_{i} y_{h i}
$$

for all missing values of $y$.
2) Stochastic global imputation

In this method

$$
y_{m i}=\bar{y}_{h}+e_{m i}
$$

where

$$
e_{\mathrm{mi}}=\mathrm{y}_{\mathrm{hk}}-\overline{\mathrm{y}}_{\mathrm{h}}
$$

and $Y_{h k}$ is the $y$-value of a randomly chosen respondent from the response group of those units which responded for this particular item. Therefore

$$
Y_{m i}=y_{\mathrm{hk}}
$$

3) Average value imputation within an imputation class Imputation classes are formed from subgroups of the data, where households are cross-classified by a few variables such as size of household, or number of people employed, and these are used to create a number of homogenous imputation classes. Therefore a missing observation can be replaced by a valid observation from an imputation class with similar characteristics.

Let $\bar{Y}_{\mathrm{hs}}$ be the average value of y for the s -th imputation class where all values of $y$ are available, and $y_{m s i}$ is the imputed value of $y$ for the i-th respondent of the s-th imputation class where the $y$-value is missing, then

$$
Y_{\mathrm{msi}}=\bar{Y}_{\mathrm{hs}}
$$

4) Stochastic imputation within an imputation class The i-th imputed $y$ value in this case is written as

$$
Y_{\mathrm{msi}}=\bar{Y}_{\mathrm{hs}}+\mathrm{e}_{\mathrm{msi}}
$$

where $e_{\text {msi }}=Y_{\text {hsk }}-\bar{Y}_{\mathrm{hs}}$
so that $Y_{m s i}=Y_{\text {hsk }}$

Here $Y_{\text {hsk }}$ indicates the $y$-value of a randomly chosen respondent within the s-th imputation class of those units which responded for this particular item.
5) The cold-deck procedure

The cold-deck procedure is applied where households from a previous survey are cross-classified by a few variables such as size of household, or number of people employed, and these are used to create a number of homogenous imputation classes. If in the actual survey there is a nonresponse to a sensitive issue such as income, that information will be taken from the previous survey with the similar classification. To select the missing responses from the imputation class concerned, one can use a random selection of the available responses within that imputation class; or alternatively the average of the responses in the imputation class can also be used (Nordbotten 1963). There are some instances where an adjustment to the imputed value would be necessary. For instance for an item on income, the imputed value obtained from the previous survey would have to be adjusted for inflation which occurred over the time interval between the two surveys.
6) The hot-deck procedure

The hot-deck procedure uses an imputed value that is taken from the last preceding unit that falls in the same imputation class from the same survey. The reasoning behind this approach is that it is firstly easy for computer operations and secondly it is expected that a nearby household will be closer to the true value of the nonresponse than the information emanating from a random response from that imputation class. When there is more than one round for a survey, missing information can be obtained from the previous round. Efficient linkage programs would however be necessary.
7) Stochastic regression imputation method The regression model is given here by

$$
y_{m i}=h_{z o}+\sum_{j} \hat{b}_{r j} z_{j i}+e_{m i j}
$$

where the $z_{j i}$ are the other responses (which are not missing) that are available from the imputation class from which the particular item is missing, and where the $\hat{\mathrm{b}}$ 's can be estimated by standard methods such as ordinary least squares.

The assumptions about the distribution of the residual terms are that:

- the residuals are normally distributed with mean zero and equal variances, or that
- the distribution of the residuals $e_{m i j}$ is inspecified and are randomly chosen out of the collection of residual values of respondents where $y$ values are present, globally or within an imputation class (Stoker 1985).
4.5.3 AN EYAMPLE ILLUSTRATING THE EFFECT ON THE PRECISION OF AN ESTIMATE FOR VARIOUS PROPORTIONS OF MISSING OBSERVATIONS USING SAMPLE SUBGROUP WEIGHTING AND IMPUTATION

The process of compensating for item nonresponse is illustrated by way of an example using the dichotomous variables, education and gender, from the NH\&NS. A person having reached only a Standard 5 education level or lower was considered to be 'uneducated', and any education level above standard 5 was considered to be 'educated'. Only respondents over the age of 20 years were considered.

In the context of this thesis, a SAS program which we have called RANDALO (random allocation) see (Appendix C) was written to perform the following experiment:
(i) The PSU's within each stratum were randomly assigneci to two groups. The PSU was considered to be the subgroup, since it was assumed that people coming from the same PSU's belong to similar socioeconomic groups, and thus have similar education levels.
(ii) Using a SAS randomization procedure, a certain percentage of the data (for a specific variable) in each PSU was assigned to missing (the percentage depended on which group the PSU was assigned to).
(iiii) Thereafter the SAS program STANDERR calculated the standard errors of the estimated proportions falling into the four categories in the contingency table (educated females, uneducated females, educated males, uneducated males) obtained from this data set, with and without subgroup weighting, and with imputation. The SAS program IMPUTER (see Appendix D) was written to impute missing observations within a subgroup.
(iv) Steps (i) to (iii) were then repeated 200 times. A data set consisting of the following wis therefore created: $200 \times 4$ standard errors (for the four categories in the contingency table) with subgroup weighting, 200 x 4 standard errors without subgroup weighting, and $200 \times 4$ standard errors using imputation.
(v) Finally the average standard errors for each of the four cells was calculated for each of the three methods: subgroup weighting, no subgroup weighting, and imputation and these were compared with each other. (Please note the footnote on Page 81)

## Experiments 1-3

Following the above procedure, the first experiment investigated a data set with $50 \%$ of the observations in each PSU set to missing. This experiment is indicated by 5050 in Table 4.6 i.e. $50 \%$ were set to missing in one group and $50 \%$ were set to missing in the other group. Similarly Experiment 2 and Experiment 3 were respectively experiments with $10 \%$ (indicated by 1010) and $90 \%$
(indicated by 9090) set missing in each PSU. These three experiments represent situations where there is no variation in the proportion missing allocated to each group in (i).

## Experiment 4

In the first randomly assigned group (from step (i)) $50 \%$ of the observations were randomly set to missing, and in the second group $10 \%$ of the observations were set to missing. This experiment represents a data set where there is a big variation in the number of missing observations in the PSU 's of each stratum.

## Experiment 5

In the first group $10 \%$ of the observations were randomly (without replacement) set to missing, and in the second group $90 \%$ of the observations were set to missing. This experiment represents a data set where there is an extremely large variation (larger than Experiment 4) in the number of missing observations in the PSU's of each stratum.

## Experiment 6

In the first group $90 \%$ of the observations were randomly set to missing, and in the second group $50 \%$ of the observations were set to missing. This experiment represents a data set where there is a large variation in the number of missing observations in the PSU's of each stratum. The $40 \%$ difference in the proportion missing between the two groups is the same as in Experiment 4, however the overall percentage missing is much larger.

The standard errors resulting from these six experiments are given in Table 4.6, where sub=subgroup weighting, nos=no subgroup weighting or imputation, and imp=imputation. Ther $=$ were four factors for each standard error : education level, gender, experiment (proportion missing) and type of weighting technique (sub=subgroup weighting, imp=imputation and nos=no subgroup weighting or imputation). A multifactor analysis of variance
procedure was applied to the data to evaluate the effect of each of these factors on the standard error. Of primary interest is the interaction between the factors "weighting" and "experiment", so that a clear indication of the trend of the standard errors for different combinations of subgroup/imputation technique and experiment are shown. The distribution of this data set was slightly skewed to the right and therefore a log transformation was performed on the data which produced a more normally distributed data set. The standard errors are shown in Table 4.6, the means for the different factor levels in Table 4.7 (both for the untransformed and transformed variables), and the results from the analysis of variance procedure are shown in Table 4.8.

Table 4.6 Two-way table of standard errors for six experiments using three approack-?s to deal with nonresponses

|  | FEMPLES |  |  | MALES |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| UNEDUCATED | sub | 1010 | 0.0041231 | sub | 1010 | 0.0041834 |
|  | nos | 1010 | 0.0041231 | nos | 1010 | 0.0041834 |
|  | imp | 1010 | 0.0041925 | imp | 工010 | 0.0042379 |
|  | sub | 5050 | 0.0045334 | sub | 5050 | 0.0046051 |
|  | nos | 5050 | 0.0045334 | nos | 5050 | 0.0046051 |
|  | imp | 5050 | 0.0047476 | imp | 5050 | 0.0048424 |
|  | sub | 5010 | 0.0043427 | sub | 5010 | 0.0044035 |
|  | nos | 5010 | 0.0047173 | nos | 5010 | 0.0047517 |
|  | imp | 5010 | 0.0044445 | imp | 5010 | 0.0045078 |
|  | sub | 9090 | 0.0072138 | sub | 9090 | 0.0073920 |
|  | nos | 9090 | 0.0072138 | nos | 9090 | 0.0073920 |
|  | imp | 9090 | 0.0074722 | imp | 9090 | 0.0076205 |
|  | sub | 9050 | 0.0060137 | sub | 9050 | U. 0061348 |
|  | nos | 9050 | 0.0066900 | nos | 9050 | 0.0069118 |
|  | imp | 9050 | 0.0062566 | imp | 9050 | 0.0063609 |
|  | sub | 9010 | 0.0058261 | sub | 9010 | 0.0059789 |
|  | nos | 9010 | 0.0070551 | nos | 9010 | 0.0071103 |
|  | imp | 9010 | 0.0059788 | imp | 9010 | 0.0061309 |
| EDUCATED | sub | 1010 | 0.0042323 | sub | 1010 | 0.0035380 |
|  | nos | 1010 | 0.0042323 | nos | 1010 | 0.0035380 |
|  | imp | 1010 | 0.0042844 | imp | 1010 | 0.0035661 |
|  | sub | 5050 | 0.0045829 | sub | 5050 | 0.0037544 |
|  | nos | 5050 | 0.0045829 | nos | 5050 | 0.0037544 |
|  | imp | 5050 | 0.0047681 | imp | 5050 | 0.0038747 |
|  | sub | 5010 | 0.0044114 | sub | 5010 | 0.0036619 |
|  | nos | 5010 | 0.0048398 | nos | 5010 | 0.0040435 |
|  | imp | 5010 | 0.0045008 | imp | 5010 | 0.0037387 |
|  | sub | 9090 | 0.0070975 | sub | 9090 | 0.0053854 |
|  | nos | 9090 | 0.0070975 | nos | 9090 | 0.0053854 |
|  | imp | 9090 | 0.0072971 | imp | 9090 | 0.0055099 |
|  | sub | 9050 | 0.0059434 | sub | 9050 | 0.0046047 |
|  | nos | 9050 | 0.0060065 | nos | 9050 | 0.0058671 |
|  | imp | 9050 | 0.0061726 | imp | 9050 | 0.0047228 |
|  | sub | 9020 | 0.0057404 | sub | 9010 | 0.0045291 |
|  | nos | 9010 | 0.0072338 | nos | 9010 | 0.0063203 |
|  | imp | 9010 | 0.0058673 | imp | 9010 | 0.0046203 |

Table 4.7 Mean standard error and mean log standard error by gender, education level, subgroup/imputation/none and experiment

| Variable | N | Mean | Std Dev | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SE | 36 | 0.3055322 | 0.0011846 | 0.0041231 | 0.0074722 |
| LOGSE | 36 | -5.2191933 | 0.2121060 | -5.4911500 | -4.8965658 |
| Variable | N | Mean | Std Dev | Minimum | Maximum |
| SE | 35 | 0.0050494 | 0.0012336 | 0.0035380 | 0.0076205 |
| LOGSE | 36 | -5.3161086 | 0.2357399 | -5.6441937 | - 2.8769133 |
| Variable | N | Mean | Sta Dev | Minimum | Maximum |
| SE | 36 | 0.0050027 | 0.0011614 | 0.0035380 | 0.0072971 |
| LOGSE | 36 | -5.3229158 | 0.2253203 | -5.6441937 | -4.9202783 |
| Variable | N | Mean | Sta Dev | Minimum | Maximum |
| SE | 36 | 0.0055789 | 0.0012351 | 0.0041231 | 0.0076205 |
| LOGSE | 36 | -5. 2123861 | 0.2198649 | -5.4911500 | -4.8769133 |
|  |  | ----- | SUBIMP:imp |  |  |
| Variable | N | Mean | Sta Dev | Minimum | Maxjimum |
| SE | 24 | 0.0052381 | 0.0011937 | 0.0035662. | 0.0076205 |
| LOGSE | 24 | -5.2756906 | 0.2214444 | -5.636282\% | -4.8769133 |
| Variable | N | Mean | Std Dev | Minimum | Maximum |
| SE | 24 | 0.0055412 | 0.0013412 | 0.0035380 | 0.0073920 |
| LOGSE | 24 | -5.2243756 | 0.2468705 | -5.6441937 | -4.9073569 |
| Variable | $N$ | Mean | Std Dev | Minimum | Meximum |
| SE | 24 | 0.0050930 | 0.0011406 | 0.0035380 | 0.0073920 |
| LOGSE | 24 | -5.3028867 | 0.2159802 | -5.6441937 | -4.9073569 |
|  |  |  | EXPRRIM $=1010$ |  |  |
| Variable | N | Mean | Std Dev | Minimum | Maximum |
| SE | 12 | 0.0040362 | 0.000298400 | 0.0035380 | 0.0042844 |
| LOGSE | 12 | -5.5150976 | 0.0770596 | -5.6441937 | -5.4527748 |
|  |  |  | EXPERIM $=5010$ |  |  |
| Variabie | N | Mean | Std Dev | Minimum | Maximum |
| SE | 12 | 0.0043645 | 0.000374914 | 0.0036619 | 0.0048398 |
| Logse | 12 | -5.4378082 | 0.0890844 | -5.6037731 | -5.3305819 |
|  |  |  | EXPERIM $=5050$ |  |  |
| Variable | N | Mean | Std Dev | Minimum | Maximum |
| SE | 12 | 0.0044320 | 0.000397251 | 0.0037544 | 0.0048424 |
| LOGSE | 12 | -5.4228169 | 0.0939316 | -5.5848268 | -5.3303448 |


| Variable | N | Mean | Std Dev | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SE | 12 | 0.0060318 | 0.000859945 | 0.0045291 | 0.0072238 |
| LOGSE | 12 | -5.1205473 | 0.1486801 | -5.39723.0 | -4.9303741 |
| Variable | N | Mean | Std Dev | Minimum | Maximum |
| SE | 12 | 0.0060404 | 0.000724979 | 0.0046047 | 0.0069118 |
| LOGSE | 12 | -5.1165230 | 0.1286908 | -5.3806778 | -4.9745252 |
| Variabie | N | Mean | EYPERIM $=9090$ Std Dev | Minimum | Maximum |
| SE | 12 | 0.0068398 | 0.000865509 | 0.0053854 | 0.0076205 |
| LOGSE | 12 | -4.4931126 | 0.1363197 | -5.2240637 | -4.8769133 |

Tablc 4.8 Analysis of Variance (ANOVA) table of the main effects and the interaction terin between 'experiment' and 'subgroup/impute' for Log(SE)

| Source | DF | Sum of Squares | Mean Square | $F$ value | Pr $>\mathrm{F}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| GENDER | 1 | 0.16906667 | 0.16906667 | 30.77 | 0.0001 |
| EDUCATIOA | 1 | 0.21990265 | 0.21990265 | 40.02 | 0.0001 |
| SUBIMP | 2 | 0.07629488 | 0.03814744 | 6.94 | 0.0021 |
| EXPEPINENT | 5 | 2.80932303 | 0.56186461 | $\pm 02.27$ | 0.0001 |
| SUBTMP*EXPERIMENT | 10 | 0.12846251 | 0.01284525 | 2.34 | 0.0231 |
| Error | 52 | 0.28569597 | 0.00549415 |  |  |
| Corrected Total | 71 | 3.68874572 |  |  |  |

R-square=0.922549
From Tables 4.7 and 4.8 it can be seen that there is a significant difference between the mean log standard errors of males and females ( $\mathrm{p}=0.0001$ ) and of educated and uneducated individuals ( $p=0.0001$ ) in the study. The significant differences in the mean log standard errors can be attributed to the different sample sizes in the education and gender categories of the NHi\&NS. Of primary interest is the effect of the type of experiment and the subgroup/imputation effect on the standard error. As main effects there are significant differences between the six experiments ( $p=0.0001$ ) and between the three approaches in dealing with missing data ( $p=0.0001$ ). The interaction term SUBIMP*EXPERIMENT is significant ( $p=0.0108$ ) and an interaction plot is displayed in Figure 4.1.

From Figure 4.1, as is expected, there is seen to be a gradual increase in the mean log standard error (for subgroup weighting, imputation and none) from the 1010 experiment, where the least number of observations were set to missing, to the $9090^{2}$ experiment where the most observations were set to missing. When a constant number of observations were set to missing in both groups (i.e. experiments 1010, 5050 and 9090) the mean log(SE) for SUBIMP=none and SUBIMP=subgroup are the same. This is because the weighting factor for SUBIMP=subgroup is consistently larger (by the same constant) than SUBIMP=none and as a result it has no effect on the standard error. In Chapter 6 the formula for a standard error for a complex survey design is given (see equation 6.2.11). It can be shown trat when each observation in the sample has the same weighting factor to compensate for item nonresponse, the log standard error which is calculated for subgroup weighting is the same as that then no subgroup weight is used.

In each experiment, subgroup weighting performs better than imputation i.e. subgroup weighting has a lower mean log standard error than imputation. The largest differences in log standard errors between no subgroup weighting and subgroup/imputation appears in all four groups of experiment 9010 in which there is the largest variation of missing data between the two groups (experiment 5). To a lesser degree this difference is also observed in experiment 9050 (experiment 6).

These results clearly indicate that the larger the variation in the proportion of missing data between PSU's in a complex design such as the NH\&NS, the more important subgroup weighting or imputation becomes. Based on the above experiment, sample subg oup weighting is recommended in preference over imputation for the following reasons:

[^1]1) Sample subgroup weighting is less complicated than imputation to implement.
2) Sample subgroup weighting produces more precise estimates (i.e. lower standard errors) than imputation ${ }^{3}$.

Improved training and monitoring of the interviewers would go a long way to eliminate the need for subgroup weighting. Highly skilled int:erviewers conduct an interview efficiently and check their questionnaires thoroughly, thus preventing many item nonresponses and the need for subgroup weighting.

For a bureau of statistics deciding on whether to include or exclude a weighting factor to compensate for item nonresponse, it is necessary to compare the proportions of missing data from the various PSU's within a stratun in order to establish the variation. Where there is only a small variation in the weighting factors due to item nonresponses amongst PSU's in a stratum, those weighting factors can be excluded from the overall weight. However, when there are large variations in the weighting factors, there may be a substantial increase in the magnitude of the standard error if subgroup weighting or imputation are not used. While it would save much time always to exclude subgroup weighting from the weighting procedure, such an approach should be followed with caution i.e. only if item nonresponse is small or if it is evenly spread across PSU's.

[^2]
## CHAPTER 5

DEALING WITH ANTHROPOMETRIC DATA

### 5.1 INTRODUCTION

In developing countries protein energy malnutrition (PEM) has been identified as one of the most important nutritional problems in the world today. In the under 5 year age group, a large proportion of the morbidity and mortality in these countries are attributed to nutritional deficiencies (Kenya (1991)). Due to the importance of nutritional status as an indicator of health status in a population, it has been decided to apply the techniques of the previous chapters to the anthropometric data in the NH\&NS. The various issues unique to child nutrition data that can cause errors in the results (such as the choice of cut-off points and using a problematic reference population) are considered. Errors resulting from the data collection phase are explained, as is the data cleaning procedure implemented in the NH\&NS. The analysis of the remaining sections of the NH\&NS are presented in Chapter 9. PEM is usually characterized by the failure to grow and a deficiency in weight. In anthropometry, in order to assess the nutritional status of children, height and weight are measured and used to construct the following indices: weight-for-age, height-for-age, and weight-for-height. The nutritional status of children has been proposed as a measure of the development of a country. After growth faltering in the first few years of life there is rarely compensatory catch-up growth later on (Sommerfelt 1991).

The World Health Organization (WHO Working group (1986)) identifies inadequate food intake and infections as the primary cause of growth impairment in children in developing countries. They further comment that "a deficit in growth is not necessarily the most sensitive indicator of inadequate nutrition; for exampie, a marginally inadequate energy intake may cause a reduction in physical activity before there is any impairment in
growth.". One has to therefore look at a combination of information when assessing the nutritional status of an individual or population. In addition to anthropometric methods, the following methods to assess nutritional status can also be used:
(i) Dietary methods, where one looks at the inadequacies of one or more nutrients due to low levels in the diet.
(ii) Investigation of certain factors such as the use of certain drugs, dietary components, or disease states, which interfere with the ingestion, aissorption, transport, utilization, or excretion of the nutrients.
(iii) Laboratory methods where one would examine a person by using biochemical tests, and/or tests that measure physiological or behavioural functions.
(iv) Clinical methods: i.e. taking a medical history and making a physical examination.

Depending on the study objectives, the costs and the time available, any of the above, could be used to assess the nutritional status of an individual or population.

In this thesis only anthropometric methods are investigated, since it was the only approach used by the BOS in the NH\&NS.

Keller (1991) indicates why anthropometric assessments of nutritioral assessment using weight and stature should be confined to populations rather than individuals - "Both stature and weight as well as growth in general are very unspecific indicators of nutritional status. To allow a diagnosis of malnutrition in an individual child, the finding of reduced weight or height increments must be accompanied by other indications of malnutrition. For nutritional assessments the measurement of stature and weight alone is therefore mostly
applied to populations rather than to individuals. In populations epidemiological and probability considerations can be used to arrive at a nutritional diagnosis if non-nutritional factors are excluded as major causes."

The use of anthropometric data in population studies has several purposes. (1) They can provide a general indication of the magnitude of the problem of malnutrition in the population in order to assist political sensitization and mobilization of resources; (2) they can provide an accurate estimate of the prevalence of: malnutrition on a one-time basis and for monitoring trends over time; (3) they can be used to assess the distribution of PEM across various geographic and socioeconomic groups; (4) they can contribute to an analysis of determinants of DEM. (Pelletier (1991)); and (5) they are important in evaluating the impact of intervention programmes such as supplementary feeding programmes.

### 5.2 USING RRFERENCE POPULATIONS

### 5.2.1 THE REQUIREMENT'S OF A REFERENCE POPULATION

A generally healthy, well-nourished child population of sufficient size is the requirement for a reference population (Waterlow et al. 1977)). Keller (1991) gives the following recommendations for a reference population : "In fact, if the reference population is based on data from a generally healthy and well-nourished population, and if there is an equal genetic growth potential in different populations, there seems to be no major reason not to use, with some reservations, a reference population as a norm, representing the growth that could be attained by any child population growing up under similarly favourable conditions.". An international reference population will permit comparisons and analyses of survey results made at different times or in different countries (Graitcer and Gentry (1981)).

Cameron (1991) gives the following reasons for not being able to create adequate reference data in developing countries: "the logistical basis to achieve such standards is simply not available in these countries because they are developing countries without the infrastructure necessary to succeed with these tasks. In short, the nutritional field worker, or indeed the human scient.ist, who attempts to document the nutritional status of the individual or community in a developing country is constantly faced with less than ideal circumstances within which he has little or no opportunity to exercise 'ideal' procedures".

There has been much debate on the appropriateness of using a healthy, well-nourished population as a reference for a developing country. Pelletier (1991) remarks on the effect of genetic differences when he writes "genetic differences in early child growth are commonly perceived to exist, even though the scientific evidence suggests otherwise." Pelletier(1991) further comments that in most cases, if one were to use a sample of the more privileged children from a developing country, the mean stature would fall between the 35 th and 65 th percentile of the National Center for Health Statistics (NCHS) reference population. Pelletier finds however the exception to these findings in the Asian region (Japan, Taiwan, Hong Kong) where real genetic differences are found, and a revised reference population is required. Pelletier (1991) also contrasts the means for privileged samples with those of less priveledged samples from the same population and shows that the differences associated with socineconomic status are far greater than those attributable to genetic differences. Keller(1991) points out that the elites may be of different ethnic origin from the general population. While this has occasionally been found to be true, the overwhelming number of studies in the literature contradict this idea. Studies often discussed in this respect are those of Watson and Lowry (1975) and Wingerd et al. (1971) which show that American black children demonstrate no significant differences in their height attainment to similar white children, proving the equality of genetic potential between African children (who
originate from mainly developing countries) and those of other racial groups. Pelletier (1991) suggests that a subsample be chosen of the priveledged section of the population, and a comparison made of the mean stature with that of the reference population, in order to test the applicability of the reference population.

For those cases where "privileged" or "elite" children cannot be easily identified, Cameron(1991) gives a solution by arguing his interpretation of normal growth: "Normal growth must be that reflected by children who live in a particular environment and demonstrate good health. In the context of a developing country 'good health' is usually taken as freedom from illness or disease as reflected in a normal growth rate, i.e. a growth rate that maintains a child's centile position relative to his peers. The fact that the distance centile resulting from this velocity may be below NCHS centiles (see Section 5.2.2), does not, in itself, indicate that the child is unhealthy. It does mear however, that given the environment within which the child is living, the child is managing to maintain a normal growth rate i.e. a growth rate which is not causing it to fall behind its peers. Of major importance is the fact that we do not accept such a growth rate as being equivalent to the target growth which could be achieved given better nutritional and socioeconomic conditions."

Since no better reference population than the NCHS/CDC population exists and because of the fact that it is recommended by the World Health Organization, Z-scores are calculated from this reference population to determine the nutritional status of the NH\&NS.

### 5.2.2 THE NCHS/CDC REFERENCE POPULATION

While reference populations have been established in a number of countries, the world Health Organization in 1978 identified and recommended that the reference population constructed by the combined task force of the National Center for Health Statistics
(NCHS) and the Centers for Disease Control(CDC) was the most suitable for development as the international growth reference. The NCHS/CDC reference population comprises data from the Fels Research Institute (see below) and the Health Examination Surveys (HES) of the NCHS.

The Fels Research Institute data is from a longitudinal study of growth. A convenience sample of 867 children from white middleclass families living near Yellow Springs, Ohio was used. On average 720 children were measured at birth and at age $1,3,6$, 9, 12, 24, 30, and 36 months between the years 1929 and 1975, and smoothed observed percentile curves of weight-for-age, length-for-age, and weight-for-length were derived (Hamil PVV et al. (1979)).

The NCHS data is from three HES surveys conducted across the United States of America, that used stratified probability sampling designs: HES Cycle I for ages 6-11 years (1.963-65), HES Cycle II for ages 12-17 years (1966-70), and the first National Health and Nutrition Examination Survey (HANES I) for ages 2-17 years (1971-74). For this sample smoothed observed percentile curves of weight-for-age, stature-for-age, and weight-for-stature were derived for ages $2-18$ years. Due to the design and the location of the Fels Research Institute sample, it cannot be regarded as representative of children in this age range throughout the United States. It is however the best available data set for children under two years. The NCHS data on the other hand can be regarded as reliable population estimates of the attained growth of children in the US for these ages (Dibley et al. 1987).

### 5.2.3 ERRORS ARISING DUE TO THE NCHS/CDC REFERENCE POPULATION

One of the major problems of using the NCHO/CDC reference population is the discontinuity that was found at the junction point (i.e. at 24 months) of the two distinct data sets from which the reference curves are derived. The discontinuity is
obsexved for all three indices. These discontinuities are caused for the fölowing two reasons:
(i) The Fels and the NCHS data are from two completely different populations. The Fels data is from an unrepresentative convenience sample of middle-class Americans, whereas the NCHS data is from a more representative probability sample.
(ii) The Fels data only has recumbent length measurements, whilst the NCHS reference population has an unknown proportion of recumbent length measurements among the stature measurements between 24 and 36 months. There is no way of knowing which individuals in the NCHS population are measured lying down and which are measured standing up. (It should be noted that length refers to measurements made with the child lying down, while stature refers to measurements made with the child standing.).

Pelletier(1991) describes these issues: "The combining of these two samples results in an artifactual disjunction in medians, percentiles and $Z$-score cut-off points for weight and height at 24 months of age (with the Fels children showing higher medians and lower variances), which is partially exacerbated by the fact that the NCHS data represents a mixture of lying and standing measurements for stature (height). The net result, is the appearance of a sharp drop in the prevalence of stunting and wasting after 24 months of age, which is most pronounced in the more malnourished populations and is largely an artefact of the mixed standard. This drop has been widely observed in surveys from developing countries, and is also reflected in an increase in mean levels of the various indicators just after 24 months."

The effect of this discontinuity on the prevalence of malnutrition is illustrated by Dibley et al. (1987). One could clearly observe a drop in the prevalence of malnutrition, using height-for-age as an indicator (i.e. percentage below -2 z scores) when comparisons of national nutrition surveys in Yemen in 1979, in Swaziland in 1984, and in the United States 1976-1980
were made. The drop in prevalence rates is more pronounced in the developing countries of Yemen and Swaziland. This discontinuity has the effect of falsely indicating to the health authorities that pubiic healch resources should be concentrated on the 12-24 month age group.

To compensate for the height issue discussed in 5.2.3(ii) above, it has been suggested that 1.5 cm be subtracted from the Fels data since it is measuring length which is supposed on average to be approximately 1.5 cm longer than stature. The problem with using the 1.5 cm adjustment is the unknown proportion of recumbent length measurements among the stature measurements between 24 and 36 months for the NCHS population.

The solution provided by Dibley et al. (1987b) is to continue to use the NCHS/CDC reference population until an improved reference is available. In addition it is recommended that data are tabulated and compared separately for age groups below and above 24 months.

Pelletier et al. (1990), Cogill (1982), Yambi(1988), and Briend et al. (1989) investigated the possibility that the distortion in individual $Z$-scores caused by the drop in prevalence rates discussed above, reduced the power to detect associations with socioeconomic variables. In all the findings of these studies the conclusion was reached that the power to detect associations with socioeconomic variables was not reduced. Pelletier(1991) points out that nutritional monitoring at the population level is unlikely to be affected. However as pointed out by Dibley et al. (1987b) longitudiral surveys and program evaluations may be affected by these artefacts.

Based on the above findings and recommendations, the cautious approach would be to follow Dibleys advice, and analyze the data separately for children below and above 24 months. If the alternative advice is followed, where the artefact is ignored, it may be worth checking for distortions in the results.

### 5.3 MEASURING ANTHROPOMETRIC INDICES

The anthropometric indices weight-for-age, height-for-age, and weight-for-height can be compared using percentiles, percentage of the median, or $z$-scores, based on the NCHS/CDC reference population.

### 5.3.1 PERCENTILES

A percentile measure refers to the position of the measurement value in relation to all of the measurements for the reference population. If the data is from a normal distribution (e.g. height-for-age) the 50th percentile will correspond to the mean of that distribution. The distribution for weight-for-are and weight-for-height is however skewed, and therefore the 50th percentile will be lower than the mean. Individuals are classified as being 'at risk' of malnutrition if their percentile scores are below the 5 th percentile.

The NCHS/CDC data set in its original form consisted of these smoothed percentile curves. Using percentiles to evaluate anthropometric indices in developing countries, has not been recommended by Hamill et al. (1979) and Waterlow et al (1977). The reason for this is that the NCHS reference data are from healthy children in an industrialized country, and there are many populations in less developed countries where large numbers of children are below the extreme percentile of the reference population (i.e. the 5th percentile). This has the effect of making it difficuit to accurately classify large numbers of individuals.

### 5.3.2 PERCENTAGE OF THE MEDIAN

The second approach used to evaluate anthropometric indices, is the percentage of the median. Those individuals below a cut-off point of $80 \%$ of the median, have been indicated to represent the malnourished section of the population. The main problem with
this approach is that a given percent of median for an indicator at different ages does not have the same meaning for different indicators, and therefore also has different clinical significance.

### 5.3.3 z-SCORES

The Z-score has been recommended by Waterlow et al. (1977) to overcome the problems associated with expressing anthropometric indicators as a percentage of the reference median. This method allows for the extrapolation of anthrupometric cutoff points beyond the outer percentiles of the original reference data. To permit the expression of growth in terms of standard deviations, the NCHS/CDC percentil.e curves had to be transformed into a $Z$ score representaition of normalized growth curves. The Z - ccore is calculated using the following formula:

$$
z \text {-score }=\frac{\text { Indiviciual's value - median value of ref population }}{\text { Standard deviation value of ref population }}
$$

A comparison of the means and medians of the reference weight-for-age and weight-for-height distributions reveals a positive skewness, i.e. the means generally exceed the medians, and also that the positive skewness increases with older ages (Dibley 198\%a). Due to this skewness in the reference population for these ndices, the median was used instead of the mean in calculating the Z-score.

In order to develop normalized growth curves the following process was implemented by Waterlow et al. (1977):

The weight-for-age and weight-ior-height reference data were split into ipper and lo.ves segments at the median, so that the data. would behave more like normal distributions. Each segment was treated as one half of a normal discribution and separate age or height-specific standard deviations were defined for the upper
or lower segments of the distribution. The upper standard deviations were the average of the estimated standard deviations from the 75th, 90th, and 95th observed percentiles while the lower standard deviations were the average of the estimated standard deviations from the 25th, 10th, and 5th observed percentiles.

There were very small departures from normality for the height-for-age data which were not sufficiently large enoug... $\therefore$ '习rrant the separation of the data into upper and lower segments. For this data a single set of age-specific standard deviations was defined by averaging the estimated standard deviations from the six observed percentile curves i.e. the 5th, 10th, $25 \mathrm{th}, 75 \mathrm{th}$, 90tin, and 95th percentiles.

The standard deviations estimated from each observed percentile were calculated by taking the absolute deviation from the median Lor the observed percentile at each month of age or centimetre of height and dividing it by the $z$-score value that would coincide with that percentile.

Dibley et al. (1987a) comments that using separate upper and lower standard deviations for the weight-for-age and weight-forheight curves, represents a crude transformation and that a log transformation may have nad more desirable statistical properties. They point out, though, that the disadvantage of using log weight-for-age and log weight-for-height curves is that this would require nutrition field workers to transform data before plotting points on growth vharts. It was further commented that the possibility of a log road-to-health chart seemed extremely impractical and, therefore this approach was not adopted.

Curves were fitted to each of these sets of calculated normalized percentile values by polynomial regression and cubic splining techniques. The complete tables of the normalized growth reference curves with weight and height values for selected
percentiles and Z-scores have been published (Waterlow et al. (1977)), WHO (1979)).

Thiss method allows anthropometric indicators to be defined by extrapolation beyond the observed outer percentiles of the original reference data. Using $Z$-scores has the advantage in that they can be accurately defined in the lower extremes. This would ensure the classification of all individuals, which is especially necessary when studying a malnourished population. Based on this reasoning, Waterlow et al. (1977) recommend that $Z$-scores be used in preference over percentages of the median where large numbers of children fall above the upper or delow the lower centiles. Zscores are therefore used to assess malnutrition in the NH\&NS, since Lesotho is a developing country where one would expect a large proportion of malnourished individuals to fall in the lower extremes of the population.

### 5.4 THE CHOICE OF AN ANTHROPOMETRIC INDEX

The height-for-age index is an indicator of linear growth retardation. Chiidren whose height-for-age is below minus two standard deviations (-2SD) from the median of the reference population (or less than 3 percentiles of the reference population) are considered short for their age. They are also referred to as "stunted" and are considered to be chronically undernourished. There seems to be a direct relationship between stunting and poor socioeconomic status which gives rise to inadequate living conditions not conducive to attaining optimal health. It is also frequently associated with chronic or repeated jnfections.

The weight-for-height index measures body mass in relation to body length, and describes current nutritional status. Children below ( $-2 S D$ ) from the median of the reference population are considered thin (also referred to as "wasted"), and are considered to be actely undernourished. Wasting represents the failure to receive adequate nutrition in the period immediately
preceding the survey and may be caused by recent illnesses or infections, causing loss of weight and the onset of undernutrition. Wasting may also reflect acute food shortages, which is accompanied by the children's low food intake. Episodes of wasting can also be seasonal where there is variation in the food supply or disease prevalence. With the correct intervention progxammes wasting, which develops very rapidly, can also be reversed rapidly (WHO Working Group (1986)). Children whose weight-for-height index is below -3SD from the median of the reference population are considered to be "severely wasted".

The weight-for-age index is a composite of both the weight-forheight and the height-for-age indices, that takes into consideration both acute and chronic undernutrition. A weight-for-age Z-score of less than -2SD is classified as underweight.

Waterlow et al. (1977) suggest that weight-for-height be used as an indication of present nutrition, and height-for-age as an indication of past nutrition. When considering weight-for-age, they point out "that although weight-for-age has for many years been a mainstay in the evaluation of nutritional status, it has the disadvantage that it does not distinguish between acute and chronic malnutrition." The World Health Organization (WHO Working Group (1986)) endorse the use of a combination of the height-forage and the weight-for-height indices -"In most circumstances separate indices should be constructed of weight-for-height and height-for-age, in addition to or in place of the classical index, weight-for-age.". The use of the weight-for-age index is advocated when length measurements are not performed accurately, which could occur as a result of the difficulty of measuring children under 5 years. "In some cases the choice might be highly influenced by technical erxors in measurement, which affect some indicators more than others (e.g. weight-for-height is relatively unaffected by age errors but incorporates exrors in the measurement of weight and height together) Pelletier(1991).

One of the more surprising results from the anthropometric
indicators is that height-for-age and weight-for-height often do not show any association. Anderson(1979) found no correlation between the two indices in the results from five countries for children under 5 years. This indicates that stunted children are as likely to be wasted as non-wasted. Biologically one can gain height but one cannot lose it, whereas one can gain and lose weight; a child should treble its weight in the first year, but only double its height; catchup in height takes much longer than that in weight. An explanation given by Haaga (1986) for this lack of association between height-for-age and weight-for-height is that there is a random measurement erros in height. This would reduce the association but not eliminate it. An approximate analysis suggests that a random measurement error would induce a very slight negative correlation between height-for-age and weight-for-height. This is indeed ohserved in the NH\&NS data, since a significant but very small correlation of -0.03941 between height-for-age and weight-for-height is obtained.

### 5.5 ERRORS ARISING DUE TO CUT-OFF POINTS

The WHO Working Group (1986) discuss the criticism levelled at the use of cut-off points to separate "malnourished" from "normal". It was felt that cut-off points should be based on biological considerations, such as functional impairment and risk of mortality. Even though risk of death is not the only outcome that is considered, "the quantitative relation between mortality risk and anthropometric deficit will vary, among other things with infectious load.". Thus, determining a cut-off point on the basis of its ability to predict functional impairment may not even be generalisable from region to region.

Graitcer and Gentry (1981) also stress this approach:- "An international reference is useful in describing, in epidemiological terms, the overall growth of a country's or region's preschool children. The decision of whether or not to classify various segments of that population as malnourished, wasted, or stunted must, however, be based on external factors
such as availability and amounts of resources rather than arbitrary anthropometric cut-off points.". For example if there is an emergency situation where resources are not readily available, a lower cut-off point might be necessary to identify those sections of the population most in need. Therefore, for example, one would perhaps look at the percentage below a cut-off of -3 to identify the stunted section of the population instead of using the generally accepted cut-off of -2 . Keller(1991).

Waterlow(1990) uses an example of Davies(1988) to explain his misgivings about the use of prevalence below a cut-off point to measure stunting. In the study Davies shows the effect on the prevalence of stunting by adopting an Asian reference (from well-to-do children in different Asian countries) and comperes it with the prevalence of stunting using the NCHS reference population. The prevalence is reduced from 50 percent with the NCHS reference to 16 percent with the Asian reference. Davies attributes the differences in the reference distributions to ethnic and genetic differences. Waterlow(1990) explains these misgivings:- "I have no way of telling whether Davies' view of ethnic differences is correct. The real point is that prevalences below a cut-off point are unstable; they may be useful for advocacy, but have little scientific value as a method of expressing results." In conclusion Waterlow comments that "it is better to avoid 'prevalence of stunted children' and instead to look at changes in the mean and distribution of height-for-age $Z$ - scores".

Waterlow (1977) recommencs that in addition to using Z-scores to express prevalence in malrutrition, they also be used to express population distributions, as they have a statistical meaning. Pelletier(1991) discusses the advantages and disadvantages of using prevalence to express malnutrition, and encourages the use of means in certain circumstances. Prevalence below a Z-score cut-off point of -2 has advantages in that as a practical measure, it appeals to policy makers and planners, which will. also direct the policy attention towards the segment of the population of greatest public health concern. In many
circumstances it might be more important for the policy makers to know whether the size of the high-risk group is changing, instead of whether the mean for that population is changing. The disadvantages of prevalence when compared with means however, is that statistical tests have more power to identify differences in the means of distributions of the nutritional indicator than in the proportions below a cutoff. In the case of low prevalence, which is often the case with the weight-for-height indicator, statistical tests for prevalences are much less powerful than those using means.

### 5.6 MEASURITYG ERRORS IN ANTHROROMETRY

There are various types of measurement errors that can arise in measuring weight and height in nutritional anthropometry. They arise mainly as a result of errors due to inadequate training of the examiner, instrument errors, and measurement difficulties (Johnston 1981). It has been shown that systematic errors in measuring weight and height have a much larger impact on results than random errors (Pelletier 1991). Various recommendations have been made to minimize these errors. :-

- Training of personnel to use standardized, validated techniques, and instruments that are precise and correctly ca:ibrated (Lohman et al. (1988))
- The prerision can be assessed by examiners repeating the measurements on the same subject and calculating the interकnd intra- examiner standard deviations.
- ro imhrove precision, the measurements should be performed in triplicaie and the mean reported. A measurement should be investigated if it is too far from the mean of the other two.
- The accuracy of the measuremerts can be compared with those made by the supervisor (Gibson 1990).

The following common errors in measuring weight, length, and height are identified by Zerfas(1979) with the proposed solutions. Length (cm) refers to recumbent length i.e.
measurements of linear growth when the child is lying down. Stature (cm) refers to measurements made with the child standing up. Height may refer to either recumbent length or stature measurements. Weight was calculated in grams.

## Length

Common errox Solution

Incorrect method for age - Use only when subject is < 2 years old

Footwear or headgear not - Remove as local culture permits removed (or make allowances)

Head not in correct plane - Correct position of child before measuring

Child not straight along - Have assistant and child's parent board and!or feet not parallel with movable board

## Stature

Common error
Proposed solution

Incorrect method for age - Use only when subject is $>=2$ years old

Footwear or headgear not - Remove as local culture permits removed

Head not in correct - Correct technique with practice plane, subject not straight, knees bent, or feet not flat on ilcor

Board not firmly against - Move head board to compress hair head

## Weight

Common error Proposed solution

Room cold, no privacy - Use appropriate clinic facilities

Scale not calibrated - Re-calibrate after every subject to zero

Subject wearing heavy - Remove or make allowances for clothing clothing

Subject moving or anxious - Wait until subject is calm or as a result of prior incident remove cause of anxiety (e.g. scale too high)

The above procedures were followed in the child nutrition section of the NH\&NS. In Section 5.9 it can be seen that there are systematic errors (where an entire ESU's Z-scores are over/underestimated) for an entire PSU in some cases. This is due to the interviewer not following the above procudures correctly.

### 5.7 AGE REPORTING ERRORS

Often age reporting is problematic in developing countries and the examiner or interviewer has no way of collecting this information. Cameron(1991) had the following comments to make on this issue. "Children, particularly in rural African areas, simply do not know when they were born or indeed how old they are. Age, per se, is of no practical importance to such children or their families; it is not celebrated with the passing of the seasons and is usually only known if a bureaucracy has arisen out of religious or governmental need. Thus age-independent measurements assume major importance, and the search for such
measurements is constantly in the mind of the nutritional or growth researcher dealing with this problem.".

There have beer several techniques proposed to compensate for this problem. These techniques include using "special events calendars" that include, for example religious, climatic, or social occurrences.

The techniques used o collect the age information also have a significant effect on the classification of nutritional status. Gorstein (1989) demonstrates how the nutritional status of a population becomes classified differently depending on the technique used to define ages. The three techniques compared are:
(1) The calculation of absolute ages, where the date of birth of the child is known and the age is calculat:ed by using the date of the visit/interview. An individuals age is calculated by recording the birth date and visit date, and the actual age can be calculated afterwards using a computer or pencil and paper. This approach can prove to be complicated in the field.
(2) The rounding off to the nearest month. By rounding to the nearest month, the nutritional status of children whose actual ages are less than the month is underestimated, while the status of children who are older than the month are overestimated. For a population with an even distribution of ages, this effect can be balanced but it will increase the variance. In a study by Gorstein(1989) it wis found that the nutritional status of individuals were found to be overestimated, and this therefore influenced the levels of malnutrition for that population. The NH\&NS used this method to determine age.
(3) Truncating to the most recently attained month. This method which simplifies the process of rounding for the interviewer, has the disadvantage of overestimating the nutritional status of all :nāividuals.

Gorstein(1989) warns that the " improvement or degradation in mutritional status of populations might in fact not have a biological basis, but may be the result of the use of different statistical methodologies." The issue is therefore not whether any of the above three methods of age reporting are preferable, but rather that when any one of the methods are used, it is important that the method is documented and taken into account when interpreting and presenting the data.

There were not many nonresponses for the age variable in the NH\&NS, and no serious problems were reported in collecting this information during the survey. According to the survey manager, the random re-interviews performed by the various supervisors in the field indicated that the age data that was collected was reliable and accurate. Therefore the assumption is made in all further discussions and analysis of this data, that the age data is reliable and accurate.

## 5.8 "DATA CLEANING" PROCEDURES USED IN THE NH\&NS

As is described above, many anthropometric errors can arise in the field if the fieldworkers or interviewers do not follow the correct procedures. Various adjustments to the NH\&NS anthropometric data, using the NCHS/CDC reference population, were designed and tested, in order to clean the data prior to analysis.

## Univariate "data cleaning"

## Height data

(i) The height-for-age data was analyzed for $Z$-scores between -6 and +6 ( $Z$-scores outside this range are considered invalid (Dibley et al. 1987)). It would be expected that those invalid entries outside this range are individual observations randomly distributed over all the PSU's. In this case the status flag was set to "b".
(ii) The next scenario investigated was, where for a given survey round, an entire PSU's Z-scores were less than -3 and greater than -6 . This scenario is extremely unlikely since one would not expect there to be such extrem? stunting for an eni,ire PSU. All height measurements in this case were excluded due to a systematic error (an unreliable interviewer) and the flas variable 'status' was assigned the value "e", indicating that the observations were to be excluded.

The height data for PSU=03127 in rounds 2 and 3 also had to be excluded, indicating that the interviewer (which in most cases was the same person from round 2 to round 4 within a PSU), was biased in collecting the anthropometric height data over a period of time.
(iii) In the case where $40 \%$ or more observations from a PSU have Z-scores larger than 3 , the status $\ddagger$ lag was aiso set to "e". In a developing country like Lesotho where stu.nting is prevalent, one would not expect to observe $40 \%$ of children being overnourished. It was also found that the ESJ's that fell into this category are predominantly from rural areas where malnutrition is highly prevalent, and therefore such a situation is even more unlikely.
(iv) The next adjustment to the data was to calculate the intorquartile ranges of each PSU in each rourd, and set the status flag to "i" for all of those PST's with interquartile ranges larger than 5 z-score units. This adjustment seems necessary since the PSU's in these categories have a large proportion of $Z$-scores in the extreme tail areas, which is not characteristic of a developing country. One would question the accuracy of such data and may need to exclude it from the analysis. An example of such a case is PSU 04109 in round 3 (s a Table 5.1), where an interquartile range of 5.6 is observed. Here one can observe that $25 \%$ of the $Z$-scores are larger trian 3 and $25 \%$ smaller than -3 (i.e. $50 \%$ of the observations lie in the extreme tail areas), which is not what one would expect.

Table 5.1 requency and percentage of height for age z-scores for PSU=04109 round 3

| psu $=04109$ <br> round $=3$ | $Z=-3$ | $-3 \leq Z<-2$ | $-2 \leq Z<+2$ | $+2 \leq Z<+3$ | $Z \geq 3$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Erequency | 6 | 2 | 8 | 2 | 6 |
| percent. | $25 \%$ | $8.3 \%$ | $33 \%$ | $8.3 \%$ | $25 \%$ |

The following frequency table is observed for the variable status after the above adjustment procedures are applied to the data.

Table 5.2 Frequency table of the variable "status" representing the height-for-age index for all the observations

| STATUS | Frequency | Percent | Cumulative <br> Frequency | Cumulative <br> Percent |
| :--- | :---: | :---: | :---: | :---: |
| a | 8568 | 86.2 | 8568 | 86.2 |
| b | 286 | 2.9 | 8832 | 89.1 |
| e | 586 | 5.9 | 9418 | 95.0 |
| i | 199 | 2.0 | 9617 | 97.0 |
| $z$ | 301 | 3.0 | 9940 | 100.0 |

where the status variable denotes:
"a" for the dat: points remaining after all the adjustments;
"b" for the data points excluded for $Z$-scores larger than 6 or smaller than -6 , and is the last adjustment which is made;
"e" for observations from PSUs in which an abnormally high percentage of observations were very high or low;
"i" where the interquartile range is larger than 5;
"z" for missing height observations.

From Table 5.2 it can be observed that 1372 or $13.8 \%$ of the original height observations are not accurate enough or available
for analysis i.e. where status $=b, e, i$, or $z$. It is necessary to report this percentage when the analysis is performed on the usable data.

Weight data

The weight data did not require as many adjustments as the height data and it seems that the fieldworkers coped better with the collection of these data. One entire PSU was excluded, namely PSU 04526 from round 3. In addition to having over $40 \%$ of it's Zscores larger than 3 (see Table 5.3), the interquartile range was larger than 5. The flag variable status2 is set to "e" in this case. Therefore 15 of the 227 observations flagged "e" are from PSU 04526. Altogether only 5.8\% of the weight data was unusable i.e. where status2=b, e, or $z$ (see Table 5.4 below), compared with the height data where $13.8 \%$ is unusable.

Table 5.3 Frequency and percentage of weight for age Z-scores for PSU=04526 round 3

| psu $=04526$ <br> round=3 | $\mathrm{Z}<-3$ | $-3 \leq \mathrm{Z}<-2$ | $-2 \leq Z<+2$ | $+2 \leq Z<+3$ | $\mathrm{Z} \geq 3$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Erequency | 0 | 0 | 8 | 0 | 7 |
| percent | $0 \%$ | $0 \%$ | $53 \%$ | $0 \%$ | $47 \%$ |

Table 5.4 Frequency table of the variable status2 of the weight-for-age index for all the observations

| Status2 | Frequency | Percent | Cumulative <br> Frequency | Cumulative <br> Percent |
| :--- | :---: | :---: | :---: | :---: |
| a | 9348 | 94.3 | 9348 | 94.3 |
| b | 125 | 1.3 | 9473 | 95.5 |
| e | 227 | 2.3 | 9700 | 97.8 |
| z | 218 | 2.2 | 9918 | 100.0 |

Here status2 is defined the same way as "status" in Table 5.2.

In order to analyze the weight-for-height data, it is necessary to work only with that data that was valid for the weight data as well as the height data i.e. where status=a and status2=a. For both status=a and status2=a, there are 8443 observations or $85.1 \%$ of the data remaining for analysis of the weight-for-height data.

It is clear from the above process that it is necessary to inspect the data carefully before including or excluding an observation. One cannot merely include observations if its $Z$ score lies within a predetermined range. It is necessary to check for systematic errors made by interviewers who might be inexperienced or careless when measuring a child's height or weight. As is described above, this can be achieved by calculating the interquartile range of an interviewer's measurements, and using the $(-3 ; 3)$ range (for entire PSU's with invalid data) and the ( $-6 ; 6$ ) range (for random measurements that are invalid). Using a flag variable instead of merely deleting an observation is a safer practice and it enables one to provide a more detailed report regarding the excluded observations.

The disadvantage of the above approach is when the rules are applied to a PSU with a small sample size. In this case, data may be flagged for exclusion even though the measurement process was accurate.

## Multivariate "data cleaning"

If one were to consider the $Z$-scores of the three indices simultaneously,

$$
\text { If } \underline{X}_{i}=\left(\begin{array}{l}
Z_{h / a_{i}}  \tag{5.1}\\
Z_{w / a_{i}} \\
Z_{w / h_{i}}
\end{array}\right)=\left(\begin{array}{c}
x_{i 1} \\
x_{i 2} \\
x_{i 3}
\end{array}\right) \quad i=1, \ldots, n
$$

Denote the mean vector $\bar{x}$ and covariance matrix $s$ of the $x_{i}$ by:

$$
\bar{x}=\left(\begin{array}{l}
\bar{x}_{1}  \tag{5.2}\\
\bar{x}_{2} \\
\bar{x}_{3}
\end{array}\right) \quad S=\left(\begin{array}{l}
S_{11} S_{12} S_{13} \\
S_{21} S_{22} S_{23} \\
S_{31} S_{32} S_{33}
\end{array}\right)
$$

To test whether a particular observation $\underline{x}^{*}$ is outlying compute the quantity:

$$
\begin{equation*}
\chi^{2}=\left(x^{*}-\bar{x}\right)^{\prime} S^{-1}\left(x^{*}-\bar{x}\right) \tag{5.3}
\end{equation*}
$$

Under the null hypothesis that $\mathrm{x}^{*}$ is not an outlier and assuming that the $\underline{x}_{i}$ are multivariate normally distributed, $\chi^{2}$ is proportional to an $F_{3, \text { de }}$ random variable, where $d f$ is the degrees of freedom for $S$. For large df $\chi^{2}$ is approximated by a $\chi^{2}{ }_{3}$ distribution. A significantly larger value of $\chi^{2}$ may therefore indicate that $\underline{x}^{*}$ is an outlier. There is a linear dependency between weight-for-age, weight-for-height, and height-for-age. Had these three indices been perfectly linearly dependent then the covariance matrix would have been singular and the tes: statistic in (5.3) would not have been appropriate.

By computing the probability value for $\chi^{2}{ }_{3}$ for each observation $\mathrm{x}^{*}$ in the data set the outlying observations can be detected. Using this technique, for probability values less than 0.05, approximately 900 of the original 9900 observations were excluded from the analysis (see Table 5.5).

This technique has the advantage over the univariate technique described above in that all the variables can be analyzed simultaneously. Including age in the univariate approach
describe ${ }^{7}$ above would have complicated matters, since it would have been difficult to determine whether the cutlying observations were due to age, weight, or height. Since the assumption is made that the age data is accurate, the univariate approach also allows one to include weight data where the height data is excluded or visa versa. From Table 5.5 it can be seen that the multivariate approach results in 9000 observations being accepted as valid for the three indices height-for-age, weight-for-age, and weight-for-height. The SAS prosram to perform this multivariate data cleaning procedure can be found in Appendix I.

Table 5.5 A comparison of the number of observations found to be valid after applying the two data cleaning procedures on the original 9900 observations

|  | height-for-age | weight-Eor-age | weight-Eor-height |
| :---: | :---: | :---: | :---: |
| univariate | 8568 | 9348 | 8443 |
| multivariate | 9000 | 9000 | 9000 |

The multivariate cleaning procedure is an explicit significant test related to a p-value of 0.05 , whereas the univariate test is based on the knowledge of poor observer technique. From the discussion on errors, in Sections 5.6 and 5.7 above, it is clear that most arise from poor observer technique. Given that, usually: each PSU had only one observer, the cleaning strategy was designed to identify PSU's with suspicious looking data in terms of the distribution of values for each measure within the PSU. Once identified, all the observations from that observer had to be excluded, not just the outliers, since one has to assume that the data within the acceptable range are also inaccurate, given the observer's poor technique. If there were no systematic errors resulting from poor observer technique that necessitated a univariate data cleaning process, a multivariate analysis using an approximate chi-squared test could have been used. It is for this reason that the univariate data cleaning procedure was applied to the NH\&NS data and used in all the analyses in Chapters 7, 8 and 9.

## CHAPTER 6

## THE ESTIMATION AND PORTABILITY OF STANDARD ERRORS AND DESIGN EFFECTS OF RATIO ESTIMATES USING DATA FROM A COMPLEX SURVEY DESIGN

### 6.1 INTRCDUCTION

A requirement of most surveys is to calculate sampling errors for each estimate. The estimation procedure must take into account the design of the survey, in particular its clustering and stratification. At the same time, simple computational formulae should be provided so that an economically feasible procedure is established to produce the numerous estimates in a survey (Verma 1982).

The Yugoslavia Federal Statistical Office(1978) made the following remarks with regards to sampling errors:
"Data from a sample survey might be, at least in principle, anything between 'excellent' and 'useless'. An inspection of the magnitude of sampling errors for various characteristics at the level of the country as a whole as well as its subdivisions is the first step in passing judgement about the place of the survey between these extremes. Therefore in order to establish the basis for the evaluation process of the sample survey data, information about the magnitude of sampling errors should be considered as an indispensable part of each sample survey report."

Many household health surveys are still analyzed using the survey scheme that was developed by the Expanded Programme on Immunization (EPI) of the World Health Organization (WHO) (Henderson and Sundaresan 1982, Lemeshow and Robinson 1985). The EPI survey, often referred to as a "30x7" survey, is a cluster-sampling scheme in which 30 clusters each consisting of 7 children is chosen. This made it possible to estimate immunization coverage to within $10 \%$ of the true proportion. There
have been certain misgivings about using the EPI strategy. Ferrinho et al. (1992) had the following comments to make in this regard - "Without a clear understanतing of the limitations of the sampling strategy used, this sampling strategy has been extended to other types of surveys." These misgivings are due to the clustering effect which is implicit in the strategy which are difficult to extrapolate to variables other than immunization status. (Bennet et al. (1991), Ferrinho et al. (1992), and Lemeshow et al. (1985).

Therer̃ore a more suitable and generalized technique for cluster sampling with the option of stratification, which originates from Kish(1965), is considered by Bennet et al. (1991). Standard statistical packages such as SPSS X (1995) and SAS (1994) dc not cater for complex survey data. Therefore it might not be surprising to discover that many surveys with complex survey designs have been analyzed without adjusting for clustering or stratification. This would have resulted in incorrect and smaller standard error estimates and misleading results being reported.

Kish et al(1976) introduced the concept of 'portability', which 'refers to the possibility of carrying over from one subciass to another, from one variable to another or from one survey to another, the conclusions drawn regarding the sampling error' (Verma 1982). Portability can be applied to the standard error, the design effect, and the rate of homogeneity (ROH) (Verma 1982:. The different measures are portable to different degrees. portability is recommended for a survey such as the NH\&NS when the results of the survey are generated. This procedure could have the effect of saving much time and money if applied correctly.

In thia chapte:: piocedures are provided for calculating standard errors, under a complex sampling design such as the NH\&NS, and also design effects, under the assumption that the response variables are dichotomolis in nature (Ratio estimates are commonly encountered estimates from sample surveys, and means and
proportions are just special cases of ratio estimates (see Section 6.2)). A user-friendly program is written in SAS to produce estimates of the standard error and design effects, as well as a $95 \%$ confidence interval for the ratio estimator. This program, called STANDERR is presented in Appendix A. The process of portability is then assessed and applied to the NH\&NS.

### 6.2 THE ESTIMATION OF THE STANDARD ERROR OF A RATIO ESTIMATOR

It should be noted that without replacement sampling (wor) was used in the first sampling stage of the NH\&NS since it would have been undesirable if any PSU would have been chosen rore than once. However variance estimation in this chapter is based on with replacement sampling (wr) since under wor sampling the formula for the variance becomes very complicated requiring cumbersome computer programs (Stoker et al. 1997). This approach is based on the reasoning of Kish(1965) that wor sampling be used in all sampling stages even though the estimation of the variance is applicable to wr sampling. Although this approach tends to overestimate the true variance of an estimator, the overestimation is small in general. Furthermore, Stoker et al. (1997) compared the variance estimates under wor and $w r$ and concluded that using the variance estimate based on wr sampling is in general a conservative and safe procedure under wor sampling.

For many surveys the results are presented in the form of proportions. A proportion is the mean of a dichotomous variable, where members belonging to a specific class receive the value $Y_{i}$ $=I$, and $Y_{i}=0$ for non-members. This is referred to as a binomial variable. For multiple classification, it is referred to as a multinomial variable. Therefore $p=y / n$ is the proportion of sample elements that belong to the defined class, and $q=1-p$ is the proportion that do not belong.

For simple random sampling (srs) the usual formula for the variance is

$$
\begin{equation*}
\operatorname{var}(p)=(p q / n) \tag{6.2.1}
\end{equation*}
$$

Consider a sample design with Lestrata in which $m_{n}$ PSUs are drawn from the $h$-th stratum. Let $y_{h i}$ and $x_{h i}$ respecrively denote the estimated total values of the variables or characteristics $y$ and x for the $i-t h$ PSU drawn from the $h$-th stratum, obtained from the sample data. The estimated total values $y_{h i}$ and $x_{h i}$ of $y$ and $x$ are:

$$
\begin{equation*}
y_{h i}=\sum_{j} w_{h i j} y_{h i j}, \quad x_{h i}=\sum_{j} w_{h i j} x_{h i j} \tag{6,2.2}
\end{equation*}
$$

where $Y_{\text {hij }}$ and $x_{\text {hij }}$ respectively denote the values of $y$ and $x$ for the j-th sample element belonging to the i-th PSU drawn from the $h$-th stratum, with $w_{\text {hij }}$ the weight associated with this sample element.

The stratified ratio estimator using the above notation is defined as

$$
\begin{equation*}
I=\frac{\sum_{h=1}^{L} \sum_{i=1}^{m_{h}} y_{h i}}{\sum_{h=1}^{L} \sum_{i=1}^{m_{h}} x_{h i}} \tag{6.2.3}
\end{equation*}
$$

where $I$ is the number of strata and $m_{n}$ the number of PSU's drawn
from the hth stratum. Averages and proportions are special cases of ratios, where in both cases $x$ is an indicator or counting variable with
$x_{\text {bij }}=1$ if the $j$-th sample element drawn from the i-th PSU drawn from the $h$-th stratum must be included in the calculation.
$x_{\text {hij }}=0$ if this is not the case.
$Y_{\text {hij }}=1$ if the $j$-th sample element drawn from the i-th PSU drawn from the $h$-th stratum possesses a particular characteristic.
$Y_{\text {hij }}=0$ if this is not the case or if $x_{\text {hij }}=0$.

Since the ratio estimator (6.2.3) is summed over the entire sample, we could use (6.2.1) and calculate the variance as if it were from a simple random sample so that

$$
\begin{equation*}
\operatorname{var}\left(r_{s r s}\right)=r(1-x) / n \tag{6.2.4}
\end{equation*}
$$

In order to estimate the variance of a ratio (proportion) for a multistage sampling design when it includes both stratification and clustering, consider the following: Let $S_{x}{ }^{2}$ denote the variance of the stratified ratio estimator $r$, then (Kish (1965)):

$$
\begin{align*}
& S^{2}{ }_{r}=\frac{1}{x^{2}}\left(\sum_{h=1}^{L} \operatorname{var}\left(y_{h}\right)+r^{2} \sum_{h=1}^{L} \operatorname{var}\left(x_{h}\right)-2 r \sum_{h=1}^{L} \operatorname{cov}\left(y_{h}, x_{h}\right)\right) \\
& =\frac{1}{x^{2}}\left(\sum_{h=1}^{L} a^{-2} y_{h}+r^{2} \sum_{h=1}^{L} d^{2} x_{h}-2 x \sum_{h=1}^{L} d y_{h} d x_{h}\right) \tag{6.2.5}
\end{align*}
$$

where

$$
\begin{gather*}
x=\sum_{h=1}^{L} x_{h}=\sum_{h=1}^{L} \sum_{i=1}^{m_{b}} x_{h i},  \tag{6.2.6}\\
y_{h}=\sum_{i=1}^{m_{h}} y_{h i}
\end{gather*}
$$

Kish(1.965) uses the symbol $d$ to denote concisely the variance terms of the sample sums within strata, each based on $m_{h}$ random selections, which can be computed as

$$
\begin{aligned}
d^{2} y_{h} & =\frac{\left(1-f_{h}\right)}{m_{h}-1}\left(m_{h} \sum_{i}^{m_{h}} y_{h i}^{2}-y_{h}^{2}\right), \\
d^{2} x_{h i} & =\frac{\left(1-f_{h}\right)}{m_{h}-1}\left(m_{h} \sum_{i}^{m_{h}} x_{h i}^{2}-x_{h}^{2}\right), \\
d y_{h} d x_{h} & =\frac{\left(1-f_{h}\right)}{m_{h}-1}\left(m_{h} \sum_{i}^{m_{h}} y_{h_{i}} x_{h_{i}}-y_{h} x_{h}\right)
\end{aligned}
$$

(6.2.7)

Using the notation:

$$
\begin{equation*}
z_{h i}=y_{h i}-I x_{h i} \tag{6.2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{h}=\sum_{i=1}^{m_{h}} z_{h i} \tag{6.2.9}
\end{equation*}
$$



$$
\begin{array}{r}
S_{x}^{2}=\frac{I}{X^{2}} \sum_{h}^{L} d^{2} z_{h}, \text { where } \\
d^{2} z_{h}=\frac{\left(1-f_{h}\right)}{m_{h}-1}\left(m_{h} \sum_{i}^{m_{h}} z_{h i}^{2}-z_{h}^{2}\right) \tag{6.2.10}
\end{array}
$$

so that $S_{F}{ }^{2}$ and the standard error $S_{r}$ is estimated as

$$
\begin{gathered}
S_{I}^{2}=\frac{\sum_{h=1}^{L} \frac{1-f_{h}}{m_{h}-1}\left(m_{h} \sum_{i=1}^{m_{h}} z_{h i}^{2}-z_{h}^{2}\right)}{\left(\sum_{h=1}^{L} x_{h}\right)^{2}}, \\
S_{r}=\sqrt{S_{r}^{2}}
\end{gathered}
$$

### 6.3 CONFIDENCE INTERVAL FOR A POPULATION PROPORTION

The $95 \%$ confidence interval for a population proportion is given approximately by

$$
\begin{equation*}
\left(r-1.96 S_{r} ; r+1.96 S_{r}\right) \tag{6.3.1}
\end{equation*}
$$

provided that the sample is large i.e. the number of PSU's which are drawn is large, in which case $r$ is approximately normally distributed (Stuker 1988). Ratio estimates can be biased. In order to keep this bias small the coefficient of relative variation of the variable in the denominator is calculated. If this coefficient is less than 0.10 the bias is ignored in practice. If not, the estimated results could be biased and misleading.

### 6.4 THE DESIGN EFFECT

The design effect (deff) is defined as the ratio of the variance of the estimator, when the complexity of the sample design is taken into account, to the variance of the estimator when it is assumed that the sample data were obtained by means of a simpie random sample. The combire effect of stratification and clustering on the variance of an estimator of a population characteristic is measured by the design effect. From (6.2.4) and (6.2.11)

$$
\begin{equation*}
\operatorname{deff}=S_{r}^{2} / \operatorname{var}\left(I_{s r s}\right) \tag{6.4.1}
\end{equation*}
$$

If deff is greater than one, the variance of the estimator of the population characteristic is larger than under simple random sampling in which case complex sampling is less efficient than simple random sampling. If deff is less than 1 , complex sampling is more efficient than random sampling. Dit in another way, if by mistake or due to lack of experience and knowledge (which is common in a developing country), the srs estimate of the variance ( $\operatorname{var}\left(r_{s r s}\right)$ ) is used instead of the variance $\left(S_{r}^{2}\right)$ for a complex survey design, then deff is the measure of the underestimation or overestimation for using the incorrect variance.

The value of the design effect (deff) tends to increase with increasing cluster size for a given variable, a given number and type of cluster, and subsampling procedure used. Kish (1965) introduced a synthetic measure roh (rate of homogeneity) to control this effect, which is defined in terms of deff as

$$
\begin{equation*}
\operatorname{def} f=\therefore \operatorname{rar}\left(r_{s r s}\right)=1+\operatorname{roh}(b-1) \tag{5.4.2}
\end{equation*}
$$

wher: 5 is the average cluster size.

For a single stage cluster sampling design, roh is the measure of homogeneity within clusters which tends to increase with the variance of the sample. It is also known as the coefficient of intraclass correlation (Kish 1965). For multistage complex surveys, roh is composeó of the variability of all the stages of the survey design, It can also be regarded as measuring the effect of clustering within strata for such surveys. It has been shown that larger clusters tend to have smaller values for roh (Cochran 1977) since "neighbouring units tend to resemble each other. Then it follows that the resemblance decreases with increasing distance over the distribution" (Kish 1965). Bennet(1991) gives various guidelines for estimating roh, based on similar types of questions from past surveys. The value of roh is usually Iess than 0.4. The comment is made however that these estimates of roh are necessarily vague "as there will be variability in the value of roh from country to country, from survey to survey, and from item to item". Other reasons given for varying sizes of roh are the varying levels of efficiency of the interviewers and the supervisors. The recommendation is made that, if possible, roh should be chosen from an earlier round of the same survey (see portability of roh in Section 6.6).

### 6.5 THE COMPUI R PROGRAM - STANDERR

Nearly all surveys in developing countries are stratified clustered samples, with clusters of households in each of the regions or strata. These survey designs reduce the cost of data collection, but in exchange complicate the data analyses, since the observations are no longer independent and identically distributed (iid). It would be interesting tc know (and difficult to find out) how many researchers have produced misleading results in the past by underestimating the variance of the estimates due to not taking the complexity of the survey design into consideration. Standard statistical packages such as SAS (1994) and SPSS (1995) assume iid observacions drawn from infinite populations and hence are not appropriate for most survey designs. Bennet et al. (1991) make the following remarks
concerning complex survey designs in developing countries: "There are many excellent textbooks which describe complex designs and appropriate formulae for their analysis, but a certain level of expertise is needed to make the most of these, and this is often not available to workers in the field.". One way to develop this expertise is to have a user friendly computer program at one's disposal to handle such data. Computer programs which have been developed for complex survey designs are :

1) PSALMS - a program which is available only under the OSIRIS IV program package of the University of Michigan. This package is written for a mainframe computer and is therefore expensive, and generally inaccessible to most developing countries.
2) CLUSTERS - a program which was developed for the world Fertility Surveys - see Verma et aI. (1978). This program is more freely available, since there is no copyright on its use. However, it is more inconvenient to use than PSALMS (see Stoker(1988)).
3) A recent computer package to become available for handling complex data is STATA (STATA Corporation (1993)). This program facilitates regression type analyses under clustering, but it does not make provision for stratification (see Chapter 5). There are also no procedures to handle log-linear modelling from a complex survey design in this package.
4) Another program called SUDAAN (Sudaan, 1995) is available which does facilitate clustering and stratification. It has procedures for handling log-linear modelling, logistic regression, linear regression, and various other statistical techniques. It has been used in this thesis for testing independence in two-way tables and for fitting a logistic regression model. SUDAAN does however have certain limitations when analysing categorical data from a complex survey design, which are discussed in Chapter 7 (Section 7.6)

A program called STANDERR has been written in SAS by the author for a complex survey design (see Appendix A). SAS is a well known and commonly used statistical package. Instead of a BOS having to convert data sets from the format of one computer program to another (e.g. from SAS to SUDAAN), STANDERR can be used. It must be remembered that problems arose in the NH\&NS when data was converted from the DBASE data format to the SAS format (see Chapter 3). STANDERR calculates proportions, the design effect, the standard error, and $95 \%$ confidence intervals for any number of cells, for any number of dimensions from a contingency table. It only requires the user to specify the data set, the stratum variable, the PSU (cluster) variable, and the dimensions of each variable used in the analysis.

Consider the Lesotho NH\&NS where the proportion of stunted children in the population under 5 years, by sex, is investigated. Table 6.1 is obtained by using the program STANDERR. The design effect (using equation (6.4.1)) for stunted females for example, indicates that the standard error estimated as if the sample were from a simple random sample, would be underestimated by a factor of nearly 1.414, compared to the standard error which takes the complex survey design into consideration. Ferrinho et al(1992) illustrate this point clearly using three case studies from Alexandra, South Africa. The design effect for certain variables relating to housing varied from 2 to as much as 6.99, indicating by how much the variance would have been underestimated if the complex survey design had not been considered when aralysing the data.

In Chapter 7 the design effect is used as a correction factor to the chi-square test statistic for assessing the association between certain variables in two-way and multiway tables. It will be shown how the results are affected if the design effect is not considered in the analyses.

Table 6.1 Percentages, standara errors (for a complex survey design), and design effects of the stunted children by sex, in the Lesotho National Fousehold Health and Nutrition Survey.

| total percent <br> standard error <br> design effect | female | male |
| :--- | :--- | :--- |
| stunted | $11.11 \%$ | $12.82 \%$ |
|  | $0.49 \%$ | $0.52 \%$ |
|  | 1.9244 | 2.3139 |
| not stunted | $38.02 \%$ | $38.06 \%$ |
|  | $0.71 \%$ | $0.68 \%$ |
|  | 2.8146 | 1.7526 |

### 6.6 PORTABILITY

In a large-scale multi-purpose survey, where estimates from cross-tabulations involving many cells are calcuated it is a time-consuming task to calculate sampling errors for each estimate in each cell. This often leads to the slow processing and release of the results. In the NH\&NS, for example, a crosstabulation of education ( 8 categories) by district (10 categories) requires the calculatior of 80 sampling errors for the 80 cells. In practice oniy an approximate value for any standard error need be calculated. This can be achieved by providing some means of extrapolation of errors from computations for selected variables and sample categories, to other variables and categories for which actual computation was not performed (Verma(1982)). In a survey such as the NH\&NS, where the same survey design was repeated, the standard error or some statistics derived from it may be relatively stable from one survey round to the next. Thus the variance pattern in the June round could have been used to predict sampling errors for the subsequent rounds in November and February.

It might also not be feasible to publish all the sampling errors even if they were all computed. The number of tables could become
too large. Therefore if the user is provided with a simple way of computing approximate sampling errors for any estimates in which he/she is interested, it will not be necessary to publish all the sampling errors. This again implies extrapolation, and a knowledge of the patterns of variation of sampling errors is required.

A knowledge of the patterns of variation of sampling exrors can also be used to evaluate how a particular design has fared, which could assist in designing future samples (Verma (1982)).

Kish et al (1976) introduced the concept of portability to address these issues. Portability refers to the possibility of carrying over the conclusions drawn regarding the sampling error from one subclass to another, from one variable to another, or from one survey to another. Following this procedure correctly and cautiously could serve as another way to simrlify the survey process and save a developing country with a tight budget much time and money in processing the results.

There are three types of subclasses : cross-classes, mixed classer, and geographic classes. Cross-classes are groups thai are defined in terms of demographic characteristics e.g. age and sex tend to be uniformly distributed geographically across the population. Geographic classes are completely segregated into separate clusters, which implies that a whole cluster either belongs or does not belong to the subclass. Mixed classes are classes that are less well distributed than cross-classes and not as completely segregated as geographic classes. Particular ethnic, occupation, or socio-economic groupings can be considered mixed classes. For example from the NH\&NS, the higher educated class of the population mainly $£ a l l$ in the urban areas although not exclusively so.

### 6.6.1 ASSESSING THE PORTABILITY OF THE STANDARD ERROR, DESIGN EFFECT AND RATE OF HOMOGENEITY

The standard error, the design effect and the rate of homogeneity (roh) are considered in the portability process. These measures are portable to different degrees.

A standard error (see (6.2.11)) depends upon a number of factors (Verma 1982):
I. the nature of the estimate;
2. its units of measurement (scale) and magnitude;
3. its variability in the population;
4. the sample size;
5. the sample design (clusteriny, stratification, weighting, cluster size, etc.);
6. the nature and size of the sampling units;
7. for sample subclasses, their nature and distribution across sample clusters.

In order to enhance the portability of the standard error across subclasses, vaxiables and sample designs, the effect of the above factors have to be reduced (Verma 1982). This process will be described in Section 6.6.2.

## DESIGN EFFFCT

The design effect (deff) as defined in Section 6.4 as

$$
\text { deff }=S_{I}^{2} / \operatorname{var}\left(I_{s r s}\right)
$$

is more portable than the standard error since it does not depend upon factors which affect both $\left(\operatorname{var}\left(r_{\text {srs }}\right)\right)$ and $\left(S_{r}{ }^{2}\right)$ in the same way. These factors include the units of measurement, magnitude of the estimate, its variability in the population, and sample
size. Deff depends upon factors such as the nature of the estimate, the sample design and the type and size of the sampling unit (Verma 1982).

## RATE OF HOMOGENEITY (ROH)

For a given variable and a given number and type of clusters and subsampling procedure used, the value of the design effect tends to increase with increasing cluster size (Verma 1982).

The rate of homogeneity defined in Section 6.4 as

$$
\operatorname{deff}=S_{r}^{2} / \operatorname{var}\left(I_{s r s}\right)=1+\operatorname{roh}(b-1)
$$

which measures the degree of correlation between members of a cluster, removes the effect of the average cluster size in deff (see Verma 1982).

The basic assumption is made by Verma(1982) that roh depends upon the nature of the variable, so that the relaiive values of roh for two variables persist as one moves from the total sample to diverse subclasses and possibly to other sample designs. Previous studies by Verma et al. (1980) supported this assumption where it was found that the ranking of median rohs for groups of substantively similar variables were consistent across a number of World Fertility Surveys.

### 6.6.2 THE INFERENTIAL PATH FOR THE PORTABIIITY PROCESS

Since the sample size of a subclass is smaller than the total sample size, and since the standard error depends upon the sample size, one cannot directly impute a standard error from the total sample to a subclass. The general inferential path in this case, is from the standard error ( $s e_{t}$ ) computed for the whole sample to
the design effect of the whole sample $\left(\operatorname{deff}_{t}\right)$ to deff $f_{s}$ and finally to se $_{s}$ the standard error for the subclass (see Section 5.6.2).

The subclass design effect (deffs) is expected to be smaller than that of the total sample since there is a smaller effect of clustering in the subclass. Therefore in order to relate the design effect of the total sample to the design effect, and since the relative values of roh for two variables persist as one moves from the total sample to diverse subclasses, a model based on equation (6.4.2) is
$\frac{\left(\operatorname{deff}_{s}-1\right)}{(\operatorname{deff}-1)}=\frac{\operatorname{roh}_{t}\left(\bar{b}_{s}-1\right)}{\operatorname{roh}_{t}\left(\bar{b}_{t}-1\right)}$
where the subscript s indicates a subclass, $t$ indicates the total sample, $\bar{b}_{s}$ is the average cluster size for the subclass, and $\bar{b}_{t}$ is the same for the total sample.

For cross-classes
$\operatorname{deff}_{s}=1+\mathrm{Mi}_{s}\left(\right.$ deff $\left._{\mathrm{t}}-1\right)$ from (6.6.1)
where $M_{s}=\left(\bar{b}_{s}-1\right) /\left(\bar{b}_{t}-1\right)$ is the average size of the subclass relative to that of the whole sample.
In (6.6.2) it is assumed that roh $_{s}=$ roh $_{\tau}$ because the nature of the sampling units and the sampling procedure have not changed and therefore roh is portable between the total sample and the subclass (Verma 1982).

For geographic classes
$\operatorname{deff}_{s}=1+c_{s}\left(\operatorname{deff}_{t}-1\right)$ from (6.6.1)
where $c_{s}=\operatorname{roh}_{s}\left(\bar{b}_{s}-1\right) / \operatorname{roh}_{t}\left(\bar{b}_{t}-1\right)$
is a constant for the domain to be determined empirically by ficting the above relation to the computed deff $\mathrm{s}_{\text {s }}$ over a group of
variables.

For mixed classes
$\operatorname{deff}_{s}=1+M_{s}{ }^{\alpha}\left(\right.$ deff $_{\tau}-$ I) from (6.6.1) (6.6.4)
where $M_{s}$ has the same definition as for (6.6.2) and $\alpha$ is an empirically determined parameter expected to lie in the range 0 to $I$, with values at the upper end corresponding to crossclasses, and at the lower end to segregated or geographic classes (Verma (1982)).

The inferential path is from standard error ( $s e_{\mathrm{t}}$ ) for the whole sample to the corresponding $\operatorname{deff}_{t}$, to deff $f_{s}$ for the subclass and finally to the standard error ( $\mathrm{se}_{\mathrm{s}}$ ) of the subclass.

In order to relate the deff's to the standard srrors, the following expressions are used

$$
\begin{equation*}
\operatorname{se}^{2}{ }_{\mathrm{t}}=\left(s_{\mathrm{t}}^{2} / \mathrm{n}\right) \operatorname{deff}_{\mathrm{t}} \quad \text { for the total sample } \tag{6.6.5}
\end{equation*}
$$

and $\quad s^{2}{ }_{s}=\left(s_{s}{ }_{s} / n\right) \operatorname{deff}_{s}$ for the subciass
where $s_{t}^{2}$ and $s_{s}{ }_{s}$ are equivalent to $\operatorname{var}\left(r_{s r s}\right)$ in (6.4.1) and $\mathrm{se}^{2}$ and $\mathrm{se}^{2}{ }_{\mathrm{s}}$ are equivalent to $\mathrm{S}_{\mathrm{r}}^{2}$ in (6.4.1).

The relationships (6.6.5) and (6.6.6) hold when the sample is not self-weighting. For very small subclasses the effect of clustering and stratification tends to disappear, i.e. the design effect tends to 1.0 . However the effect of sample weighting tends to persist, and in order to compensate for the unequal weights, Kish (1965) introduces a loss factor

$$
\begin{equation*}
L=\frac{\sum n_{h} W_{h}^{2} \cdot \sum n_{h}}{\left(\sum n_{h} \cdot W_{h}\right)^{2}} \tag{6.6.7}
\end{equation*}
$$

which is multiplied with the variance of all the estimates, where $n_{h}$ is the number of units with weight $w_{h}$.

It is found in practice (Verma 1982) that deff for very small cross-classes tends to the vaiue I in accordance with (6.6.7). A study by Verma et al. (1980) confirms this on a basis of a very large number of computations. Thus an adjusied design effect deffr excluding the loss function is defined as

$$
\text { deff }=\left(S_{r}^{2}\right) /\left(\operatorname{var}\left(r_{\text {srs }}\right)\right)=L . \text { deff́ }
$$

Therefore the standard errors for the total sample ( $\mathrm{se}_{\mathrm{t}}$ ) and the subclass ( $\mathrm{Se}_{\mathrm{s}}$ ) can be written as

$$
\begin{align*}
& {s e^{2}}^{2}=\left(s^{2} / n\right) L_{t} \operatorname{deff}_{t}^{\prime} \quad \text { for the total sample }  \tag{6.6.8}\\
& \text { (6.6.8) }  \tag{6.6.9}\\
& \text { and } \quad s e_{s}^{2}=\left(s_{s}^{2} / n\right) I_{s} \operatorname{deff}_{s}^{\prime} \quad \text { for the subclass }
\end{align*}
$$

Based on the relationships described above, the portability process is schematically represented in Table 6.2, where the direction of the standard errors, design effects and roh values from their computed to imputed values are shown.

Table 6.2 Schematic representation of portability


### 6.6.3 PORTABILITY APRLIED TO THE NH\&NS

Portability was not used in the case of the NH\&NS and therefore for the purposes of this thesis it will be shown how the sampling errors from the June round of the NH\&NS could have been used in the November round. Quite complicated estimation procedures are proposed (Verma 1982) in the case of geographic and mixed subclasses. If not applied correctly, the portability process could lead to additional errors in the survey results.

Therefore portability might not have the desired effect of simplifying the survey process and saving a statistician in a developing country time in releasing the results of their survey. Based on these arguments portability is only recommended for cross-classes and repeated surveys in developing countries.

## PORTABILITY ACROSS GENDER

An example of a typical cross-class is gender. In order to estimate the standard error of malnourished Female children from the total population of children under 5 years consider the relationship in (6.6.2).
$\operatorname{def} f_{f}=1+M_{f}\left(\operatorname{def} f_{t}-1\right)$
where the subscript I indicates females, the subscript $t$ indicates the total sample, and where
$M_{E}=\left(\bar{b}_{E}-1 ; /\left(\bar{b}_{t}-1\right)\right.$

Considering firstly females, it is assumed that $\rho_{f}=\rho_{t}$ because the nature of the sampling units and the sampling procedure have not changed from the total sample to the subclass of females. It is also reasonable to assume $I_{I_{1}}=I_{t}$ since the relative allocation among domains $\left(n_{h}\right.$ in equation 6.6 .7 ) for the subclass of females is similar to that for the total sample.

From the data deff $f_{t}=2.74912, \bar{b}_{t}=89.6, \bar{b}_{f}=45.225$ and $s^{2}{ }_{f} / n=0.000022005$

Therefore from 6.6.10 deff $f_{f}=1+(45.225-1 / 89.6-1)(2.74912-1)$

$$
=1.8736
$$

and from (6.6.6) $\left(\mathrm{se}_{\mathrm{f}}\right\rangle^{2}=0.000041228$
so that $s e_{f}=0.0064209$ which is reasonably close to the computed value of 0.0058551 .

For males $\overline{\mathrm{b}}_{\mathrm{m}}=44.36, \quad \mathrm{~s}_{\mathrm{m}}^{2} / \mathrm{n}=0.000024991$ and

$$
\begin{aligned}
\operatorname{deff}_{\mathrm{m}} & =1+(44.36-1 / 89.6-1)(2.74912-1) \\
& =1.856
\end{aligned}
$$

and from (6.6.6) $\mathrm{se}_{\mathrm{m}}=0.0068105$ which is very close to the computed value of 0.0068487

## PORTABILITY ACROSS SURVEY ROUNDS

In the NH\&NS the different rounds of the survey had the same sampling designs, with slightly different average cluster sizes. If the portability process is applied in this case, one would not be able to simply "transport" the design effects from one round to the next since the average cluster size has an effect on the design effect and therefore roh should be used, since it removes this effect. We therefore assume that the value of roh ( $\rho$ ) in the two rounds is the same.

If for example the standard error of the proportion of nalnourished female children from the round 2 survey is to be used in the round 3 survey, the following procedure is applied:

Since there is a significant difference between the proportion of malnourished children in the rural areas and the urban areas (see Section 7.7), a separate portability process is necessary for each of these areas.

From (6.6.1) s=rur3 and $t=r u r 2$, where rur2 and rur3 indicate respectively the 2nd and 3 rd survey rounds for the rural areas
$\operatorname{deff}_{\text {zur3 }}=1+M_{s}\left(\operatorname{deff}_{\text {rur2 }}-1\right)$
where $M_{s}=\left(\bar{b}_{\text {rur } 3}-1\right) /\left(\bar{b}_{\text {rur2 }}-1\right)$
since it is assumed that $\rho_{\text {rur } 3}=\rho_{\text {rur } 2}$
From the data deff rur2 $=2.00224, \overline{\mathrm{~b}}_{\text {rur } 3}=24, \overline{\mathrm{~b}}_{\text {rur2 }}=23$, and $s_{\text {rur } 3}^{2}=0.000010993$

```
Therefore deff rur3 = 1 + (23/22)(2.00224 - 1)
=2.04796
```

and from (6.6.6) $\left(\mathrm{se}_{\text {rurs }}\right)^{2}=0.0000225$
so that $\mathrm{se}_{\text {rur3 }}=0.004745$

A similar process is applied to the malnourished female children in the urban population, where $\left(s e_{u r b 3}\right)^{2}=0.0000535$ so that the combined variance of rur3 and urb3 is $\left(s e_{3}\right)^{2}=\left(s e_{\text {rur3 }}\right)^{2}+\left(s e_{u r b 3}\right)^{2}+2 \operatorname{cov}(r u r 3$, urb3 $)$
where cov(rur3,urb3) is the covariance between the malnourished female children for the rural and urban areas in the third survey round.

Since the rural area and the urban area data can be considered to be two independent samples (urian and rural areas are in different strata), cov(rur3,urb3) $=0$, and therefore

$$
\begin{aligned}
\left(\mathrm{se}_{3}\right)^{2} & =\left(\mathrm{se}_{\mathrm{rur} 3}\right)^{2}+\left(s e_{\mathrm{urb3}}\right)^{2} \\
& =0.000076
\end{aligned}
$$

and $\left(\mathrm{se}_{3}\right)=0.008718$
for the rural and urban areas combined.

Using the program STANDERR on the actual data in the third survey round, $\mathrm{se}_{3}=0.008998$, which is not that different from 0.008718 , and therefore the portability process is seen to produce a suitable estimate for the standard error in this case.

THe same process would be applied to the remaining cells of the
contingency table i.e. for malnourished males, adequately nourished females, and adequately nourished males. The above procedure might not be the best option to follow when there are just four cells in the table, as it might be quicker to estimate the actual standard errors. It is more appropriate when dealing with larger numbers of cells. In Figure 6.1 the effect of portability on all three of the indices discussed in Chapter 5 (height-for-age, weight-fcr-age and weight-for-height) across survey rounds is displayed. It appears that the 'actual' standard errors (using STANDERR) and the standard errors estimated by portability are all very similar. Thus, by applying portability, there would have been little effect on the magnitude of the standard errors (for all three indices) in the October survey, had the standard errors from the June survey round been used to estimate them.

### 5.7 SUMMARY

It is clear from the above examples that portability can save a statistician much time in having co produce standard errors and design effects when estimation takes place across subclasses, variables or survey rounds. It is not feasible to compute and present standard errors individually for proportions or means of all variables and subclasses in large surveys like the NH\&NS. This makes portability an attractive option. In a multi-round survey such as the NH\&NS, the estimated standard error of variables such as weight-for-height, weight-for-age and height-for-age, from the first round survey, can be used to estimate the sample size for the second round survey.

It should be noted though that the procedure should be practised with caution and logic. For instance it was necessary to apply portability to the rural and urban areas separately before combining them, since there is a significant difference in the proportions of malnutrition betueen the two areas (see Section 7.7).
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The computer program STANDERR described in this chapter will now enable a survey statistician analysing data from a complex survey design to:

- use the well known computer package SAS
- correctly calculate standard errors and design effects - and analyze two-way or multiway tables.

The computer program STANDERR (Section 6.5) to estimate standard errors, confidence intervals and design effects from a complex survey design is used in most of the analyses in the remairing chapters of this thesis.

CHAPTER 7
THE ANALYSIS OF TWO-WAY AND MULTIFAY TABLES

### 7.1 INTRODUCTION

Normally it is possible to classify the members of a population in many different ways. People, for instance, may be classified into male and female; into married or single; into malnourished or not malnourished (as in the case of the NH\&NS); and so on. These are examples of dichotomous classifications. Multiple classifications also are common when people are classified into left-handed, ambidextrous or right-handed; or blue-eyed, browneyed, green-eyed and others. Whether the classification is dichotomous or multiple it must be exhaustive, and the categories into which it divides the members of the population must be mutually exclusive. A classification is exhaustive when it provides sufficient categories to accommodate all members of the population. The categories are mutually exclusive when they are so defined that each member of the population can be correctly allotted to one, and only one category. When the observations from a sample have been classified in two separate ways, the results can be arranged in a rectangular table. For instance from the NH\&NS (see Table 7.1) there are 3727 children under two years checked for stunting and breastfeeding. Of the 3354 children that are not malnourished, 2763 are still breastfed and of the 373 that are malnourished, 289 are still breastfed. A table such as this is known as a contingency table and the data is referred to as categorical data. This $2 \times 2$ table (i.e. 2 categories for stunting and 2 categories for breastfeeding) for example is the simplest form of a two-way table. Had the classifications been multiple rather than dichotomous the table, while still being square or rectangular, would have had many more cells.

Table 7.1 An example of a dichotomous (2 x 2) two-way contingency table from the NH\&NS

|  | Malnourished=No | Malnourished=Yes | Total |
| :--- | :--- | :--- | :--- |
| Stili <br> Breasted | 2763 | 289 | 3052 |
| Not Ereastfed | 591 | 94 | 675 |
| Total | 3354 | 373 | 3727 |

If the contingency table of Table 7.1 is further cross-classified by whether the mother of the child is educated or not, then there are three different classifications and the contingency table is known as a three-way table. For example from Table 7.2 there are 1907 children that are still breastfed, who are not malnourished and who have uneducated mothers. Higher than two-way tables are also often referred to as multiway tables.

Table 7.2 A three-way table from the NH\&NS of education levels of mothers by breastfeeding and by nutritional status of children under two years

|  | Malnourished=No |  | Mälnourished=Yes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Uneducated | Edr. Eed | Uneducated | Educated | Total |
| Stili <br> Breastfed | 1907 | 856 | 225 | 64 | 3052 |
| Not Ereastied | 379 | 212 | 58 | 26 | 675 |
|  | 2286 | 1068 | 283 | 90 | 3727 |

The three main techniques that are applied in this thesis to analyze data from two-way and multiway tables from the NH\&NS are: the Wald chi-square test using the full covariance matrix undex the sample design, correction factors applied to the ordinary Pearson chi-square statistic and log-linear modelling in the case of a multiway table (see Section 7.2). It is shown hov these techniques compensate for a complex survey design such as the NH\&NS. The programs used for analysis are STANDERR described in Chapter 6 and SUDAAN(1995).

Work by Rao and Scoti (1984) anc̈ others have shown that clustering in a survey design can have a substantial impact on the significance levels of the standard Pearson chi-square statistic
$\left(\chi^{2}\right)$ when used to test hypotheses in two-way contingency tables. The clustering effect leads to unacceptably high Type I errors (Thomas and Rao (1987)) which do not satisfy the assumptions of multinomial sampling. Yhomas and Rao(1987) found in a number of simulation studies that, under cluster sampling, the proportion of rejections of a correct null hypothesis (at a nominal level of significance of $5 \%$ using the uncorrected chi-square or likelihood ratio goodness-of-fit test statistic) becomes unacceptably large, even as large as $50 \%$. Hence some adjustment is necessary so that misleading results are prevented. Various alternative test statistics as well as adjustments to the Pearson chi-square test statistic have been proposed, which take into account the design of the survey (Fellegi, 1980, Rao and Scott, 1981).

In order to allow for the simultaneous examination of all pairwise relations in a multidimensional contingency table, including the possibility of 3-factor and higher interactions, a log-linear model can be used. This model is most often used when no distinction is made between the factors (all are regarded as explanatory).

The approach used to analyze the multiway table is to scale the weighted totals, so that the sample size is maintained, and to use a correction factor (Fellegi, 1980, Rao and Scott, 1981) during the model selection phase. This correction factor adjusts the chi-square test statistic to compensate for the couplexity of the survey design.

### 7.2 TEST STATISTICS FOR ANALYSING TWO-WAY AND MULTIWAY TABLES USING THE COVARIANCE MATRIX UNDER THE SAMPLE DESIGN

Koch, Freeman and Freeman(1975) noted that the weighted least squares method first advocated by Grizzle, Stamer, and Koch(1969) (GSK) method could be extended to the analysis of complex survey data. The GSK method describes how an underlying multinomial distribution is assumed for the frequencies in the
contingency table when estimating the cell proportions and their covariance matrix. Large-sample Wald statistics, which have asymptotic chi-square distributions, are used to assess the significance of the models fitted to the cell proportions. Koch, Freeman and Freeman(1975) extended this theory by estimating the cell proportions and their covariance matrix under the sample design. The analysis then proceeds using the sample design estimates in place of the multinomial estimates.

Consider the Iinear model

$$
P=X \beta+\epsilon
$$

where $\epsilon$ is the error term, and the left hand side is the column vector of all the proportions computed for each cell in a contingency table. The proportions are formed by taking the numerators to be thle weighted cell frequency estimates for each cell defined by the complete cross of all the variables specified, and the denominator to be the grand total over all these variables. The proportions are arranged in a long vector $\hat{\mathrm{P}}=\left\{\mathrm{P}_{1}, \mathrm{P}_{2}, \ldots, \mathrm{P}_{\text {IJK }}\right\}$ and the variance-covariance matrix of $\hat{\mathrm{P}}$ is estimated on the basis of the specified survey design. A design matrix ( X ) based on the model is constructed to satisfy the relationship

$$
E(\hat{P})=X \beta
$$

For the loglinear model each element of $\hat{\mathrm{P}}$ is replaced by $\log \left(P_{i j x}\right)$. The variance-covariance matrix of these quantities, $V$, is estimated from the survey data. The weighted least squares estimator of the coefficients $\beta$, is given by

$$
\begin{equation*}
\left.\beta=\left[X^{\prime} V^{-1} X\right]\right]^{-1} X^{\prime} V^{-1} \hat{P} \tag{7.2.1}
\end{equation*}
$$

and the variance covariance matrix of $\hat{\beta}$ by

$$
\begin{equation*}
\hat{V}(\beta)=\left[X^{\prime} V^{-1} X\right]^{-1} \tag{7.2.2}
\end{equation*}
$$

The tests of hypothesis are based on $\hat{\beta}$ and $\hat{V}(\hat{\beta})$ using the theory below.

HYPOTHESIS TESTING - COMPUTATIONAL APPROACH

There are a variety of test statistics for testing the null hypothesis
$H_{0}: H P=0$ versus $H_{\bar{a}}: H P \neq 0$
where $P$ is the column vector of population proportions and $H$ is the hypothesis matrix of full row rank c.

### 7.2.1 Wald Chi-Square Statistic

Weighted least squares methods based on the Wald chi-square statistic (Koch, Freeman and Freeman 1975) have been extensively used to analyze survey data and it is given by

$$
Q=[H \hat{P}]^{\prime}\left[H \hat{V} H^{\prime}\right]^{-1}[H \hat{P}]
$$

Under $H_{o}, Q$ is asymptotically distributed as a chi-square random variable with c degrees of freedom.

Simulation studies by Thomas and Rao(1984 and 1985) indicate that the Wald chi-square test statistic is too liberal when the rank of $H$ is large relative to the degrees of freedom associated with
$\hat{V}$. That is, $Q$ ejects the null hypothesis more often than the established nominal level when the nuil hypothesis is true.

### 7.2.2 Wald $F$ statistic

The Wald $E$ statistic is obtained by dividing $Q$ by $c$, the rank of H. That is

$$
F_{W}=Q / C
$$

Under $H_{0}, F_{W}$ is asymptotically distributed as an $F$ random variable with $c$ and e degrees of freedom, where $e$ is the degrees of freedom associated with $\hat{V}$. For multistage designs e is usually taken to be the number of PSU's minus the number of first stage strata. When $c-e$ is not large, $\mathrm{F}_{\mathrm{F}}$ may reject $\mathrm{H}_{\mathrm{o}}$ more often than the nominal level (see Thomas and Rao (1984)).

### 7.2.3 Adjusted Wald F Statistic

The adjusted Wald F statistic was proposed by Folsom(1974). It compensates for the liberal nature of the Wald statistic by approximating the number of degrees of freedom associated with $\hat{\mathrm{V}}$ and using the more conservative Hotelling $\mathrm{T}^{2}$ distribution for Q. The F transformed Wald statistic is given by

$$
F_{A D J W F}=\frac{c-e+1}{c e} Q
$$

Under the null hypothesis, $F_{\text {fDJwi }} C a I$ be compared to an $F$ distribution with e and c-e+1 degrees of freedom (Fellegi, 1980). This simple transformation improves the performance of the test (Korn and Graubard (1990)).

### 7.2.4 Satterthwaite Adjusted Chi-Square Statistic

For categurical data analysis Rao and Scott's (1981) Satterthwaite correction is based on the Pearson chi-square sfatistic, which assumes multinomial sampling, and adjusts the test statistic to reflect the impact of the clustered sample design. Rao and Scott showed that

$$
\chi^{2}-\sum_{i} \lambda_{i} w_{i}
$$

where the $\lambda^{\prime}$ 's are the eigenvalues of Rao and Scott's generalized design effect matrix and the w's are independent chi-square random variables with one degree of freedom. The sum cf the diagonal elements cs the generalised design effect matrix is equal to the sum of the generalised design effects, the average of which is equal to the first-order Rao-Snott adjustment (see Section 7.6.I). The Rao-Scott $\bar{\lambda}$ corrected statistic adjusts the Pearson chi-square by dividing by $\bar{\lambda}$, the average of the eigenvalues. The Rao-Scott Satterthwaite correction uses Satterthwaites (Satterthwaite(1946)) approach to account for the variability in the eigenvalues.

The Satterthwaite adjusted chi-square statistic (Rao and Scott 1981) takes the form

$$
\begin{gathered}
\chi_{s}^{2}=\frac{Q^{*}}{\left(\bar{\lambda}\left(1+a^{2}\right)\right)} \text { where } \\
Q^{*}=[H \hat{P}]^{\prime}\left[H S H^{\prime}\right]^{-1}[H \hat{P}]
\end{gathered}
$$

$S$ is the estimated variance covariance matrix under multinomial sampling, and a is the coefficient of variation of the $\lambda^{\prime} s$. The degrees of freedom are also adjusted by dividing by ( $1+a^{2}$ ). That is, $\chi^{2}{ }_{s}$ has degrees of freedom $c^{*}$ where $c^{*}=c /\left(I+a^{2}\right)$. In order to compute $\chi^{2}{ }_{s}$, the generalized design effect matrix, $D$, is computed using the formula

$$
D=\left[H S H^{\prime}\right]^{-1}\left[H \hat{V} H^{\prime}\right]
$$

where $\hat{\mathrm{V}}$ is the estimated variance covariance matrix. In the above formula for $\chi_{s,}^{\prime \prime} \bar{\lambda}$ represents the average of the eigenvalues of D. In their simulation studies, Thomas and Rao(1987) found that the Rao-Scott Satterthwaite corrected chi-square statistic had the best overall properties when both power and significance level were considered. This test maintained its power and stated significance level better than any of the alternatives across the combinations of the designs considered.

### 7.3 USING A WALD STATISTIC TO TEST FOR HOMOGENEITY AND NO INTERACTION IN A TWO-WAY TABLE

Under simple random sampling, testing for homogeneity and independence in a two-way table are treated in the same way. This is not the case under a complex survey design (Stoker et al. 1997). The test of homogeneity of two populations implies that the two (sub-)populations form geographic classes (see Section 6.6) where the sample elements are classified into mutually exclusive and exhaustive categories with fixed marginal totals. For example, from the NH\&NS, place of residence is such an example. A PSU either belongs to a rural or urban sub-population. The objective of the test of homogeneity in this case is to test whether the vectors of population proportions are the same in the rural and urban sub-populations. The null-hypothesis in chis case i.s
$\mathrm{H}_{0}: \mathrm{p}_{11}=\mathrm{p}_{21} ; \mathrm{p}_{12}=\mathrm{p}_{22} ; \ldots ; \mathrm{p}_{1(\mathrm{c}-1)}=\mathrm{p}_{2(\mathrm{c}-1)}$
or $H_{0}: \underline{p}_{1}=\underline{p}_{2}$
where $\underline{p}_{1}=\left(\begin{array}{lllllll}p_{11} & p_{12} & p_{13} & \ldots & p_{1(c-1)}\end{array}\right)$ and $\underline{p}_{2}=\left(p_{21} p_{22} p_{23} \ldots p_{2(c-1)}\right)$
and $c$ is the number of categories.
and the Wald statistic is

$$
\begin{equation*}
Q=\left(\hat{p}_{1}-\hat{p}_{2}\right)^{\prime}\left(\hat{V}\left(\hat{p}_{i}\right)+\hat{V}\left(\hat{p}_{2}\right)\right)^{-1}\left(\hat{p}_{1}-\hat{p}_{2}\right) \tag{7.3.1}
\end{equation*}
$$

When the null hypothesis is true $Q$ is distributed as a chisquared statistic with c-1 degrees of freedom.

The above approach (using a Wald chi-square statistic) does not apply to a compiex survey design where the interaction between two categorical variables is tested. Interaction can be defined as a djffering response in one variable depending on the level of another variable. In this case the two categorical variables form either cross classes or mixed classes (Stoker et al. 1997) (see Section 6.6). The data are assumed to be drawn from a single population with no fixed marginal totals.

Using the Wald statistic, a test fer no interaction in the case of a two-way table from a complex survey design, is shown below.

Let $\delta_{i}(r, c)$ reference the cell corresponding to the $r$-th row and c-th column in a two-way cross-classification with $r=1, \ldots, R$ and $c=1, \ldots, c$, and let

$$
\delta_{i}(r, c)=\left\{\begin{array}{c}
1 \text { if the ith sample member is in the }(I, c) \text { cell } \\
0 \text { otherwise }
\end{array}\right.
$$

Also let

$$
\delta_{i}(r)=\left\{\begin{array}{c}
1 \text { if ith sample member is in the } r-t h \text { row } \\
0 \text { otherwise }
\end{array}\right.
$$

and

$$
\delta_{i}(c)=\left\{\begin{array}{c}
1 \text { if ith sample member is in the } c-t h \text { column } \\
0 \text { otherwise }
\end{array}\right.
$$

Then the total estimate for the ( $r, c$ ) cell is given by

$$
\hat{N}_{r c}=\sum_{i \in S} \delta_{i}(x, c) w_{i}
$$

where $w_{i}$ is the weight of the i-th sample member

A test for independence of the row and column variables is based on the following statistic for an $R x C$ table ( $R=$ number of rows, C=number of columns)

$$
\begin{equation*}
\hat{Y}_{x c}=\frac{\hat{N}_{r c}-\hat{N}_{x+} \hat{N}_{+E}}{\hat{N}_{++}} \tag{7.3.2}
\end{equation*}
$$

which is the observed minus expected values (SUDAAN(1995)). Let $\hat{Y}$ denote the $(R-1)(C-I)$ vector of elements $\hat{Y}_{r c}$. The variancecovariance of $\hat{Y}$ can be estimated as

$$
\hat{V}(\hat{Y})=H \hat{V}(\hat{N}) H^{\prime}
$$

where

$$
H=\frac{\partial \hat{Y}}{\partial \hat{N}^{\prime}}
$$

The matrix $H$ is of dimension ( $R-1$ ) ( $C-1$ ) by $R C$ and consists of partial derivatives of the elements of $\hat{Y}$ with respect to the elements of $\hat{N}$. For $r=1, \ldots, R-1, c=1, \ldots, C-1, k=1, \ldots, R$, and $\mathrm{l}=1, \ldots . \mathrm{C}$, the (rc,kl) element is equal to

$$
\frac{\partial \hat{Y}_{I C}}{\partial \hat{N}_{k I}}
$$

and can be calculated according to the following formulas,

$$
\begin{gather*}
\frac{\partial \hat{Y}_{r c}}{\partial \hat{N}_{r c}}=I-\frac{\left(\hat{N}_{r+}+\hat{N}_{+c}-\frac{\hat{N}_{r+} \hat{N}_{+c}}{\hat{N}_{++}}\right)}{\hat{N}_{++}} \\
\frac{\partial \hat{Y}_{r c}}{\partial \hat{N}_{k c}}=\frac{\left(-\hat{N}_{r+}+\frac{\hat{N}_{r+} \hat{N}_{+c}}{\hat{N}_{++}}\right)}{\hat{N}_{++}} \quad k \neq r  \tag{7,3.3}\\
\frac{\partial \hat{Y}_{r c}}{\partial \hat{N}_{r l}}=\frac{\left(-\hat{N}_{+c}+\frac{\hat{N}_{r+} \hat{N}_{+c}}{\hat{N}_{++}}\right)}{\hat{N}_{++}} \quad l \neq C \\
\frac{\partial \hat{Y}_{r c}}{\partial \hat{N}_{k l}}=\frac{\hat{N}_{r+} \hat{N}_{+c}}{\hat{N}_{++}^{2}} \quad k \neq I, \quad l \neq C
\end{gather*}
$$

for testing for no interaction in a two-way table the Wald statistic is

$$
\begin{equation*}
Q=\hat{Y}^{\prime}\left[H \hat{V}(\hat{N}) H^{\prime}\right]^{-1} \hat{Y} \tag{7.3.4}
\end{equation*}
$$

When the rull hypothesis is true, $Q$ is distributed as a chisquared statistic with ( $R-I$ ) ( $C-I$ ) degrees of freedom. The p-value for the chi-square statistic is based on $Q /(R-1)(r-1)$ which is compared to the $F$ distribution with $(R-1)(C-1)$ and $e$ degrees of freedom, where $e$ is the number of PSU's minus the number of strata.
7.4 FITTING AND TESTING THE LOG-LINEAR MODEL WITHOUT COMPENSATING FOR A WEIGHTED COMPLEX SURVEY DESIGN

Below is a description of the theory behind the log-linear model, assuming that the sample values are independent observations from the same population and that the selection probabilities of the sample values are equal, i.e. the sample is self-weighting. Once this basic theory has been described, techniques to compensate
for a complex survey design are described. A log-linear model is then fitted to the child nutrition data (see Chapter 5) from the NH\&NS, and some interesting results are reported.

### 7.4.1 THE LOG-LINEAR MODEL FOR A THREE-WAY TABLE

In a two-way table the test for independence between rov and column factors is equivalent to testing the fit of the model:

$$
\begin{equation*}
E\left(f_{i j}\right)=\alpha_{i} \beta_{j} \tag{7.4.1}
\end{equation*}
$$

where the expected cell frequency $E\left(f_{i j}\right)$ is the product of two terms, one of which depends only on the row $\left(\alpha_{i}\right)$ that the frequency appears in, and the other on the column $\left(\beta_{j}\right)$ that the frequency appears in. In a higher way table, for example a three way IxJxK contingency table, the expected cell frequency may in general be expressed as the product of several terms, each representing a main effect or interaction. Since the logarithms of a product of terms is the sum of the logarithms of the terms, the logarithm of the expected frequency can be expressed as a linear model. Consider a three-way IxJxk contingency table, where the three indices pertain to categorical factors $A, B, C$, respectively. Let $f_{i j k}$ be the observed frequency in cell ( $i, j, k$ ) of the table. The log-linear model may then be written as

$$
\begin{equation*}
\ln F_{i j k}=\theta+\lambda_{i}^{A}+\lambda_{j}^{B}+\lambda_{k}^{C}+\lambda_{i j}^{A B}+\lambda_{j k}^{B C}+\lambda_{i k}^{A C}+\lambda_{i j k}^{A B C} \tag{7.4.2}
\end{equation*}
$$

where $F_{i j k}=E\left(f_{i j k}\right)$ is the expected value of the observed cell frequency ( $i, j, k$ ) for the three-way model, $\theta=\log N$, where $N$ is the overail number of observations in the data set, and the $\lambda$ 's satisfy the constraints

$$
\begin{gather*}
\sum_{i} \lambda_{i}^{A}=0, \cdots \\
\sum_{i} \lambda_{i j}^{A B}=\sum_{j} \lambda_{i j}^{A B}=0, \cdots,  \tag{7.4.3}\\
\sum_{i} \lambda_{i j k}^{A B C}=\sum_{j} \lambda_{i j k}^{A B C}=\sum_{k} \lambda_{i j k}^{A B C}=0
\end{gather*}
$$

The $\lambda^{\prime}$ s are called the effects, with the superscripts indicating the factors to which the effects refer. The log-linear model given in (7.4.2) is a saturated model since it contains all possible effects. Usually the log-linear model is analyzed as a hierarchial model which means that a higher order effect cannot be present unless all lower order effects whose indices are subsets of the higher order effect are also included in the model. For example if $\lambda^{\mathrm{AB}}$ is present in the model, it means that effects $\lambda^{A}$ and $\lambda^{B}$ are also all present.

Letting $\mathrm{x}_{\mathrm{ijk}}=\ln \mathrm{F}_{\mathrm{ijk}}$, the main effects and interactions in the above model of a three-way table can be estimated using the 'delta' method (Lee (1977)) by

$$
\begin{gather*}
\hat{\lambda}_{i}^{A}=\bar{x}_{i \ldots}-\bar{x}_{\ldots \ldots} \\
\hat{\lambda}_{i j}^{A B}=\bar{x}_{i j \ldots}-\bar{x}_{i \ldots}-\bar{x}_{. j \ldots}-\bar{x}_{\ldots}  \tag{7.4.4}\\
\hat{\lambda}_{i j k}^{A B C}=\bar{x}_{i j k .}-\bar{x}_{i j \ldots}-\bar{x}_{i . k .}-\bar{x}_{. j k .}+\bar{x}_{i \ldots}+\bar{x}_{. j \ldots}+\bar{x}_{. . k .}-\bar{x}_{\ldots}
\end{gather*}
$$

where a period (.) indicates the mean of the omitted subscript.

Although this looks very much like an Analysis of Variance (ANOVA) model there is one major difference. In the ANOVA model one is trying to partition the variability in the response variable according to the levels of the factors. Here one is trying to describe structural relationships among the variables in the table i.e. one wants to determine which combinations of
levels of the factors result in a higher cell count than expected, which a lower count, and which result in a cell count approximately that expected under the hypothesis of independence of the factors. When the parameter estimates cannot be obtained as described above in closed form by a simple expression, estimating the expected frequencies for some sub-models of the log-linear model requires iterative methods (see for example Agresti 1990).

The goodness-of-fit of the model can be tested using the usual Pearson goodness-of-fit chi-square statistic

$$
\begin{equation*}
\chi^{2}=\sum_{i j k} \frac{\left(f_{i j k}-\hat{F}_{i j k}\right)^{2}}{\hat{F}_{i j k}} \tag{7.4.5}
\end{equation*}
$$

where $\hat{F}=F$ with estimated parameters from (7.4.4)
or the likelihood-ratio statistic

$$
\begin{equation*}
G^{2}=2 \sum_{i j k} f_{i j k} \ln \left(\frac{f_{i j k}}{F_{i j k}}\right) \tag{7.4.6}
\end{equation*}
$$

Both are asymptotically distributed as chi-square, with n-p degrees of freedom, where $n$ is the number of $c e l l s$, and $p$ is the number of independent parameters estimated.

There are some indications that the $G^{2}$ statistic requires slightly larger sample sizes than the Pearson chi-square statistic to reach the same accuracy of $p$ value (so that the Pearson chi-squąre statistic is more reliable for small sample sizes). However the likelihood ratio statistic $G^{2}$ has an advantage in that it is additive under partitioning for nested
models. Two models M1 and M2 are said to be nested if all of the $\lambda$ effects in M1 are a subset of the $\lambda^{\prime} s$ contained in M2. The difference in $G^{2}$ between the two models is a test of the additional effects in M2 conditional on the effects in M1. This difference also has an asymptotic chi-square distribution with degrees of freedom equal to the number of parameters fitted to the two models. This property does not hold for the Pearson chisquare statistic. Therefore in the tests that follow $G^{2}$ is used where a comparison is made of neeced models.

### 7.4.2 MODEL SELECTION

The more variables that are included in the model, the better the model fits. However, the more terms there are in the model, the more difficult is the interpretation. One therefore aims for the simplest model that is adequate. The following variable selection methods can be used:

The forward selection method starts with no variables in the model. Initially the individual terms are considered, and those that are significant are included, one by one. Terms involving pairwise interactions in the individual terms that have been included, are then considered for inclusion. Then one considers three-way interactions in terms for which both the individual and the pairwise interactions are in the model. This process continues until no additional terms can be added to the model.

The backward selection method starts with the saturated model, that is, with the full model including the interaction terms between all factors, plus all interactions between combinations of these variables. The model without the highest order interaction, but with all other interactions present, is then considered to see if the decrease in fit is significant or not. If not, the term with the highest order interaction is eliminated, and the subset model is examined to see if any other interaction can be omitted without giving rise to a significant lack of fit.

In the case of a four-way table, $x_{i j k l}=\ln F_{i j k l}$ and the log-Inear model may then be written as

$$
\begin{gathered}
\ln F_{i j k}=\theta+\lambda_{i}^{A}+\lambda_{j}^{B}+\lambda_{k}^{C}+\lambda_{1}^{D}+\lambda_{i j}^{A B}+\lambda_{j k}^{B C}+\lambda_{i k}^{A C}+\lambda_{i 1}^{A D}+\lambda_{j l}^{B D}+\lambda_{k 1}^{C D}+ \\
\lambda_{i j k}^{A B C}+\lambda_{i j l}^{A B D}+\lambda_{j k I}^{B C D}+\lambda_{i j k l}^{A B C D} \quad(7.4 .7)
\end{gathered}
$$

### 7.5 ADUUSTMENTS FOR WEIGHTED DATA

It has been remarked that many researe res use one of two strategies to analyze weighted data: (1) analyze the unweighted frequencies by simply ignoring the weighting feature altogether, or (2) analyze weighted frequencies as if they were obtained from a data set without any weighting (Clogg and Eliason (1987)). Using either of these strategies, could lead one to incorrect inferences, parameter estimates can be biased, fit statistics can be misleading, and standard errors can be incorrect. The approach suggested by Clogg and Eliason (1987), which is the approach that is applied in this chapter, is to rescale the weights so that

$$
\begin{equation*}
\sum_{h} w_{h}=n \tag{7.5.1}
\end{equation*}
$$

where $W_{h}$ is the weight of the h-th observation. Ti.is ensures that the sample size is preserved and the weighted frequencies are analyzed as if they are obtained from a sample without weighting features (see Clogg and Eliason(1987)).

Below is an example of a two-way table for the variables gender and stunting from the NH\&NS. The scaled totals are calculated using the sample totals and the weighted proportions.

Table 7.3 Sample frequencies and scaled frequencies of stunted children by sex in the Lesotho National Household Health and Nutrition Survey

| sample totals <br> weighted proportion <br> scaled totals <br> design effect | female | male | Total |
| :--- | :--- | :--- | :--- |
| stunted | 959 | 1041 | 2000 |
|  | 0.115 | 0.124 | 0.239 |
|  | 985 | 1062 | 2047 |
|  | 1.924 | 2.314 |  |
| not stunted | 3355 | 2213 | 6568 |
|  | 0.393 | 0.367 | 0.760 |
|  | 1.815 | 3144 | 6511 |
|  | 4314 | 4254 |  |
| Total | 0.503 | 0.497 | 1.000 |
|  | 4352 | 4206 | 8558 |

7.6 CORRECTION FACTORS TO ADJUST THE PEARSON CHI-SQUARE TEST STATISTIC FOR A TWO-WAY TABLE AND THE LIKELIHOOD RATIO GOODNESS-OF-FIT TEST STATISTIC FOR A LOG-ITNEAR MODEL

The Pearson chi-square statistic for a two-way table is given by

$$
\chi^{2}=\sum_{i=1}^{I} \sum_{j=1}^{c} \frac{\left(O_{i j}-E_{i j}\right)^{2}}{E_{i j}}
$$

where $O_{i j}$ is the observed number in cell ( $i, j$ ), $E_{i j}=r_{i} c_{j} / n$ is the expected number in cell ( $i, j$ ) and $n$ is the number of cells in the two-way table.

To test for no interaction between two categorical variables the null hypothesis is
$H_{0}: p_{i j}=p_{i+} \cdot p_{+j}$ for al $i_{i, j}$
where $p_{i+}$ is the marginal proportion in row $i$ and $p_{+j}$ is the marginal proportion in column j.

To test for homogeneity between two populations the null hypothesis is
$\mathrm{H}_{\mathrm{c}}: \mathrm{p}_{\mathrm{II}}=\mathrm{p}_{21} ; \mathrm{p}_{12}=\mathrm{p}_{22} ; \ldots ; \mathrm{p}_{1(\mathrm{c}-1)}=\mathrm{p}_{2(\mathrm{c}-1)}$
where $c$ is the number of categories.

Since Pearsons chi-square statistic tends to become too large in cluster samping, various modifications to this goodness-of-i:t test statistic have been suggested to obtain more reliable results in cluster sampling. Fellegi and Rao and Scott both modify the chi-square test statistic by dividing it by a correction factor which is a function of the design effect values of the celle of the contingency table.

Rao and Scott (1981) stress the imporcance of assessing the impact of the survey design on the Pearson statistic by including simple correction factors instead of using the full covariance matrix (using the wald statistic in Section 7.3) for the following two reasons:
" a) lin the preliminary analysis of survey data, the Pearson criterion function is often used, because of its somputational simplicity, to screen out a large number of two-way (or higher dimensional) tables at minimal cost to identify tables of interest; b) in secondary analysis from published reports containins multiway contingency tables, the researcher may not have access to the full covariance matrix."

### 7.6.1 RAO AND SCOIT'S $\AA$ CORRECMION

For the test of independence between two categorical variables this method makes the following corrections to the pearson chisquare statistic (Rao and Scott 1981) :

$$
\chi_{c}^{2}=\chi^{2} / \lambda
$$

which is compared to the $\chi^{2}(r-1)(c-1)$ distrı ion, where

$$
\begin{equation*}
\hat{\lambda}=(r c-1)^{-1}\left[\sum_{i=1}^{r} \sum_{j=1}^{c} \hat{a}_{i j}\left(1-\hat{p}_{i+} \hat{p}_{+j}\right)\right] \tag{7.6.1}
\end{equation*}
$$

and $\hat{d}_{i j}$ is the design effect of the ij-th cell.

For the test of homogeneity between two segregated populations the Pearson chi-square statistic is also divided by the correction factor so that:
$\chi^{2}{ }_{c}=\chi^{2} / \lambda$
where

$$
\begin{gathered}
\hat{\lambda}=\frac{I}{c-1} \sum_{i=1}^{2}\left(I-\frac{\hat{n}_{i}}{\hat{n}_{1}+\hat{n}_{2}}\right) \sum_{j=1}^{c} \frac{\hat{p}_{i j}}{\hat{p}_{+j}}\left(1-\hat{p}_{i j}\right) \partial_{i j} \\
(7.6 .2)
\end{gathered}
$$

and $\hat{\mathrm{n}}_{1}$ and $\hat{\mathrm{n}}_{2}$ are the totals in the two segregated populations. In this case $\chi^{2}$ is compared to the $\chi^{2}{ }_{(c-1)}$ distribution (Stoker et al. 1997).

### 7.6.2 FELLEGI;S CORRECTION FACTOR

In both the test of no interaction and homogeneity, Fellegi's approach corrects $\chi^{2}$ by dividing it by the average design effect of the two-way table where

$$
\begin{equation*}
\vec{a}=\frac{1}{I C} \sum_{i=1}^{I} \sum_{j=1}^{c} \hat{a}_{i j} \tag{7.6.3}
\end{equation*}
$$

i.e.
$\chi_{F}^{2}=\chi^{2} / \alpha$
which is compared to the $\chi^{2}(r-1)(c-1)$ distribution in the test of no interaction and to the $\chi^{2}(c-1)$ distribution in the test of homogeneity. For a discussion of the genaral case of nore than two geographic or segregated classes see Särndal et al. (1992) and Nathan (1988).

In the case of multiway tables where a log-linear model is fitted to the data to simultaneously assess associations between variables, the likelihood ratio statistic is also corrected for a complex survey design using Fellegi's correction factor. For example in the case of a three-way table (see Section 7.4.1)

$$
\begin{equation*}
\bar{\alpha}=\frac{I}{I J K} \sum_{i=1}^{I} \sum_{j=I}^{U} \sum_{k=1}^{K} \partial_{i j k} \tag{7.6.4}
\end{equation*}
$$

and using Fellegi's correction factor
$\mathrm{G}_{\mathrm{g}}^{2}=\mathrm{G}^{2} / \mathrm{d}$
which (from (7.4.5)) is compared to the $\chi_{(n-p)}$ distribution where $n$ is the number of cells in the multiway table and $p$ is the number of independent parameters being estimated. In the case of three-or more-way tables, computing Rao and Scott's $\hat{\lambda}$ correction factor becomes complicated, as it becomes dependent on the hypothesis being cested in the log-linear model.

### 7.6.3 EXAMPLES OF TWO-WAY TABLE ANAIYSES FROM THE NH\&NS USING DIFFERENT CORRECTION FACTORS

Stuiating and gender in Table 7.3 can be considered to be more or less uniformly distributed across the population and hence across all PSU's. In this case a test of independence (no interaction) between stunting and gender is applicable.

In order to test for independence between stunting and gender the ordinary chi-square test statistic of the rXc contingency table (r=number of rows, $c=n u m i s r$ of columns) is calculated after adjusting the sample totals as described in Section 7.5. The cell and average design effect is calculated using the program STANDERR. Therafter Pearsons chi-square statistic is adjusted by Fellegi or Rao and Scott's correction factors.

Fellegi's correction factor (see equation 7.6.3) a is firstly included in the test statistic for Table 7.3, where

$$
\mathrm{a}=1 / 4[1.924+2.314+1.815+1.713]
$$

$$
=1.942
$$

and $\chi^{2}$ is equal to 7.90396 which is significant (compared to the $\chi_{1}^{2}$ distribution) at the 0.005 level. The adjusted chi-square statistic is therefore

$$
\chi^{2}{ }_{c}=7.904 / 1.942
$$

$$
=4.07
$$

which is significant at the 0.05 level of significance but not at the 0.01 or 0.005 levels.

Rao and Scott's correction factor (see equation 7.6.1) to test for no interaction in Table 7.3 is

```
\lambda=(1/3)({1 - [(0.234)(0.503)I}(1.924) +
    {I - [(0.234)(0.495)]}(2.31.4) +
    {1-[(0.503)(0.766)]}(1.815) +
    {1 - [(0.495)(0.766)]}(1.753))
```

    \(=1.9839\)
    Therefore $\chi^{2}{ }_{c}=\chi^{2} / 19839=3.984$ which gives a similar result to that using Fellegi's correction factor.

In section 6.6 it was explained that a variable such as place of residence (rural/urban) forms a segregated class in the population. Therefore a test of homogeneity is appropriate to test whether the proportion of stunted children in Table 7.4 are the same in the rural and urban areas of the population. From (equation (7.6.2)) the Pearson chi-square statistic adjusted by Fellegi's correction factor is

$$
\begin{aligned}
X_{\mathrm{c}}^{2} & =21.5568 / 3.205 \\
& =6.726 \quad(p=0.0095)
\end{aligned}
$$

which in this case is compared to a $\chi^{2}(1)$ distr bution.

From equation (7.6.2), Rao and Scott's correction factor is

$$
\begin{aligned}
\hat{\lambda}=(1-7214 / 8568) & {[\{(0.2466 / 0.2396)(1-0.2466)(3.88)\}+} \\
& \{(0.7534 / 0.7604)(1-0.7534)(3.92)\}] \\
+(1-1354 / 8568)[ & {[(0.1720 / 0.2396)(1-0.1720)(1.92)\}+} \\
& \{(0.8280 / 0.7604)(1-0.8280)(3.10)\}]
\end{aligned}
$$

$$
=2.0763
$$

and $\chi^{2}{ }_{c}=21.5568 / 2.0763$

$$
=10.382 \quad(p=0.00127)
$$

In the above example, Fellegi and Rao and Scott's adjustment produce the same conclusions regarding the two-way table in Table 7.4. (see Table 7.7 for a more detailed presentation and discussion of these results). The slightly larger p-value for Fellegi can be attributed to it's conservative nature (Thomas and Rao 1981).

Table 7.4 Sample frequencies and scaled frequencies of stunted children by place of residence in the Lesotho National Household Health and Nutrition Survey

| sample totals <br> weighted <br> proportion <br> scaled totals | stunted | not <br> stunted | Total |
| :--- | :--- | :--- | :--- |
| rural | 1757 | 5457 | 721.4 |
|  | 0.2466 | 0.7534 | 1.000 |
|  | 1779 | 5435 |  |
| urban | 3.88 | 3.92 |  |
|  | 243 | 1111 | 1354 |
|  | 0.1720 | 0.8280 | 1.000 |
|  | 233 | 1121 |  |
| Total | 1.92 | 3.10 |  |
|  | 2000 | 6568 | 8568 |
|  | 0.2396 | 0.7604 |  |

It is clear . rom the above two examples that when the complexity of the survey design is not accounted for, misleading results can be produced, since for example a stronger association between stunting and gender is indicated before Fellegi's and Rao and Scott's correction factors are used to adjust the chi-square statistic in Table 7.3. It is also important to use the appropriate test statistic and correction factor when testing for homogeneity or independence in a two-way table.

Rao and Thomas (1989) remark that empirical results from varicus
large-scale United Kingdom surveys indicated that Fellegi's $\chi^{2}{ }_{F}$ produce very conservative tests in general, resulting in a significant loss of power relative to Rao and Scott's $\chi^{2}$. This may not be serious if the sample sizes are large (Rao and scott (i981)) as in the case of the NH\&NS. Since SUDAAN does not calculate the Rao and Scott correction factor, Fellegi's correction factor is preferred to Rao and Scott's correction factor in analysing multiway tables and is used in subsequent analyses.

When there is a significant association between two categorical variables, the form of the association can be investigated by means of the standardised residuals. Stoker et al. (1997) show, using the software package PC CARP, that in general, standardised residuals under simple random sampling are larger than standardised residuals for a complex design. Since I did not have access to PC CARP (which can calculate the design effect of a residual of any cell in a contingency table), I could not include tris form of analysis. The residuals have implications for loglinear models too, which points to the importance of taking the design of the survey into consideration when analysing data from contingency tables. In all further analyses (see Section 7.7) where log-linear models are fitted, the complexity of the design is only accounted for in the model selection phase (see Section 7.4.2) where, as in the example above, the likelihood ratio statistic is divided by the average design effect from the contingency table.

It is clear from the above that there are certain limitations with sUDAAN in analysıng two-way tables from a complex survey design:

- There is ro test of homogeneity using a Wald statistic.
- sUDAAN does nct calculate Fellegi's correction factor (The SAS program STANDERR was used).
- SUDAAN does not calculate either of Rao and Scotr's adjustments i.e. when the covariance matrix under the sample design is used (Section 7.3.2) or when the design effect in each cell of the
contingency table is used (Section 7.6.1).
- SUDAAN does not calculate standardised residuals in analysing contingency tables. The two-way and three-way table analyses tha follow in this chapter and in Chapter 9 make use of Fellegi's correction factor technique (using STANDERR) and Nald's chisquare statistic (using SUDAAN) to test for independence and homogeneity.


### 7.7 SOME INTERESTING RESULTS FROM THE NHENS

The techniques described in the previous Sections are applied to the child nutrition data to produce some interesting results. Tests of association for two-way tables are applied using Fellegi's correction factor and Wald's statistic. The indicators of malnutrition: height-for-age, weight-for-age, and weight-forheight are tested for association with each of the predictor variables age, sex, place of residence (rural/urban), survey round, and district. Also of interest to the Bureau of Statistics in Lesotho are the breakdown of certain two-way tables by age group. Graphical representations are provided in those cases. In Chapter 8 malnutrition is predicted by all the abovementioned variables in a single logistic regression model. Therefore in the following examples a log-linear model is fitted to a multiway table only in the case where all the variables are considered to be explanatory. As an example of such a case, the simultaneous associations of the variables breastfeeding, malnutrition; and education level of the mother are investigated.

The number, percentage, and $95 \%$ confidence intervals (see Chapter 6) in the following tables are based on the totals weighted to the population, taking into consideration the complexity of the survey design. Two chi-square statistics are presented, the first with Fellegi's correction factor ( $\left.\chi^{2}(F)\right)$ (Section 7.6), and the second the chi-square based on the Wald statistic ( $\chi^{2}(W)$ ) (Section 7.3). Since the Wald statistic uses the full covariance matrix of the proportions and it produces a stable result, and since Fellegi's correction factor is known to produce corservative
results (Rao and Thomas(I989)), ( $\chi^{2}(W)$ ) will be preferred to ( $\chi^{2}(F)$ ) in drawing conclusions regarding the test of independence in the following tables.

Table 7.5 Number and percentage of children under 5 years old below -2 Z -scores by age group


In Table 7.5 a significant difference between the percentage of children falling below 2 Z -scores below the mean in the different age groups for the weight-for-age and height-for-age indices is observed, but not for the weight-for-height index. The effect of poor nutrition on stunting is clearly evident in the 0-11 and 1223 month age groups. The 12-23 morth age group is $16 \%$ higher than the 0-11 month age group and after that the percentage plateaus for the remaining age groups. It would seem that the significant association between age and height-for-age is mainly due to the low percentage in the $0-11$ month age group. The low proportion (5.4\%) of underweight children (low weight-for-age) in the 0-11 month age group also seems to be the reason for the overall significant differences between the age groups for this index. These low rates under 1 year are most likely due to the high prevalence and long duration of breastfeeding which would tend to postpone the onset of stunting and low weight in children. With respect to low weight-for-height, it should be borne in mind that the overall proportion below two $Z$-scores only exceeds the normal population by 1.4 percent.

Table 7.6 Number and percentage of children below -2 z-scores, by gender

| Gender |  | Height/age |  |  | Weight/age |  |  | Weight/height |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | N* | \% | (959 CI) | $\mathrm{N}^{\text {* }}$ | 2 | (95\% CI) | $\mathrm{N}^{*}$ | \% | (95\% CI) |
| AI. 1 <br> children <br> under 5 <br> years | Femaie | 25152 | 22.8 | (20.9-24-7) | 13579 | 12.3 | (11.0-13.5) | 4076 | 3.7 | (2,7-4.7) |
|  | Male | 29167 | 25.5 | (23.5-27.5) | 25360 | 13.5 | (12.0-14.9) | 4806 | 4.2 | 13.2-5.2) |
|  |  | $\begin{array}{ll} \chi_{L}^{2}(F)=4.125 & p=0.042 \\ \chi_{1}^{2}(W)=9.67 & p=0.003 \end{array}$ |  |  | $\begin{array}{ll} \chi_{3}{ }^{2}(F)=1.904 & p=0.167 \\ \chi_{1}{ }^{2}(W)=6.14 & p=0.015 \\ \hline \end{array}$ |  |  | $\begin{array}{ll} \chi_{1}{ }^{2}(F)=0.645 & p=0.422 \\ \chi_{1}{ }^{2}(W)=1.94 & p=0.168 \end{array}$ |  |  |
| Onder 24 months only | Female | 7856 | 18.0 | (15.7-20.2) | 3278 | 7.4 | (6.1-8.6) | 1527 | 3.5 | (2.1-4.9) |
|  | Male | 10635 | 23.3 | (20.8-25.7) | 5521 | 11.9 | (10.0-13.8) | 2124 | 4.7 | (3.4-6.0) |
|  |  | $\begin{array}{ll} X_{2}^{2}(F)=7.180 & p=0.0074 \\ X_{1}^{2}(W)=14.29 & p=0.0003 \end{array}$ |  |  | $\begin{array}{ll} X_{2}{ }^{2}(F)=15.804 & p=0.000 \\ X_{1}^{2}(W)=36.081 & p=0.000 \end{array}$ |  |  | $\begin{aligned} & X_{1}^{2}(F)=1.541 \quad p=0.214 \\ & X_{1}^{2}(W)=4.481 \quad p=0.037 \end{aligned}$ |  |  |

* $N$ is the weighted number in the population

When considering all children under 5 years in Table 7.6, there is significantly more stunting in males than in females but no strongly significant differences appear in the weight-for-age and weight-for-height indices. Figures 7.1, 7.2, and 7.3, show the three indices taking age and sex inco consideration (In Figures 7.1 and 7.3, where height is measured, the discontinuity at 24 months mentioned earlier in Section 5.2.3 of Chapter 5 can be observed.). It is interesting to note that most of the gender difference in stunting is occurring below 24 months, and that this pattern is reproduced in the weight-for-age and weight-forheight plots. When analysed separately in two age intervals (under 24 months and over 24 months) none of the indices show a significant difference above 24 months but as shown in Table 7.6, below 24 months, malnutrition measured by height-for-age and weight-for-age is significantly greater in boys than in girls. In summary, stunting reaches a plateau around $20 \%$ in woth sexes (see Figure 7.1), but more rapidly in boys. A similar trend is observed for weight-for-age in Figure 7.2. Of interest in Figure 7.2 is that males are significantly more underweight than females at the $0-11$ months ( $p=0.0067$ ) and $12-23$ months ( $p=0.0001$ ) age intervals. Thereafter no significant differences are evident for the age groups above 24 months. No significant differences exist between males and females for the acutely malnourished in any of the age groups (see Figure 7.3).
Figure 7.1 Percentages of children below 2 Z -scores with
respect to height-for-age, plotted against age and sex

Figure 7.2 Percentages of children below 2 Z-scores with
respect to weight-for-age, plotted against age and sex

Figure 7.3 Percentages of children below 2 Z -scores with
respect to weight-for-height, plotted against age and sex


Table 7.7 Number and percentage of children under 5 years old, below -2 z -scores, by round


The analysis displayed in Table 7.7 is performed on the separate rounds, where each round is treated as a separate survey with its own set of weights. Although there are no significant differences between the rounds in the case of siunting i.e. height-for-age, for the indices that reflect short term changes in nutritional status (weight-for-age and weight-for-height), a significant decrease is observed with the highest proportion of malnourished children found in the cold months of June, whilst the lowest proportion is observed in the summer month of february. The trends are also well illustrated in Figure 7.4.

This result is unexpected since during the winter months of June where harvesting takes place and food is more plentiful, the proportion of the acutely malnourished should be less than in the rainy summer months of February (Huss-Ashmore (1989)). Other factors such as source of income from migrant workers, breastfeeding patterns (see Chapter 8), or drought periods prior to the survey, need to be investigated to explain these results.
FIGURE 7.4 Percentage of children below -2 Z-scores
with respect to height-for-age, weight-for-age
and weight-for-height, ploited against round


Table 7.8 Number and percentage of children under 5 years old below -2 Z-scores by place of residence

|  | Height/age |  |  | Weight/age |  | Weight/height |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number | \% | (95: CI) | Numiser | \% (05\% CI) | Number | 9 (95\% CI) |
| Rural | 50685 | 24.7 | (22.8-26.7) | 27097 | 13.3 (12.0-14.6) | 8023 | 3.9 (3.0-4.9) |
| Urban | 3634 | 17.2 | (14.4-20.0) | 1843 | 8.8 (6.3-11.4) | 859 | 4.1 (2.3-5.9) |
|  | $X_{1}{ }^{2}(F)=6.726$ |  | $\mathrm{p}=0.0013$ | $\chi_{1}{ }^{2}(F)=5.865 \quad \mathrm{p}=0.0154$ |  | $\chi_{1}{ }^{2}(E)=0.015 \quad \mathrm{p}=0.9025$ |  |

The rural areas have a significantly higher proportion of stunted and underweight children than the urban areas. The plots of these data by the five age groups can be seen in Figures 7.5, 7.6, and 7.7. In Figures 7.5 and 7.6 (which refers to height-for-age and weight-for-age) the proportions malnourished are shown to be generally higher in the rural than urban areas in all the age groups. For height-for-age (Figure 7.5) the differences are significant at the 0-11 month ( $p=0.0005$ ), $36-47$ month ( $p=0.0022$ ) and 48-59 ( $\mathrm{p}=0.0016$ ) month age intervals. For weight-for-age (Figure 7.6) the differences are significant in the same age groups: $0-11$ months ( $p=0.045$ ), $36-47$ months ( $p=0.0030$ ) and 48-59 ( $\mathrm{p}=0.041$ ). Figure 7.7 indicates there are significantly higher acutely malnourished children in the rural areas than in the urban areas in only the 24-35 month age interval. No significant differences appear in any of the other age groups.

The above analysis includes only a test of homogeneity (using Fellegi's correction factor) since rural and urban are com mutually exclusive and exhaustive populations and thereiore (ínon. Section 7.6) it would not be appropriate to test for indepenäence in this case.
$\frac{\text { Figure } 7.5 \text { Percentages of children below } 2 \mathrm{Z} \text {-scores with }}{\text { respect to height-for-age, plotted against age and }}$ place of residence


| ${ }^{12,23}{ }^{\text {Age (months) }}{ }^{24.35}{ }^{\text {36.47 }}{ }^{48.59}$ |
| :---: |
| $\rightarrow$ Rural |
| $-a-$ Urban |

Figure 7.7 Percentages of children below 2 Z -scores with
respect to weight-for-height, plotted against age and
place of residence


| Age (months) |
| :---: | :---: |
| $\rightarrow$ Rural $\quad-\square-$ Urban |

The 10 districis of Lesotho in Table 7.9 indicate substantial variation in their levels of childhood malnutrition, with the more rural districts such as Thaba-Tseka having double the level of underweight and $50 \%$ more stunting than the more urbanised districts such as Butha-Buthe and Maseru (see Figure 7.8.).

Table 7.9 Number and percentage of children under 5 years old, below -2 Z-scores, by district

|  | Height/age |  |  | Weight/age |  |  | Weight/heicht |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Discrict | N* |  | (95\% CI) | $\mathrm{N}^{*}$ |  | 95\% | $\mathrm{N}^{*}$ | \% | 195\% cr) |
| Butha-Buthe 1 | 2903 | 20.3 | (13.5-26.9) | 1266 |  | (8.3-9.3) | 510 | 3.5 | (0.7-6.4) |
| Leribe 2 | 9386 | 25.5 | (20.0-31.0) | 4116 |  | (8.8-13.5) | 949 | 2.6 | (2.5-3.5) |
| Berea 3 | $\$ 404$ | 20.7 | (17.0-24.4) | 2381 |  | (9.8-12.6) | 714 | 3.3 | (1.8-4.8) |
| Maseru _ 4 | 20028 | 22.3 | (17.9-26.7) | 6336 | 14. | (0.1-18.1) | 2611 | 5 | (2.6-9.0) |
| Mafeteng 5 | 5497 | 22.0 | (18.3-25.7) | 3755 |  | (9.9-15.5) | 833 | 2.8 | (1.2-4.4) |
| Mohaie Hoek 6 | 6401 | 20.0 | (21.8-30.3) | 3392 | 13. | 10.9-16.7) | 927 | 3.8 | (3.2-6.4) |
| Quthing 7 | 4318 | 25.0 | (16.5-33.5) | 2267 |  | (7.9-18.3) | 607 | 3.5 | (1.1-6.0) |
| Quacha Nek 8 | 2442 | 25.4 | (23.8-26.9) | 1053 |  | (8.8-12.9) | 334 | 3.5 | (0.0-7.1) |
| Mokhotiong 9 | 3290 | 27.6 | (19.2-36.1) | 1995 | 16. | (0,0-23,6) | 650 | 5.5 | 0.0-11.2) |
| Thaba-Tseka 10 | 4650 | 32.5 | (29.7-35.3) | 2377 | 16. | 2.2-21.1) | 746 | 5.2 | (3.3-7.1) |
|  | $\begin{aligned} & x_{2}^{2}(F)=10.047 \\ & x_{2}^{2}(\mathrm{w})=34.510 \end{aligned}$ |  | $\begin{aligned} & p=0.3467 \\ & p=0.0005 \end{aligned}$ | $\begin{aligned} & X_{1}{ }^{2}(F)=8.749 \\ & X_{2}{ }^{x}(W)=28.50 \end{aligned}$ |  | $\begin{aligned} & p=0.4608 \\ & p=0.0026 \end{aligned}$ | $\begin{aligned} & X_{1}{ }^{2}(F)=7.032 \\ & X_{7}^{2}(W)=11.93 \end{aligned}$ |  | $\begin{aligned} & p=0.634 \\ & p=0.237 \end{aligned}$ |

It is clearly shown from all the above analyses that Fellegi's $\chi^{2}(\mathrm{~F})$ is consistently smaller than $\chi^{2}$ (W), thus supporting the empirical results of Rao and Thomas(1989) where Fellegi's correction factor was shown to produce conservative results.

Of interest to the Lesotho BOS are the associations between brvastfeeding, melnutrition, and aye (below and above 24 months). In order to determine the associations simultaneously, a logIinser model is applied to the data. The SAS program STANDERR that has beeri written for this thesis (from 7.6.1) using Fellegi's correction factor is used for the analysis. The results generated Jy SUDAAir for a log-linear analysis were not quite clear to interpret from the printouts or the manuals. Therefore it has been decided rather to apply the correction factor techrique using STANDERR to illustrate the log-linear model belcw. The data from the adjusted sample (see Section 7.5) given in Table 7.10 is used for the analysis.

Table 7.10 Frequency Table used to fit a Log-Linear Model to determine associations between breastfeeding, age, and malnutrition

|  |  | Age < 24 months |  | Age $s=24$ montis |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | malnourished | not <br> malnourished | malnourished | not <br> malnourisher |
| Still <br> breastfed | Sample size <br> Adj. sample <br> Weightea <br> Design Effect | 287 <br> 285 <br> 5705 <br> 1.58 | 2779 <br> 2771 <br> 55411 <br> i. 55 | 91 95 <br> 1906 <br> 1.14 | 297 <br> 293 <br> 5854 <br> 1.67 |
| inot <br> hreastíeeding <br> anymore | Sample size <br> Adj- sampie <br> Weighted <br> Design Effect | $\begin{aligned} & 68 \\ & 67 \\ & 1337 \\ & 1.22 \\ & \hline \hline \end{aligned}$ | 516 <br> 507 <br> 10133 <br> 1.77 | 659 674 13482 1.80 | $\begin{aligned} & 4245 \\ & 4249 \\ & 84968 \\ & 1.76 \end{aligned}$ |

The saturated model for the above table is the samr as that given in equation (7.4.2), where A refers to the age group of the child, B indicates whether the child is still breastfed or not, and $C$ indicates whether the child is malnourished or not. The backward model selection technique described in Section 7.4.2, is used to determine the appropriate log-linear model for the above example.

Table 7.11 Probability that the saturatrd model less the threeway interaction term is adequate

| Effect | DF | $\mathrm{G}^{2}$ | P-value |
| :--- | :---: | :---: | :--- |
| base <br> model | 0 | 0.0000 | 1.000 |
| $A B C$ | 1 | 23.66 | 0.000 |

The base model in Table 7.11 is the saturated model which fits the data perfectly, and therefore there are no degrees of freedom for testing this model. The second line is the model without the three-way interaction term $A B C$. The incremental effect of $A B C$ is examined by comparing the difference between the $G^{2}$ adj (where $G^{2}$ adj $=G^{2} /$ (average deff) $=23.66 / 1.56=15.17$ ) for the saturated model and for the model without the $A B C$ term. Thus the value for $G^{2}{ }_{a \dot{j} j}$ for the incremental effect is 15.17-0.0000 = 15.17, which is highiy significant ( $p$-value $=0.000$ ). Therefore the three-way interaction does make a significant contribution to the model and cannot be eliminated from the model. As a result the saturated
model is fitted to this data and therefore the standardised residuals are all equal to zero. The coefficients for the fitted model are given in Table 7.12.

Table 7.12 Estimated model coefficients resulting from the selected model

$A=1 \ldots$ age $<24$ months
$A=2 \ldots$ age $>=24$ months
$B=1$... still breastfeeding
$B=2$... not breastfeeding
$C=1 \ldots$ malnourished
$C=2 \ldots$ not malnourished

From Table 7.12 the negative coefficient $\hat{\lambda}_{11 \mathrm{I}}$ ABC (which represents children under 24 months that are still breastfeeding and are malnourished) indicates that there is a lower frequency count than expected. This result is expected since the effect of breastfeeding should decrease the number of malnourished children under 24 montns. Similarly the positive coefficient $\hat{X}_{112}{ }^{\text {ABC }}$ indicates that there is a higher than expected count for children under 24 months that are not malnourished and still breastfeeding. Of interest is that breastfeeding works in the opposite direction above 24 months. This is reflected by the positive coefficient $\delta_{211}{ }^{\text {ABC }}$ which indicates that there is a higher than expected count for children over 24 months that are mainourished and still breastfed. Children who are still breastfeeding at an older age might come from poorer households where other nutritional supplements are not affordable. The breastmilk provided might not be sufficient or nutritious enough for the older child and therefore these children tend to have more malnutrition. A positive $\widehat{\lambda}_{222}{ }^{\text {ABC }}$ further supports this hypothesis, since the number of children that are no longer breastfeeding over 24 months and are nut malnourished is greater than expected. The remaining three wav interaction terms follow a similar trend to those discussed above.

The $Z$-value and confidence intervals given in Table 7.12 need to be interpreted with caution owing to the restrictions on the coefficients i.e. coefficients for the different levels of a factor must sum to zero (from equation 7.4.3).

In this Chapter varioxs risk factors such as gender and place of residence have a significant assosiation with the three indicators of malnutrition at different ages. These results therefore do not support the proposal made by Dibley et al. (1987) (see Chapter 5), who called for separate analyses for below and above 24 months for anthropometric data.

In Chapter 8 a logistic regression model under complex sampling is fitted to the child nutrition data to predict malnutrition.

Besides age and breastfeeding other predictor variables such as source of income, place of residence, round, sex etc. are considered to find the best fitting model. Of interest is whether malnurrition relates to breastfeeding and age in a similar fashion to the log-linear model fitted above and whether other variables can be considered to be strong predictors of malnutrition.

## CHAPTER 8

LOGISIIC REGRESSION IN THE CASE OF CHE SURVEYS

### 8.1 INTRODUCTION

In the above explanation of the log-linear model, it can be seen that all the variables are considered to be explanatory. i.e. there is no distinction between a dependent variable and an independent variable. When there is a distinction to be made the usual linear regression model can be used where the dependent variable is continuous. However it is often the case that the dependent or outcome variable is dichotomous. Nutritional status is an example of a dichotomous variable, where a child is considered to be underweight if their weight-for-age Z-score is below -2 $Z$-scores, and normal if their weight-for-age $Z$-score is greater then or equal to -2 Z -scores (see Chapter 5). One might be interested in determining underweight children from risk factors such as breastfeeding or source of income. In this case a logistic regression model is applicable.

The computer package STATA (Stata Corporation(1993)) was initially used in this research for analysing the lata of the NH\&NS using a logistic regression model. STATA takes clustering (using Huber's formula, Huber (1967)) into consideration but not stratification. It is therefore implicitly assumed that the regressions are homogeneous across the strata. According to Deaton(1994), when there is reason to believe that the regressions are heterogenous across strata, "it is good practice to estimate separate regressions for each stratum, or at least for groups of strata". Deaton(1994) comments further that "When there are many strata, running separate regressions is at best clumsy; it generates too many numbers, and the results are nard to interpret, so that it makes sense to assume homogeneity". In the case of the NH\&NS, where stratification is ky place of residence, zone, and district, one would expect heterogeneity across strata at the plase of residence (rural/urban) stratification level. Therefore two logistic regression models
were fitted, one for the rural stratum, and one for the urban stratum of the NH\&NS, in order to determine a model for predicting malnutrition for children under 5 years.

I acquired the SUDAAN (Sudaan (1995)) computer package shortly after analysing the data with STATA. This package has che advantage in that it catrre for clustering as well as for stratification. Therefore all the results reported in this thesis using the logistic regression model are generated using SUDAAN. However, should one use a program that does not provide a facility for stratification, the approach described in the above paragraph can be applied.

### 8.2 COMPARING THE LOGISTIC REGRESSION MODEL WITH THE LINEAR REGRESSION MODET」

In the case of simple linear regression (i.e. where there is only one independent variable) the conditional expectetion $E(y \mid x)$ is given by:

$$
E(Y \mid X)=\beta_{0}+\beta_{1} X
$$

which implies that it is possible for $E(Y \mid x)$ to take on any value as $x$ ranges between $-\infty$ and $+\infty$. With a dicinotomous dependent variable $Y$, taking on the values of zexo or 1 , the conditional expectation

$$
\begin{gather*}
E(Y \mid X)=1 \cdot P[Y=1 \mid X]+0 \cdot P[Y=0 \mid X] \\
=P[Y=1 \mid X]  \tag{8.2.2}\\
=
\end{gather*}
$$

must lie between zero and one (see Hosmer and Lemeshow(1989)).

The logit transformaiion,

$$
g(x)=\ln \left[\frac{\pi(x)}{1-\pi(x)}\right]
$$

transforms the range of $\pi(x)$ from $(0,1)$ to $(-\infty, \infty)$
and is central to the logistic regression model. The linear logistic model assumes a linear model for $g(x)$ i.e.

$$
g(x)=\beta_{0}+\beta_{1} x
$$

which is equivalent to the nonlinear model:

$$
\begin{equation*}
\pi(x)=\frac{e^{\beta_{0}+\beta_{1} x}}{1+e^{\beta_{0}+\beta_{1} x}} \tag{8.2.4}
\end{equation*}
$$

for the conditional expectation.

In the usual linear regression model the assumption is made that a realization of the outcome variable may be expressed as $y=$ $E(\underline{Y} \mid \mathrm{X})+\epsilon$, where the error $\epsilon$, which expresses an observation's deviation from the conditional mean, follows a normal distribution with mean zero and some variance that is constant across all levels of the independent variable. This is not the case in the logistic regression model defined as $y=\pi(x)+\epsilon$ where $\epsilon$ can assume only one of two possible values. When $y=1$
(with probability $\pi(x)$ ) then $\epsilon=1-\pi(x)$, and when $y=0$ (with probability $1-\pi(x)$ then $\epsilon=-\pi(x)$, and has a binomiai distribution with expectation

```
E[\epsilon]=(1-\pi(x))x\pi(x)+(-\pi(x))x(1-\pi(x))=0 and
```

variance $\operatorname{Var}[\epsilon]=\pi(x)(1-\pi(x))$.

### 8.3 FITTING THE LOGISTIC REGRESSION MODEI

There are two steps in fitting the logistic regression model under cluster sampling:
i) Solutions are found to the weighted maximum likelihood equations which are identical to those obtained from a strictly binomial model. The standard binomial-based estimates of $\beta$ are asymptotically normally distributed and consistent, even under cluster sampling. In other words, the regression coefficient estimates are robust to violations of model assumptions (Binder, 1983).
ii) The standard asymptotic variance estimates (obtained from the inverse of the information matrix) are however not robust to violations of model assumptions. Therefore Taylor linearization is applied for implicitly-defined parameter vectors, in conjunction with a between-cluster variance estimation formula (Binder, 1983).

Let
$Y_{i j k}=1$ if sample member ijk has the attribute of interest
$Y_{i j k}=0$ otherwise
where
$i=1,2, \ldots m$ strata; $j=1,2, \ldots, p$ PU's or clusters; $k=1, \ldots, n_{i j}$ observations.
$x_{i j 2}=\left(1, x_{1, i j k}, \ldots, x_{q, i j k}\right)^{\prime}=$ vector of regression variables (stratum, psu, and observation specific) for the kth element within the cluster.
$\beta=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{q}\right)^{\prime}$ is a vector of unknown regression coefficients.
$\mathrm{w}_{\mathrm{ijk}}=$ sampling weight for sample member $i j k$.

The Logistic Regression model is stated as follows:

$$
\begin{equation*}
P_{i j k}(\beta)=P\left(y_{i j k}=1 \mid x_{i j k}, \beta\right)=\left[1+\exp \left(-x_{i j k}^{\prime} \beta\right)\right]^{-1}=p_{i j k} \tag{8.3.1}
\end{equation*}
$$

$$
\begin{gathered}
=\frac{p_{i j k}}{1-p_{i j k}}=\exp \left(x_{i j k}^{\prime} \beta\right) \\
\Rightarrow \log \frac{p_{i j k}}{1-p_{i j k}}=x_{i j k}^{\prime} \beta \quad \text { (8.3.2) }
\end{gathered}
$$

The likelihood function expresses the probability of the observed data as a function of the unknown parameters. Thus for those pairs where $y_{i j k}=1$ the contribution to the likelihood function is $p\left(x_{i j k}\right)$, and for those pairs where $y_{i j k}=0$ the contribution to the likelihood function is $1-\mathrm{p}\left(\mathrm{x}_{\mathrm{ijk}}\right)$. Even though the observations within a cluster are not independent, based on the arguments in (i) above, the obsevations are treated as $n_{i j}$ independent Burnoulii observations (from clustex $j$ of stratum i) whose contribution to the weighted likelihood function for the pair $\left(x_{i j k}, Y_{i j k}\right)$ is through the term

$$
\begin{gathered}
\zeta\left(x_{i j k}\right)=p_{i j k}{ }^{w_{i j k} y_{i j k}}\left[1-p_{i j k}\right]^{w_{i j k}\left(1-y_{i j k}\right)} \\
=\left(\frac{p_{i j k}}{1-p_{i j k}}\right)^{w_{i j k} y_{i j k}}\left(1-p_{i j k}\right)^{w_{i j k}} \\
=\exp \left(x_{i j k}^{\prime} \beta w_{i j k} y_{i j k}\right)\left[\exp \left(-x_{i j k}^{\prime} \beta\right)\left(1+\exp \left(-x_{i j k}^{\prime} \beta\right)\right)^{-1}\right]^{w_{i j k}}
\end{gathered}
$$

and
$s_{i j k}=\log \left(1+\exp \left(-x^{\prime}{ }_{i j k} \beta\right)=\log \left(r_{i j k}\right)\right.$

Therefore $d s_{i j k} / d \beta=d r_{1 j k} / d \beta . I / r_{i j k}$
where
$d r_{i j k} / d \beta=-x_{i j k} \exp \left(-\mathrm{x}^{\prime}{ }_{i j k} \beta\right)$
and $1 / r_{i j k}=1 /\left(1+\exp \left(-x^{\prime}{ }_{i j k} \beta\right)\right.$

Therefore $\mathrm{ds}_{\mathrm{ijk}} / \mathrm{d} \beta=-\mathrm{x}_{\mathrm{ijk}} \exp \left(-\mathrm{x}^{\prime}{ }_{\mathrm{ijk} k} \beta\right)\left(1+\exp \left(-\mathrm{x}^{\prime}{ }_{\mathrm{ijk} k} \beta\right)\right)^{-1}$

$$
\begin{equation*}
=-x_{i j k}\left(1-p_{i j k}\right) \tag{8.3.6}
\end{equation*}
$$

We need to solve

$$
\begin{gather*}
\bar{W}(\beta)=\frac{\partial l(\beta)}{\partial(\beta)}=0 \\
\text { i.e. } \sum_{i} \sum_{j} \sum_{k}\left\{w_{i j k} x_{i j k} y_{i j k}-w_{i j k} x_{i j k}-w_{i j k}\left[-x_{i j k}\left(1-p_{i j k}\right)\right]\right\} \\
=\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} y_{i j k}-\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} p_{i j k}=0 \tag{8.3.7}
\end{gather*}
$$

This system of implicit nonlinear equations in the $q+1$ unknowns,

$$
\underline{\hat{\beta}}=\left(\hat{\beta}_{0} \hat{\beta}_{1} \ldots \beta_{q}\right)
$$

is usually solved by a conditional Newton-Faphson procedure that determines the value $\hat{\beta}$ of $\beta$ that maximizes $l(\hat{\beta})$ based on the iterative corrections:

$$
\beta^{(s+I)}=\beta^{(s)}-\left(H^{(s)}\right)^{-1} q^{(s)} \quad(8.3 .8)
$$

where

$$
\begin{array}{r}
q^{(s)}=\frac{\partial I(\beta)}{\left.\partial \beta\right|_{\beta}(s)}=\left(\frac{\partial I(\beta)}{\left.\partial \beta_{0}\right|_{\beta}(s)} \cdots \frac{\partial l(\beta)}{\left.\partial \beta_{q}\right|_{\beta}(s)}\right)^{\prime} \\
=\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} y_{i j k}-\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} p_{i j k}^{(s)}
\end{array}
$$

where

$$
p_{i j k}^{(s)}=\left[1+\exp \left(-x_{i j k} \beta_{(s)}\right)\right]^{-1}
$$

and

$$
H^{(s)}=\frac{\partial^{2} I(\beta)}{\left.\partial I(\beta) \partial I(\beta)^{\prime}\right|_{\beta(s)}}
$$

$$
=\frac{\partial\left(\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} y_{i j k}-\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k} p_{i j k}^{(s)}\right)}{\partial \beta}
$$

$$
=\sum_{i} \sum_{j} \sum_{k}-x_{i j k} x_{i j k}^{\prime} W_{i j k} \exp \left(-x_{i j k}^{\prime} \beta^{(s)}\right)\left(1+\exp \left(-x_{i j k}^{\prime} \beta^{(s)}\right)^{-2}\right.
$$

$$
=\sum_{i} \sum_{j} \sum_{k}-x_{i j k} x_{i j k}{ }^{\prime} W_{i j k} d_{i j k}^{(s)} \quad(\text { from (8.3.4)) (8.3.10) }
$$

are the terms evaluated at $\beta^{(s)}$, the sth guess for $\hat{\beta}$ (Agresti 1990),
where

$$
d_{i j k}^{(S)}=p_{i j k}^{(s)}\left(1-p_{i j k}^{(S)}\right)
$$

Substituting (8.3.9) and (8.3.10) into (8.3.8) yields the system of equations for the iterative solution for the maximum likelihood estimator of $\beta$ :

$$
\begin{equation*}
\beta^{(s+1)}=\beta^{(s)}+\left[\sum_{i} \sum_{j} \sum_{k} w_{i j k^{x}} x_{i j k} x^{\prime}{ }_{i j k}^{\prime} d_{i j k}^{(s)}\right]^{-1}\left[\sum_{i} \sum_{j} \sum_{k} w_{i j k} x_{i j k}\left(y_{i j k}-p_{i j k}^{(s)}\right)\right] \tag{8.3.11}
\end{equation*}
$$

The default starting value vector $\hat{\beta}_{9}$ suggested in Sudaan(1995) for the first iteration ( $s=1$ ) is the null vector of length ( $q+1$ ).

### 8.4 VARIANCE ESTIMATION UNDER CLUSTER SAMPLING

Under clustex sampling wi.th nonzero intracluster correlation, the standard asymptotic covariance matrix estimate given by $\mathrm{J}^{-1}$ (the inverse of the weighted sample information matrix) which are derived in the same way as in (8.3.10), where

$$
\begin{equation*}
\mathcal{J}=-H=-\left[\frac{\partial^{2} I(\beta)}{\partial \beta^{2}}\right]=\sum_{i} \sum_{j} \sum_{k} x_{i j k}^{\prime} x_{i j k} w_{i j k} \partial_{i j k} \tag{8.4.1}
\end{equation*}
$$

are biased estimates (Binder(1981)).

Instead, an implicit differentiation method for estimating the covariance matrix for a vector of survey statistics was proposed and justified by Binder (1981, 1983) (see Appendix H).

Binder (1981, 1983) uses the Taylor linearization for approximating the variance of implicitly defined parameter vectors:

$$
\begin{equation*}
\operatorname{var}(\beta)=\left(J^{-1}\right) \operatorname{vâ}[\hat{W}(\hat{\beta})]\left(J^{-1}\right)^{\prime} \tag{8.4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{W}(\hat{\beta})=\left.\frac{\partial 1(\beta)}{\partial \beta}\right|_{\beta=\beta}=\sum_{i} \sum_{j} \sum_{k} \hat{W}\left(z_{i j k} ; \beta\right) \tag{8.4.3}
\end{equation*}
$$

is the score function which is a simple linear function of the observations and the linearized variate vector (see equation 8.3.7). For the ijk-th unit this function is:

$$
\begin{equation*}
z_{i j k}=x_{i j k}\left(y_{i j k}-\hat{p}_{i j k}\right) \tag{8.4.4}
\end{equation*}
$$

To compute the between-PSU within-stratum variance estimate Eor a vector of linear statistics, accumulations of the linearized variate vectors are first formed at the PSU level

$$
z_{i j}=\sum_{k} z_{i j k}, \quad k=1, \ldots, n_{i j}
$$

Then the between-PSU within stratum mean square deviations matrix is formed by:

$$
S_{z}=\sum_{i} m_{i} S_{z i},
$$

where $m_{i}=$ the number of PSU's in stratum $i$, and the sample mean squares and cross-products matrix $S_{z i}$ is given by:

$$
\begin{array}{r}
S_{z i}=\frac{\sum_{j=1}^{m_{i}}\left(z_{i j}-\overline{z_{i}}\right)\left(z_{i j}-\overline{z_{i}}\right)^{\prime}}{\left(m_{i}-1\right)}  \tag{8.4.5}\\
\overline{z_{i}}=\sum_{j} \frac{z_{i j}}{m_{i}}
\end{array}
$$

From Appendix $H$ the estimated cluster covariance matrix for $\hat{\beta}$ is then given by:

$$
\operatorname{var}(\beta)=\left(J^{-1}\right) S_{z}\left(J^{-1}\right)^{\prime}
$$

### 3.5 HYPOTHESIS TESTING

The null hypothesis for testing whether the regression coefficient asscciated with the $i^{\text {th }}$ variable i.s zero, is:
$\mathrm{H}_{0}: \beta_{i}=0 \quad$ vs. $\quad \mathrm{H}_{\mathrm{A}}: \beta_{\mathrm{i}} \neq 0$

The overall null hypothesis is:
$\mathrm{H}_{0}: \beta=0 \quad$ vs. $\quad \mathrm{H}_{\mathrm{A}}: \beta \neq 0$

One can also specify linear combinations of the model parameters for testing i.e.
$\mathrm{H}_{0}: \mathrm{C} \beta=0$
where $C$ is a contrast matrix. See Chapter 7 for a more detailed discussion of the tests that can be applied to the above hypotheses.

The Wald test statistic for testing the third nuil hypothesis is:

$$
\chi^{2}=[C \beta]^{\prime}\left[C V \hat{a r}(\hat{\beta}) C^{\prime}\right]^{-1}[C \beta]
$$

which under $H_{0}$ has a chi-squared distribution with $c$ degrees of freedom, where $c=r a n k$ of $C$.

### 8.6 INTERPRETATION OF THE COEFFICIENTS

In order to describe the interpretation of the logistic regression coefficients, the simplest scenario is considered where the independent variable is dichotomous. This scenario forms a "conceptual foundation" for all other situations (see Hosmer and Lemeshow(1989)). Consider the 2 x 2 table in Table 8.1, where the independent variable $x$ is coded as either zero or 1 .

Table 8.1 Values of the Logistic Regression Model when the Independent Variable is Dichotomous

|  | $x=1$ | $x=0$ |
| :---: | :---: | :---: |
| $y=1$ | $\pi(1)$ | $\pi(0)$ |
| $y=0$ | $1-\pi(1)$ | $1-\pi(0)$ |

where

$$
\begin{align*}
& \pi(1)=\frac{e^{\beta_{0}+\beta_{2}}}{1+e^{\beta_{0}+\beta_{1}}} \\
& \text { and } \pi\{0)=\frac{e^{\beta_{0}}}{1+e^{\beta_{0}}} \tag{8.6.1}
\end{align*}
$$

The odds of the outcome being present among individuals with $\mathrm{x}=1$ is defined as $\pi(1) /[1-\pi(1)]$. Similarly, the vdds of the outcome being present among individuals with $\mathrm{x}=0$ is defined as $\pi(0) /[1-$ $\pi(0)]$. The log of the odds, or logits, are

$$
g(1)=\ln \{\pi(1) /[I-\pi(1)]\}=\beta_{0}+\beta_{1}
$$

and $g(0)=\ln \{\pi(0) /[1-\pi(0)]\}=\beta_{0}$

The odds ratio $\psi$ is defined as the ratio of the odds for $x=1$ to the odds for $\mathrm{x}=0$, and is given by the equation

$$
\begin{gather*}
\psi=(\pi(I) /[1-\pi(I)]) /(\pi(0) /[1-\pi(0)]) \\
=\frac{e^{\beta_{0}+\beta_{1}}}{e^{\beta_{0}}}=e^{\beta_{1}} \tag{8.6.3}
\end{gather*}
$$

and the log-odds ratio is given by

$$
\begin{align*}
\ln \psi & =\ln \{(\pi(1) /[1-\pi(1)]) /(\pi(0) /[1-\pi(0)])\} \\
& =g(1)-g(0) \\
& =\beta_{1} \tag{8.6.4}
\end{align*}
$$

which is the logit difference.

For example if $y$ denotes the presence or absence of malnutrition in a child under two years old, and if $x$ denotes whether or not the child is still being breastfed, then the log-odds ratio for the logit
$g(x)=0.5+0.7 x$
is given by $\beta_{1}=0.7$ with an odds ratio of $\psi=\exp (0.7)=2.014$. This indicates approximately that malnutrition occurs twice (2.014 times) as often among children that are 'not still breastfed' than among children that are 'still breastfed'.

For purposes of developing the method to interpret the coefficient for a continuous variable, the assumption is made that the logit is linear in the continuous predictor variable, $x$. The equation for the logit is $g(x)=\beta_{0}+\beta_{1} x$. It follows that the slope coefficient, $\beta_{1}$, gives the change in the log odds for an increase of a unit in $x$, i.e. $\beta_{1}=g(x+1)-g(x)$ for any value of $x$ (Hosmer and Lemeshow 1989). The value of a unit is not always meaningful. For example if the range of x is from zero to one, then a change of 1 is too large and a change of 0.01 might be more reasonable. Therefore the $\log$ odds for a change of $c$ units in $x$ is obtained from the logit difference $g(x+c)-g(x)$ $=c \beta_{1}$ and the associated odds ratio is obtained by exponentiating this logit difference, $\psi(c)=\psi(x+c, x)=\exp \left(c \beta_{1}\right)$. Therefore in summary, an estimated log odds ratio is also used in the interpretation of the estimated coefficient for a continuous variable as is the case for dichotomous variables (see equation (8.6.4)). The only difference being that a meaningful change must be defined for continuous variables.

In the case of independent variables that are discrete and nominally ordered such as 'child minder' in the NH\&NS (see Appendix E), the method of choice is to use a set of design variables. The two methods to create design variables are the partial method and the marginal method. The partial method is the most commonly employed method appearing in the literature (Hosmer
and Lemeshow, 1989). The primary reason for the use of this method is the interest in estimating the risk of an "exposed" group relative to that of a "control" or "unexposed" group. The partial method or reference cell parametrization can be explained using the following example. The variable 'child minder' can take on 7 different values, so that six design variables axe required. For instance if the response is "mother" then all 6 of the design variables take on the value zero. The design variables for the variable 'child minder' can be seen in Table 8.2. Exponentiation of the estimated coefficient for the design variable D1 would therefore estimate the odds ratio of 'grandmother' relative to 'mother'.

Table 8.2 Design variables created from the variable "child minder' using the partial method

|  | Design Variable |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| CHILDMIND | D1 | D? | D3 | D4 | D5 | D6 |
| mother | 0 | 0 | 0 | 0 | 0 | 0 |
| grandma | 1 | 0 | 0 | 0 | 0 | 0 |
| aunt | 0 | 1 | 0 | 0 | 0 | 0 |
| maid | 0 | 0 | 1 | 0 | 0 | 0 |
| father | 0 | 0 | 0 | 1 | 0 | 0 |
| sister | 0 | 0 | 0 | 0 | 1 | 0 |
| other | 0 | 0 | 0 | 0 | 0 | 1 |

The marginal method of coding design variables, which is more frequently used in analysis of variance and linear regression than in logistic regression is called "deviation from mean coding". This expresses effect as the deviation of the "group mean" from the "overall mean". In the case of logistic regression the "group mean" is the logit for the group and the "overall mean" is the average logit. The required coding is obtained as illustrated for childminder in Table 8.3, by setting the value of all the design variables equal to -1 for one of the
categories, and then using the 0,1 coding for the remainder of the categories. In applying the marginal method "the interpretation of the estimated coefficients is not as easy or clear as in the situation when a referent group is used" (Hosiner and Lemeshow (1989)). Therefore based on the above arguments the partial methor? will be used in all further analyses in this thesis.

Table 8.3 Design variables created from the variable 'child minder' using the marginal method

|  | Design Variable |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| CrILDMIND | D1 | D2 | D3 | D4 | D5 | D6 |
| mother | -1 | -1 | -1 | -1 | -1 | -1 |
| grandma | 1 | 0 | 0 | 0 | 0 | 0 |
| aunt | 0 | 1 | 0 | 0 | 0 | 0 |
| maid | 0 | 0 | 1 | 0 | 0 | 0 |
| father | 0 | 0 | 0 | 1 | 0 | 0 |
| sister | 0 | 0 | 0 | 0 | 1 | 0 |
| other | 0 | 0 | 0 | 0 | 0 | 1 |

### 8.7 INCLUDING INTERACTIONS IN THE LOGISTIC REGRESSION MODEL

Consider a model containing a dichotomous lisk factor $F$, a continuous covariate $X$ and their interaction $F X$. Suppose $F$ has the levels $f_{1}$ and $f_{0}$. The logit for this model at $F=f$ and $X=x$ is therefore:

$$
\begin{equation*}
g(\tilde{f}, x)=\beta_{0}+\beta_{1} f+\beta_{2} x+\beta_{3} f x \tag{8.7.I}
\end{equation*}
$$

Therefore the $\log$-odds ratio for $F=f_{1}$ versus $F=f_{0}$ with $X$ held constant at $X=X$ is

$$
\begin{align*}
\ln [\psi(F & \left.\left.=f_{1}, F=f_{0}, X=x\right)\right]=g\left(f_{1}, x\right)-g\left(f_{0}, x\right) \\
& =\beta_{1}\left(f_{1}-f_{0}\right)+\beta_{3} x\left(f_{1}-f_{0}\right) \tag{8.7.2}
\end{align*}
$$

Therefore in this case when $F$ is a dichotomous risk factor with $f_{0}=0$ and $f_{1}=1$,

$$
\begin{equation*}
\ln [\psi(F=1, F=0, X=x)]=\beta_{1}+\beta_{3} x \tag{8.7.3}
\end{equation*}
$$

and the estimated variance of the estimated $\log$ odds ratio is

$$
\begin{gathered}
\operatorname{vârln}[\hat{\Psi}(F=1, F=0, X=x)]=\operatorname{varr}\left(\hat{\beta}_{1}\right)+\operatorname{vâr}\left(\hat{\beta}_{3}\right) x^{2}+2 \operatorname{cov}\left(\hat{\beta}_{1}, \hat{\beta}_{3}\right) x \\
(8.7 .4)
\end{gathered}
$$

Therefore to correctly assess the risk factor on the response variable, one must include the interaction of this risk factor with the covariate in the model. A similar example can be found in Section 8.9.

### 8.8 MEASURES OF GOODNESS-OF-FIT

### 8.8.1 $\mathrm{R}^{2}$-TYPE MEASURES

The $R^{2}$ currently provided by the SUDAAN program is calculated as the weighted simple correlation between the observed and predicted values. The absolute val:1e of this $R$-square value is irrelevant. It is only useful to compare different models with the same data. A planned enhancement to SUDAAN is to produce the same $R^{2}$ measure as that of STATA.

This $R^{2}$-type measure, referred in the STATA computer package as a Pseudo $R^{2}$ is given by

$$
\begin{equation*}
R_{1}^{2}=100\left(I_{q}-I_{0}\right) /\left(I_{s}-I_{0}\right) \tag{8.8.1}
\end{equation*}
$$

where $l_{0}, l_{g}$, and $l_{s}$ (see Section 8.3) are respectively the loglikelihoods for the model containing only the intercept, the model containing the intercept plus $q$ covariates, and for the saturated model. Probabilities are no greater than 1.0 , so log likelihoods are nonpositive. As the model complexity increases, the parameter space expands, so the value or the maximized likelihood increases. This measure falls between 0 and 1. It equals 0 when the model provides no improvement in fit over the null model, and it equals 1 when the model fits as well as the saturated model. This measure is not advocated by Hosmer and Lemeshow(1989), who describe $R_{1}{ }_{1}$ as "nothing more than an expression of the likelihood ratio test and, as such, is not a measure of goodness-of-fit".

Based on the above arguments for .ot using the $R^{2}$ provided by STATA and SUDAAN, for the purposes of this thesis therefore, the $R^{2}$ of SUDAAN will only be reported and commented on when comparing models that are fitted to the same data. The more appropriate measures of goodness-of-fit, the Pearson Chi-Square and the Hosmer and Lemeshow test, discussed in Sections 8.8.2 and 8.8.3, respectively, will be used instead. Since SUDAAN does not provide these tests, the predicted and observed observations from the SUDAAN analysis were transformed into a SAS data set and programs were written in SAS to perform the tests (see Appendix $J$ for the Pearson chi-square goodness-of-fit test and Appendix $K$ for the Hosmer Lemeshow test).

### 8.8.2 PEARSON CHI-SQUARE AND DEVIANCE

Let $y_{i}$ denote the number of successes in $n$ trials at the ith of I settings or combinations of the predictor variables. For a logistic regression model, standardised residuals for the fits
provided by the I binomial distributions are

$$
e_{i}=\frac{y_{i}-n_{i} \hat{\pi}_{i}}{\left[n_{i} \hat{\pi}_{i}\left(1-\hat{\pi}_{i}\right)\right]^{1 / 2}}, \quad i=1, \ldots, I
$$

(8.8.2)

Each standardised residual $e_{i}$, compares the difference between an observed count and its expected value with the estimated standard deviation of the observed count (Agresti, 1990). The standardised residuals $e_{i}$ are often treated like standard normal deviates, with absolute values larger than 2 indicating possible lack of fit.

The Pearson statistic for testing the fit of the model is computed from $\left\{\epsilon_{i}\right\}$ by

$$
\begin{equation*}
\mathrm{X}^{2}=\sum e_{i}^{2} \tag{8,8,3}
\end{equation*}
$$

The distribution of $\mathrm{X}^{2}$ is chi-square with degrees of freedom equal to $I-(p+1)$, where $p$ is the number of predictor variables in the model.

This $X^{2}$ goodness-of-fit statistic does not have an approximate chi-squared distribution when applied to a logistic regression model with a continuous predictor variable, unless there are many observations at each observed level of the oredictor variable. When this is not the case and there axe not many observations at each observed level of the continuous predictor variable, a test by Hosmer and Lemeshow (1980) is more appropriate.

### 8.8.3 THE HOSMER-LEMESHOW TEST'

The Hosmer-Lemeshow goodness-of-fit statistic $\hat{C}$, is given by

$$
\hat{c}=\sum_{k=1}^{g} \frac{\left(o_{k}-n_{k}^{\prime} \bar{\pi}_{k}\right)^{2}}{n_{k}^{\prime} \bar{\pi}_{k}\left(1-\bar{\pi}_{k}\right)}
$$

where $n^{\prime}{ }_{k}$ is the number of predictor variable patterns in the $k^{\text {th }}$ out of $g$ groups,

$$
o_{k}=\sum_{j=1}^{n_{k}^{\prime}} y_{j}
$$

is the number of positive responses among the $n^{r}{ }_{k}$ predictor variable patterns in group $k$, and

$$
\bar{\pi}_{k}=\sum_{j=1}^{n_{k}} \frac{m_{j} \hat{\pi}_{j}}{n_{k}}
$$

is the estimated average probability in group $k$ (Hosmer and Lemeshow 1980), where $m_{j}$ is the number of distinct combinations of the predictor variables such that

$$
\sum_{j=1}^{n^{\prime}{ }_{k}} m_{j}=n^{\prime}{ }_{k}
$$

The grouping is based on a percentile-type of grouping, usually with 10 groups. This results in the first group containing the $n_{1}=n / 10$ subjects having the smallest estimated probabilities, and the last group containing the $\mathrm{n}^{\prime}{ }_{10}=n / 10$ subjects having the largest estimated probabilities (Hosmer and Lemeshow 1989).

The distribution of the $\hat{C}$ statistic is approximately a chi-square distribution with g-2 degrees of freedom.

Therefore in all subsequent analyses of this thesis, the Fearson chi-square will be applied to test the adequacy of the logistic regression model only if all the predictor variables are categorical. If there are one ur more continuous predictor variables (and any number of discrete ones), then the HosmerLemeshow test will be used.

### 8.9 ANAIYSING CHILD NUTRITION STATUS USING A LOGISTIC REGRESSION MODEL

In order to demonstrate the model building process using the logistic regression model, consider again the child nutrition section of the NH\&NS. A logistic regression model to predict the acutely malnourished proportion of the population could not be fitted to this data set. From Tables 7.3 to 7.7 of Chapter 7 it is clear that the acutely malnourished proportion ranges between $2 \%$ and $5 \%$ of the sample. There was not enough variation in the outcome category weight-for-height less than a Z-score of -2 (which represents the acutely malnourished) for a logistic regression model to be fitted to the data. In the following example a logistic regression moतel under complex sampling is therefore fitted to predict low weight-for-age (underweight children) instead.

A child is considered to be underweight if its weight-for-age $Z$ score is below -2, and normal otherwise. The variables given in Table 8.4 are used as possible predictors of an underweight child in the logistic regression model (see also Appendix E).

Since there are two distinctly different reference populations used for child nutrition data (Fels and NCHS) resulting in discontinuities at 24 months of age, and considering the recommendations given in Chapter 5 Section 5.5 (Dibley et al. 1987b), two models were fitted to the above data, one for children below 24 months, and one for children 24 months or older. Thereafter a single model for all children under the age of five years was also fitted, in order to arrive at the best approach to fitting a logistic regression model to such data.

SUDAAN does not have the programming facility to perform a stepwise logistic procedure, therefore a stepwise analysis (backward selection) was performed by re-running SUDAAN many times, identifying after each run the most non-significant predictor or interaction term and then re-running the model without that term in the model. Consider firstly the model for children under 24 months. Initially there are 10 main effects and 28 two-way interaction terms included in the model. After the first run the interaction effect sex $X$ sfed, with the largest pvalue for the Satterthwaite Adjusted Chi-square statistic ( $p=0.7001$ ), was excluded 1 rom the model. The model was then refitted and the least significant term after the second run was the interaction term educ $X$ age ( $p=0.6790$ ). This term was then excluded from the model. This procedure continued until all the effects in the model were significant at the $5 \%$ level and the resultant model in T'able 8.5 was obtained. It can be seen that with the exception of the childminder variable 'care', and 'place of residence' each of the predictor variables as well as the age $x$ sfed interaction has a significant effect and are included in the model. It is surprising that being in a rural or urban district of Lesotho does not have a significant effect on the malnutrition rate of children. A possible reason for this effect not being significant will be investigated later in this Chapter.

Table 8.4 Description of the Variables used in the Logistic Regression Model

| Variable | Description |
| :---: | :---: |
| sex=1 | female |
| ```sex=2 reference category``` | male |
| wazz=1 | malnourished <br> (weight-for-age 2 -score $<-2$ ) |
| wazz=0 | not malnourished <br> (weight-Eor-age $Z$-score $>=-2$ ) |
| educm=1 | Mother below Standard 5 education (uneducated) |
| educm=2 <br> reference category | Mother above Standard 5 education (educated) |
| educf=1 | Father below Standard 5 education (uneducated) |
| educf=2 <br> reference category | Father above Standard 5 education (educated) |
| rurban=1 | rural |
| $\begin{aligned} & \text { rurban }=2 \\ & \text { reference category } \end{aligned}$ | urban |
| sfed=I | Still breastfed=Yes |
| ```sfed=2 reference category``` | Still breastfed=No |
| age | age in months |
| source $=1$ | income from subsistence farming |
| source $=2$ | income of cash cropping or livestock sales |
| source $=3$ | Business income |
| source=4 | Wages or salaries in cash |
| source=5 <br> reference category | Cash remittances from migrant workers |
| care=1 | Childminder - mother |
| care=2 | Childminder - Grandmother |
| care=3 | Childminder - Aunt |
| care=4 | Childminder - Maid |
| care=5 | Childminder - Sister |
| care=6 | Childminder - Father |
| ```care=7 reference category``` | Childminder - Other person |
| round=2 | June round |
| round=3 | November round |
| $\begin{aligned} & \text { roind=4 } \\ & \text { reference category } \end{aligned}$ | February round |

Since the continuous predictor variable age was included in the model the Hosmer Lemeshow test was applied to test the goodness-of-fit of the model (see Section 8.8 .3 and Appendix K). In this case $\hat{C}=25.3998$ > 15.507 , the $95 \%$ critical value of the chi-square distribution with eight degrees of ireedom (there are 10 groups, therefore $g=10-2=8$ ). This indicates that the model in Tabie 8.5 does not fit the data well and possibly additional predictor variables which were not considered in the backward selection method need to be included in the model. From Table 8.5 it cans be seen that age is a highly significant predictor of malnutrition and a graph of the observed proportion malnourished in each age category ( $0-24$ months) is plotted in Figure 8.1. The plot indicates that higher order polynomial terms in age may need to be included in the model. The large variation in the observed proportion of mrinourished children of the non-breastfeeders is mainly due to the low numbers in these age categories.

Table 8.5 Tests of Main Effects and Interactions in the Multiple Logistic Regression Model for Weight-for-Age under 24 months

| weight-for- <br> age | Degrees <br> of <br> ineedom | S waite <br> Adj Df | S waite <br> Adj Chisq | p-value <br> S waite <br> Adj Chisq |
| :--- | :---: | :---: | :---: | :---: |
| overall <br> model | 10 | 7.738 | 917.89 | 0.000 |
| nodel minus <br> intercept | 9 | 7.744 | 142.21 | 0.000 |
| sfed | 1 | 1.000 | 5.04 | 0.024 |
| sex | 1 | 1.000 | 34.21 | 0.000 |
| age | 1 | 1.000 | 44.15 | 0.000 |
| educm | 1 | 1.000 | 4.65 | 0.031 |
| source | 4 | 3.860 | 12.62 | 0.012 |
| age X sfed | 1 | 1.000 | 11.07 | 0.000 |

$\mathrm{R}^{2}=0.038826$
$\hat{C}=25.3988, \mathrm{df}=8, \mathrm{p}$-value $=0.0013301$

For the re-run of the model, the backward selection process was
again applied, this time including polynomial terms up to the fifth power in age. The resultant model from this fitting process can be seen in Tables 8.6 and 8.7. In Table 8.6 it can be seen that an age ${ }^{2}$ term and the interactions age ${ }^{3} \mathrm{X}$ sfed and age ${ }^{4} \mathrm{X}$ sfed are now also included in the model. For this model $R^{2}=0.05432$ is larger than $R^{2}=0.038826$ for the model in Table 8.5 which indicates a better fit. The value of the Hosmer-Lemeshow goodness-of-fit statistic is $\hat{C}=9.14112$, and the corresponding pvalue computed from the chi-square distribution with 8 degrees of freedom is 0.33053 . This suggests that the model fits the data quite well.
FIGURE 8.1 Plot of the observed proportion malnourished


Table 8.6 Tests of Main Effects and Interactions in the Multiple Iogistic Regression Model for Weight-for-Age under 24 months, including higher order polynomial terms in age

| weight <br> for age | Degrees <br> of <br> freedom | Swaite <br> Adj DF | S waite <br> Adj Chisq | p-value <br> S waite <br> Adj Chisq |
| :--- | :---: | :---: | :---: | :---: |
| overall <br> model | 12 | 8.65 | 718.21 | 0.000 |
| model minus <br> intercept | 11 | 9.00 | 107.70 | 0.000 |
| sfed | 1 | 1.00 | 2.370 | 0.124 |
| age | 1 | 1.00 | 60.388 | 0.000 |
| age $^{2}$ | 1 | 1.00 | 32.189 | 0.000 |
| sex | 1 | 1.00 | 33.632 | 0.000 |
| educm $^{\text {source }}$ | 1 | 1.00 | 4.839 | 0.028 |
| age $^{3} \mathrm{X}$ sfed | 1 | 3.85 | 13.212 | 0.009 |
| age ${ }^{4} \mathrm{X}$ sfed | 1 | 1.00 | 7.926 | 0.005 |

The reference cell parametrization (see Section 8.6) has been used to fit the model, with the last level of each categorical predictor forming the reference cell. These coefficients are set to zero, but are retained on the beta vector. Table 8.7 provides the vector of estimated regression coefficients, their estimated standard errors, $t$-tests and $p$-values for testing whether each individual regression coefficient is significantly different from zero, estimated odds ratios and their $95 \%$ confidence limits.

Table 8.7 Estimated Coefficients, Estimated Standard Errors, Tstatistics, p-values, Odds Ratios and their confidence intervals for the Multiple Logistic Regression Model containing the significant predictcr variables and the two significant interactions identified by the Backward selection analyses children under 24 months

| weight for age | Hera <br> Coeff | SE Beta | T-test Beta=0 | P-value <br> T-test <br> Beta=0 | Odis <br> Ratio | Odds Ratio 95: CI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| constant | -6.497 | 0.668 | -9.720 | 0.000 | 0.00151 | (0.00040;0.00570) |
| $\begin{aligned} & \text { sfed } \\ & 1 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.678 \\ 0.000 \\ \hline \end{array}$ | $\begin{aligned} & 0.441 \\ & 0.000 \\ & \hline \end{aligned}$ | -1.54 | 0.128 | $\begin{array}{r} 0.50742 \\ 1.00000 \\ \hline \end{array}$ | $\begin{array}{r} (0.21116 ; 1.21937) \\ (1.00000 ; 1.00000) \\ \hline \end{array}$ |
| age | 0.743 | 0.096 | 7.77 | 0.030 | 2.10266 | (1.73832;2.5¢337) |
| agge ${ }^{2}$ | -0.022 | 0.004 | -5.67 | 0.000 | 0.97843 | (0.97098;0.98594) |
| $\begin{aligned} & \text { sex } \\ & 1 \\ & 0 \end{aligned}$ | $\begin{array}{r} -0.688 \\ 0.000 \\ \hline \end{array}$ | $\begin{aligned} & 0.119 \\ & 0.000 \\ & \hline \end{aligned}$ | -5.80 | 0.000 | $\begin{array}{r} 0.50252 \\ 1.00000 \\ \hline \end{array}$ | $\begin{aligned} & (0.39625 ;(0.63633) \\ & (1.00000 ; 1.00000) \end{aligned}$ |
| $\begin{aligned} & \text { educm } \\ & 1 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{array}{r} 0.389 \\ 0.000 \\ \hline \end{array}$ | $\begin{array}{r} 0.177 \\ 0.000 \\ \hline \end{array}$ | 2.20 | 0.031 | $\begin{array}{r} 1.67537 \\ 1.00000 \\ \hline \end{array}$ | $\begin{aligned} & (1.03787 ; 2.09729) \\ & (1.00000 ; 1.000 \quad 3) \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \text { source } \\ & 1 \\ & 2 \\ & 3 \\ & 4 \\ & 5 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.349 \\ & 0.869 \\ & 0.237 \\ & 0.283 \\ & 0.000 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.142 \\ & 0.232 \\ & 0.392 \\ & 0.235 \\ & 0.000 \end{aligned}$ | $\begin{aligned} & 2.45 \\ & 3.74 \\ & 0.60 \\ & 1.20 \end{aligned}$ | $\begin{aligned} & 0.016 \\ & 0.000 \\ & 0.547 \\ & 0.233 \end{aligned}$ | 1.41761 2.38461 1.26769 1.32730 1.00000 | $\begin{aligned} & (1.06872 ; 1.88039) \\ & (1.50345 ; 3.78220) \\ & (0.58086 ; 2.76666) \\ & (0.83092 ; 2.12021) \\ & (1.00000 ; i 1.00000) \end{aligned}$ |
| $\begin{aligned} & \text { age }{ }^{\text {ag sfed }} \\ & \text { sfed=1 } \\ & \text { sfed=0 } \end{aligned}$ | $\begin{array}{r} -7 \times 10.4 \\ 0.000 \\ \hline \end{array}$ | $\begin{aligned} & 2 \times 1004 \\ & 0.000 \\ & \hline \end{aligned}$ | -2.81 | 0.005 | $\begin{array}{r} 0.99929 \\ 1.00000 \\ \hline \end{array}$ | $\begin{aligned} & (0.99878 ; 0.99979) \\ & (1.00000 ; 1.00000) \end{aligned}$ |
| age ${ }^{4}$. sfed <br> síed=1 <br> sfed゙=0 | $\begin{aligned} & 2 \times 10^{.5} \\ & 0.000 \end{aligned}$ | $\begin{aligned} & 1 \times 10^{.5} \\ & 0.000 \end{aligned}$ | 2.96 | 0.004 | $\begin{aligned} & 1.00003 \\ & 1.00000 \end{aligned}$ | $\begin{aligned} & (1.00001 ; 1.00005) \\ & (1.00000 ; 1.00000) \end{aligned}$ |

$\mathrm{R}^{2}=0.05432$
$\hat{C}=9.14112, \mathrm{df}=8, \mathrm{p}$-value $=0.33053$

Even though the age ${ }^{3} \mathrm{X}$ sfed and the age ${ }^{4} \mathrm{X}$ sfed interactions are included in the model in Table 8.7, contrary to the normal practice of including in the model the main effects constituting an interaction term, the main effects age ${ }^{3}$ and age ${ }^{4}$ are not included in the model. The reason for this exclusion is that once these main effects were included in the model, the interaction terms were no longer significant and neither were the main effects age ${ }^{3}$ and age ${ }^{4}$. The best fitting model where all the terms are significant can be seen in Table 8.7.

From Table 8.7 the odds of malnutrition for females versus males is 0.50252 . In other words malnutrition occurs half as often among females than among males in the study population.

A lower education of the mother ircreases the odds of malnutrition. The education level of the father was not significant and therefore not included in the model. This result is as expected since in most cases children live with their mother and not necessarily with their father (from the NH\&NS, of the adults who were absent from their household for two weeks prior to the survey, $73.21 \%$ were male and only $26.79 \%$ were female) and since a mother generally takes care of her child's health and nutrition on a daily basis. The overall test for the variable 'source of income' is significant. Relative to 'Cash remittance from migrant workers' (source5), the significant effects are 'Subsistence farming' (Sourcel: Odds Ratio=1.417607) and 'Sales of Livestock' (Source2: Odds Ratio=2.384608) which are associated with increases in malnutrition. This result suggests that households relying on the income from migrant workers have a highei living standard and therefore less child malnutrition than households where the source of income is from subsistence farming or the sales of livestock. The combined effect of the age $^{3} \mathrm{X}$ sfed and age ${ }^{4} \mathrm{X}$ sfed interaction terms are observed by substituting all possible values for the predictor variables in Table 8.7. A maximum is reached at 15 months for breastfeeders with a probability of being malnourished $=0.352$, and at 23 months for non-breastfeeders with a probability of being malnourished $=0.318$. A plot of this model can be seen later in this Chapter in Figure 8.4 in which the effect of the interaction terms are displayed more clearly.

The same procedure as above was followed to fit the logistic regression model for children aged 24 months and above and the results can be seen in Tables $8 . \Omega$ and 8.9. Only four main effects are found to be significant and therefore included in the model, namely: breastfeeding, education, round and source of income (there were no significant interaction terms). Since there ar no continuous predictor variables the more appropriate goodness-of-fit test is the Pearson chi-square test (see Section 8.8.2 and Appendix J). For this test $X^{2}=64.5504$ on 55 degrees of freedom (the number of combinations of the predictor variables minus the
number of parameters in the model minus 1). The corresponding pvalue is 0.15411 , which suggests that the model is adequate.

Table 8.8 Tests of Main Effects and interaction in the Multiple Logistic Regression Model for Weight-for-Age of children over 24 months

| weight <br> for age | Degrees <br> of <br> freedom | S waite <br> Adj DF | S waite <br> Adj Chi.sq | p-value <br> Swaite <br> Adj Chisq |
| :--- | :---: | :---: | :---: | :---: |
| overall <br> model | 9 | 7.25 | 1151.03 | 0.000 |
| model <br> minus <br> intercept | 8 | 6.55 | 43.80 | 0.000 |
| sfed | 1 | 1.00 | 23.87 | 0.000 |
| educm | 1 | 1.00 | 6.08 | 0.014 |
| round | 2 | 1.91 | 9.22 | 0.009 |
| source | 4 | 3.75 | 18.94 | 0.001 |

A clearly different model from the under 24 month model is fitted for children over 24 months. The variables age, the higher order polynomials in age and sex are not significant nor are any interaction terms, round is significant and breastfeeding has the opposite effect from that in children under 24 months. Relative to 'Cash remittance from migrant workers' the only significant effect is 'Subsistence farming' (Source 1) which, as in the under 24 month model of Table 8.7, has an increasing effect on malnutrition.

Teble 8.9 Estimated Coefficients, Estimated Standard Errors, Tstatistics, p-values, Odds Ratios and their confidence intervals for the Multiple Logistic Regression Model containing the significant variables for the Backward selection analyses of children over 24 months

| weight for age | Beta Coeff | SE Beta | T-test Beta=0 | $\begin{aligned} & \text { P-value } \\ & \text { T-test } \\ & \text { Beta }=0 \end{aligned}$ | Odds <br> Ratio | $\begin{aligned} & \text { odds Ratio } \\ & 95 \% \mathrm{CI} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| constant | -2.466 | 0.177 | -13.9 | 0.000 | 0.085 | (0.060;0.121) |
| $\begin{aligned} & \text { sfed } \\ & \frac{1}{2} \end{aligned}$ | $\begin{aligned} & 0.611 \\ & 0.000 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.125 \\ & 0.000 \\ & \hline \end{aligned}$ | 4.89 | 0.000 | $\begin{aligned} & 1.842 \\ & 1.000 \\ & \hline \end{aligned}$ | $\begin{aligned} & (1.436 ; 2.361) \\ & (1.000 ; 1.000) \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \text { educm } \\ & \frac{1}{2} \end{aligned}$ | 0.304 0.000 | 0.123 0.000 | 2.47 | 0.016 | $\begin{aligned} & 1.355 \\ & 1.000 \\ & \hline \end{aligned}$ | $\begin{array}{r} (1.050 ; 1.732) \\ (1.000 ; 1.000) \\ \hline \end{array}$ |
| round <br> 2 <br> 3 <br> 4 | $\begin{aligned} & 0.243 \\ & 0.369 \\ & 0.000 \end{aligned}$ | $\begin{aligned} & 0.108 \\ & 0.121 \\ & 0.000 \end{aligned}$ | 2.24 3.06 | 0.028 0.003 | $\begin{aligned} & 1.275 \\ & 1.447 \\ & 1.000 \end{aligned}$ | $\begin{aligned} & (1.027 ; 1.582) \\ & (1.138 ; 2.840) \\ & (1.000 ; 1.000) \end{aligned}$ |
| source |  |  |  |  |  |  |
| 1 | 0.399 | 0.104 | 3.84 | 0.000 | 1.491 | (1.212;1.833) |
| 2 | 0.363 | 0.235 | 1.54 | 0.127 | 2.437 | (0.900;2.296) |
| 3 | -0.394 | 0.286 | -1.38 | 0.173 | 0.674 | (0.381;1.192) |
| 4 | 0.168 | 0.140 | 1.20 | 0.233 | 1.183 | (0.896;1.561) |
| 5 | 0.00 | 0.000 |  | . | 1.000 | (1.000;1.000) |

$R^{2}=0.0148, X^{2}=64.5504, d f=54, p-v a l u e=0.15411$

Relative to February (round 4) malnutrition is 1.275 more times as likely to occur in June (round 2) and 1.447 times more likely to occur in November (round 3). This trend in the malnutrition rate is not what is expected according to Huss-Ashmore and Goodman(1989), who suggest that the rainy season of February should have a higher proportion of malnourished children than the colder harvesting season of June and the spring season of October and November. An odds ratio of 1.84 for sfed indicates that breastfeeding for this group is associated with increased malnutrition.

The results from the two fitted models shown above ('Tables 8.7 and 8.5) clearly supports the associations found in Chapter 7 between malnutrition, breastfeeding, and age. The results further support the hypothesj.s that children who are still breastfeeding over the age of 24 months have a higher charce of being malnourished than those that are not breastfeeding.

A single model for all children under five years has also been fitted to the data in Table 8.10. In order to accommodate the two clearly different models for children below and above 24 months, the single model requires polynomial terms up to the fourth power in age as well as their interaction with breastfeeding to explain the two trends in malnutrition shown in Tables 8.7 and 8.9. This model fits the data well and there is not a significant lack-offit ( $\hat{C}=7.9427, p-v a l u e=0.4391$ ).

Table 8.10 Estimated Coefficients, Estimated Standard Errors, Ttests, and Odds Ratios for the Multiple Logistic Regression Model for all children under five years.


With so many interactions of breastfeeding with high order polynomial terms in age included in the model in Table 8.10, its interpretation becomes more difficult and it is necessary to plot the predicted probabilities to get a clearer understanding of the model.

Applying the theory of section 8.7, one can estimate the probability of being malnourished from the model in Table 8.10. For example, consider the case of a female child with an uneducated mother in round 2 (June survey), whose source of income is from business income, over increasing age, separately for those children still breastfeeding and those not breastfeeding.

The two plots in Figure 8.2 based on the logits for the above conditions are:
For breastfeeders

```
g(y,x) = -4.038159-2.722320 + 1.348257(age) - 0.077343(age 2) -
0.001865 (age 3) - 0.000015 (age 4) - 0.828752 + 0.347920 + 0.27333 -
    0.197252 - 0.562166(age) + 0.035024(age 2) - 0.000872(age ) +
0.000007(age 4) - 0.019473(age)
```

and for children not breastfeeding:

```
g(n,x) = -4.038159 + 1.348257(age) - 0.077343(age ) -
0.001865 (age 3) - 0.000015 (age ) - 0.828752 + 0.347920 + 0.27333 -
0.197252 - 0.019473(age)
```

Therefore the probabilities of being malnourished for a specific age are:

```
P(maln=yes|sfed=Yes,age=x) = exp(g(y,x)) / [1 + exp (g(y,x))]
P(maln=yes|sfed=No,age=x) = exp (g(n,x)) / [1 + exp (g(n,x))]
```

The effect of the highly significant interaction terms (Table 8.10) between breastfeeding and age on the chosen levels of the independent variables, can be clearly observed by the plot in Figure 8.2. The 'still breastfeeding' group have lower probabilities of being malnourished than the 'not breastfeeding' group. For the first eight months the probability of malnutrition is higher among non-breastfeeders than breastfeeders. Thereafter there is a switchover, and for children that are breastfed, the probability of being malnourished increases sharpiy up until 48 months ( 0.378 ), and then decreases sharply to 0.068 at 60 months. For children that are not breastfeeding there is a gradual increase in the probability of malnutrition, increasing from 0.046 at 3 months to 0.112 at 60 months.

As there are numerous combinations of the predictor variables, each combination producing a different shaped graph, another approach is necessary to graphically represent the probability of malnutrition over increasing age in a more realistic way.

The output of SUDAAN produces predicted probability values for each observation. By adding the probability values in each age category and dividing by the number of individuals in that age category, the expected proportion in each age category is calculated. A plot of the expected froportion is seen in Figure 8.3 for all children under 5 years. For the first eight months the expected proportion of malnourished children is higher among non-breastfeeders than breastfeeders. This feature of the model is as expected since one would expect that breastfeeding is essential for healthy nutrition in the first year of life, and those children not receiving breastmilk have a higher probability of being malnourished. An unexpected result though is that after eight months breastfeeders have a higher expected proportion of malnourished children than non-breastfeeders. It would be more understandable and acceptable if the switchover occurred after 24 months when most children are no longer breastfeeding. This would confirm the hypothesis from Chapter 7 that those children still breastfeeding after 24 months come from poorer households
FIGURE 8.2 Flot of loglsitc regression model to predict
mainutition for all chilidren under five years

where malnutrition is more common and where breastmilk is the main source of nutrition. The large variation seen in the expected proportions (see Figure 8.3) for children still breastfeeding above approximately 30 months is due to the small number of breastfeeders in these age categories and therefore uneven distribution of risk factors. A plot of the under 24 month model in Figure 8.4 (from Table 8.7 ) and the over 24 month model in Figure 8.5 (from Table 8.9 ) shows similar expected proportions for the same ages to those found in Figure 8.3. However, for the over 24 month model which does not have an age term, the expected proportion of being malnourished is fairly constant whereas in the overall model there is an increasing and then decreasing trend which is due to the quadratic, cubic and quartic terms in age being included in the model.

It was surprising to note from the model selection phases used to generate Tables 8.9 and 8.10 that place of residence was not a significant predictor of malnutrition. The reason for it not being included was due to its highly significant association with the mothers education level. To identify this association, education level was excluded as a predictor variable in the model, which resulted in place of residence being included and the coefficients of the other independent variables (i.e. source of income, sex, breastfeeding and age) hardly changing. With both variables considered in the model fitting process, place of residence was no longer significant. There was a better model fit with education included in the model than with place of residence included. These results suggest that the education level of the mother acted as an approximate 'surrogate' effect for place of residence. The highly significant association ( $p<0.0001$ ) between place of residence and the education level of the mother can be seen in Table 8.11 where it is shown that rural mothers are significantly more uneducated than urban mothers.
PGURE 8.3 Plot of the expected proporion mainourished
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FIGURE 8.4 Plot of the expacted proportion malinourished
in each age category for age $<24$ month
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Table 8.11 Percentage of uneducated mothers by place of residence for all children under 5 years

|  | $\%(95 \% \mathrm{CI})$ |
| :--- | :--- |
| Rural | $76.0(73.8-78.2)$ |
| Urban | $30.8(23.7-37.8)$ |

$$
\chi_{1}^{2}=116.5, \text { p-value }=0.0000
$$

To get a better understanding of thi various factors influencing breastfeeding, a logistic regression model for breastfeeding was fitted in Table 8.12. An interesting result from Table 8.12 is that the variable rurb (place of residence) is a strong predictor of breastfeeding and that rural children are 4.8644 times more likely to breastfeed than urban children. A plot of the observed number of breastfeeders in rural and urban areas in Figure 9.1 of Chapter 9 confirms this result. The other predictor variables included in the model are age, the age X rurb interaction and quadratic and cubic terms in age. Even though there is a slightly positive age ${ }^{3}$ effect, the stronger combined negative age and age ${ }^{2}$ effects indicate a reduction in the odds of breastfeeding with increasing age. By substituting all possible age values in the model in Table 8.12 , it was observed that the maximum probability for breastfeeding in rural (prob=0.993817) and urban (prob=0.970623) children were both at zero months (i.e. during the first month of life).

To further understand the association between breastfeeding, place of resicnnce and malnutrition, a $2 \times 2 \times 2$ log-linear model was also fitted to the under 24 month data in Table 9.8 of Chapter 9.

Table 8.12 Estimated Coefficients, Estimated Standard Errors, Tstatistics, $p$-values, Odds Ratios and their confidenc intervais for the Multiple Logistic Regression Model to predict the probability of breastfeeding for children under 24 months (malnutrition excluded)

| breastfed <br> I=Yes <br> O=No | Beta <br> Coeff | SE <br> Beta | T-test <br> Beta=0 | E-value <br> T-test <br> Beta=0 | Odds <br> Ratio | Odds Ratio <br> 95\% CI |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| constant | 3.4977 | 0.369 | 9.470 | 0.000 | 33.041 | $(15.84 ; 68.85)$ |
| age | -0.122 | 0.039 | -3.120 | 0.002 | 0.885 | $(0.818 ; 0.957)$ |
| age $^{2}$ | -0.005 | 0.001 | -3.496 | 0.001 | 0.995 | $(0.992 ; 0.998)$ |
| age $^{3}$ | 0.000 | 0.000 | 5.929 | 0.000 | 1.000 | $(1.000 ; 1.000)$ |
| ruri <br> 1 | 1.582 <br> 2 | 0.281 | 5.637 | 0.000 | 4.864 | $(2.783 ; 8.501)$ |
| 1.0 .000 | . | . | 1.000 | $(1.000 ; 1.000)$ |  |  |
| age X rurb | -0.041 | 0.011 | -3.734 | 0.000 | 0.960 | $(0.939 ; 0.981)$ |

$\hat{C}=7.6688, \mathrm{p}$-value $=0.46647, \quad \mathrm{R}^{2}=0.6710$

In explaining Figure 8.3, the trend in the first eight months goes against the strong breastfeeding asscciation with malnutrition above eight months. In the first eight months children that are still breastfeeding have a lower chance of being mainourished than non-breastfeeders. The progressive increase in the expected proportion malnourished among the breastfeeders from 0.2 at 30 months to 0.5 at 51 months, can be explained in the same way as in Chapter 7. The reason is that children who are still breastfeeding at an older age tend to be from poorer households where breastmilk is still the main source of nutrition available, and where other nutritional supplements are not affordable. The breastmilk provided might not be sufficient or nutritious enough for the older child and therefore these children tend to have more malnutrit.ion. The steep drop in this curve from 51 months to 60 months is probably due to the fact that there are very few children being breastfed at these ages whether they are from poorer houstholds or not.

From the above aralyses of the child nutrition data the following comments can be made:
(i) In the first eight months breastfeeders have a lower probability of being malnourished than non-breastfeeders, which goes against the general trend above eight months.
(ii) Children with mothers that were uneducated had higher levels of malnutrition. It was shown that the education level of the mothers acted as an approximate 'surrogate' effect for place of residence in predscting mainutrition. Therefore, for rural children, the beneficial effects of breastfeeding are outweighed by the negative effects of poverty and low levels of education of the mothers.
(iii) The children from households which draw primarily on migrant worker remittance are less likely to be malnourished than children of houserolds where the primary source of income is from subsistence farming or the sale of livestock.
(iv) The log-linear model analysis is useful in confirming or clarifying associaticns between variables that are nct clear in the logistic regression model.
(v) The single overall model is less parsimonious than the two separate models (below 24 months and above and equal to 24 months) to describe malnutrition in children, but it is useful to have a single model that does not use an arbitrary cut-off point to describe the process.

## CHAPTER 9

## RESULTS - MATERNAL CARE, DISABILITY, AND INJURY

### 9.1 INTRODUCTION

This chapter provides additional results from the NH\&NS to those presented in Chapter 7 and Chapter 8 (dealing with child nutrition). These results are from the following four sections of the NH\&NS: knowledge of health care facilities, maternal zare, injuries, and disabilities. All the results in this Chapter are based on the techniques for analysing data from a complex survey design described in the earlier chapters of this thesis.

In a predominantly rural country such as Lesotho where hospitals and clinics are widely dispersed, a Village Health Worker(VHW) is extremely important in the treatment of injuries and illnesses and vital in the case of a medical emergency. The value of a vHW to the local community may be assessed at the simplest level, by the extent to which people are aware of the presence of a VHW in their area. The interviewer (supervisor) determined, for each community, whether a VHW existed or not. Table 9.2 relates the level of agreement between interviewers and respondents with regard to there being a village health worker (VHW) in the area of the interview or not using Cohen's Kappa.

A log-linear model is used to investigate how the education level of a mother affects both her breastfeeding habits and the likelihood of malnutrition in her child. A log-linear model is also fitted to assess the relationship between malnutrition, breastfeeding and place of residence (rural/urban) among children under 24 months. Of interest is whether the associations found in the logistic regression model in Chapter 8 persist for a loglinear model where the three variables are all explanatory.

The Maternal care section consists of various tables relating the
use of ante-natal care and the place of delivery to factors such as place of residence, district, and past or present pregnancies. A Wald Chi-Squared test statistic (see Chapter 7) is calculated to determine whether associations exist between these variables. The probability of using ante-matal care and the probability of delivering at a clinic or hospital is predicted by fitting a logistic regression model to the data (see Chepter 8).

The structure of the question on disability required two sets of analyses. The reason being that three options, and therefore three variables, were given for a disability, with no nrder of importance provided (see Appendix E, Question 30). For example 2 respondent could have responded to the question 'Type of disability?' with : 'Speech problems', 'Amputation of 1 or more fingers' and 'Severe deafness' which would have resulted in disab1=m, disab2=a and disab3=1. The problem with this type of questioning is that it was unknown which disability was being referred to when the questions on the length of time of the disability (Question 3I) and the cause of disability (Question 32) were asked. Two types of analyses for disability were therefore performed:
i) To get the prevalences of the different disabilities, 15 dichotomous variables were created, one for each disability type and if a disability appeared among the three variables in question 30 the value 1 was assigned to the corresponding varirble, otherwise it would be left at zero. For example, the respe $7 s e$ disabl $=m$, disab2=a and disab3=l would assign a value $r$. I to esch of the three corresponding dichotomous variables. Using this approach, the disability rates by age, gender and place of residence were calculated for this chapter.
ii) The second approach used was based on the rankirıg of disability (according to an epidemiologisi) from the most serious disability to the least serious i.e. out of the three possible disability responses for each respondent, only the most serious was considered. Using the same example as above the disability
variable would be assigned the response 'l' representing 'severe deafness' because the epidemiologist considered it to be the most serious of the three responses. With this approach a single cause was attributed to a disability and hence the two-way tables relating disability to cause could be presented in Tables 9.30 and 9.31. It should be noted, however, that only 6.6\% of those with any disability reported more than one disability.

A logistic regression model is fitted to the data to predict the probability of disability from occupation, source of income, gender, age, place of residence, and education level.

Finally tables are presented of injuries cross-tabulated by gender, plave of residence, and age group.

The results presented in this Chapter and in the previous few chapters on child nutrition should provide an epidemiologist with valuable information on child nutrition, breastfeeding patterns, maternal care, disabilities and injuries. Interventions such as feeding and education programs and the provision of health care facilities can be evaluated, based on, for example, the levels of malnutrition among children and the prevalence of the different types of disabilities and injuries in the different areas of Lesotho.

### 9.2 KNOWLEDGE OF HEALTH CARE FACILITIES

In order to evaluate the level of agreement between interviewers and respondents with regard to there being $\bar{e}$ village health worker (VHW) in the area of the interview or not, Cohen's Kappa is calculated. Consider the 2x2 table in Table 9.1 jndicating the responses of two raters to a series of yes/no questions. The proportions where the raters are in agreement are and and and the proportions where they are in disagreement are $b$ and $c$. The total proportion agreed by both raters is therefore p=a+d. Kappa has similar properties to the correlation coefficient, namely when there is complete agreement Kappa takes on the value 1 , when there is complete disagreement then Kappa takes on -1 . For multinomial sampling, the sample statistic $\hat{K}$ has a large-sample normal distribution (see Agresti (1990) p.366).

The formula for Kappa is

$$
\hat{K}=\frac{2(a d+b c)}{p_{1} q_{2}+p_{2} q_{1}}
$$

Table 9., I $2 \times 2$ contingency table of the proportions of agreement and disagreement used in the definition of Cohen's Kappa statistic

| Rater $B$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Rater $A$ | Response=Yes | Response=No | Total |  |
| Response=Yes | $a$ | $D$ | $p_{2}$ |  |
| Response=NO | $C$ | $d$ | $q_{i}$ |  |
| Total | $p_{2}$ | $q_{2}$ | $I$ |  |

Table 9.2 Percentage of agreement between interviewers and respondents based on the presence or absence of Village Health Care Workers in the area of the respondent

|  | Rural (Total percent) |  | Urban (Total Percent) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Responäent VHW=Yes | Respondent $\mathrm{VHW}=$ No | Responcient VHW=Yes | Respondent $\mathrm{VHW}=\mathrm{N} \circ$ |
| Interviewer <br> VHW=Yes | $\begin{aligned} & 52.0 \\ & (44.2-59.7) \end{aligned}$ | $\begin{aligned} & 0.2 \\ & (0.1-0.3) \end{aligned}$ | $\begin{aligned} & 6.2 \\ & (0.0-13.7) \end{aligned}$ | $\begin{aligned} & 0.3 \\ & (0.0-0.6) \end{aligned}$ |
| $\begin{aligned} & \text { Interviewer } \\ & \text { VHW=No } \end{aligned}$ | $\begin{aligned} & 0.0 \\ & (0.4-1.3) \end{aligned}$ | $\begin{aligned} & 46.9 \\ & (39.1-54.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6 \\ & (0.0-1.5) \end{aligned}$ | $\begin{aligned} & 92.9 \\ & (85.6-100.0) \\ & \hline \end{aligned}$ |
|  | Kappa=0.978 $\mathrm{Z}=4.374 \mathrm{p}=0.000$ |  | Kappa $=0.928 \quad \mathrm{z}=4.149 \mathrm{p}=0.000$ |  |

Table 9.2 presents the responses of two raters to the yes/no question regarding the presence or absence of a VHW in the area by the rural/urban split. From this table it is clear that there is a high level of agreement between the interviewer and respondent both in the rural and urban areas of Lesotho. If it is assumed that the interviewer's knowledge as to the presence or absence of a village health worker (VHW) is correct, then both rural and urban respondents are also highly aware of the vHW's presence in their areas. This result should be encouraging for the Lesotho Ministry of Health (LMOH) in that the population appears to be well-informed of the existence of Village Health Care Workers in the different areas. Of concern to the LMOH from Table 9.2 should be the $h_{\text {gin }}$ percentage ( $47.8 \%$ ) in the rural areas without a THW.

### 9.3 BREASTFEEDING

The asscciations between breastfeeding, malnutrition, and the education level of mothers of children in their weaning years (under 2 years) are of interest to the ZMOH . In order to determine the associations simultaneously, a log-linear model is applied to the data. The SAS program STANDERR that has been written for this thesis (from 7.6.1 of Chapter 7) using Fellegi's correction factor is used for this analysis.

The data on which this model has been fitted is given in Table
9.3, and the results are given in Table 9.7.

Table 9.3 Three-way table of education levels of mothers by breastfeeding and by nutritional status of children under two years

| sample size | Malnourishedi $=$ U0 |  | Malnourished=Yes |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Uneducated | Educated | Ureducated | Eaucated |
| $\begin{aligned} & \text { Still } \\ & \text { Breastfed } \end{aligned}$ | 1907 | 855 | 225 | 54 |
|  | 1993 | 778 | 226 | 62 |
|  | 44550 | 17391 | 5047 | 1385 |
| Not Breastfed | 379 | 212 | 58 | 26 |
|  | 402 | 183 | 52 | 20 |
|  | 8975 | 4098 | 1386 | 458 |
|  | 1.24 | 1.45 | 1.19 | 1.02 |

The saturated model for the above table is the same as that given in equation 7.4.2 of Chapter 7, where A refers to the education level of the mother, $B$ indicates whether the child is still breastfed or not, and $C$ indicates whether the child is malnourished or not.

The backward model selection technique described in Section 7.4.2, has been used to determine the best log-linear model for the above data. It should be noted that $G^{2}$ given in Tables 9.4 and 9.5 has been divided by the average design effect.

Table 9.4 Probability that the saturated model less the threeway interaction term is adequate

| Effect | DF | $\mathrm{G}^{2}$ | P-value |
| :--- | :---: | :---: | :---: |
| base <br> model | 0 | 0.0000 | 1.000 |
| ABC | 1 | 0.0007 | 0.979 |

The base model given in the first row of Table 9.4 is the saturated model which fits the data perfectly, and therefore there are no degrees of freedom to fit the model. The second row is the model without the three-way interaction term $A B C$. The incremental effect of $A B C$ is examined by comparing the
differences between the $G^{2}$ for the saturated model and the model without the $A B C$ term. Thus the value for $G^{2}$ for the incremental effect is $0.0007-0.0000=0.0007$, which is not significant (pvalue=0.979). Therefore the three-way interaction does not make a significant contribution to the model and can be eliminated.

To further simplify the model, the possibility of deleting one of the pairwise interactions is tested in Table 9.5 and Table 9.6. The base model is now the model containing all two-way interaction terms and main effects, but no three-way interaction term.

Table 9.5 Testing the model adequacy by excluding two-way interaction terms

| Effect | DF | $\mathrm{G}^{2}$ | P-value |
| :--- | :---: | :---: | :---: |
| base model <br> (excluding ABC ) | 1 | 0.0007 | 0.9790 |
| $B C$ | 2 | 2.0723 | 0.3548 |
| $A C$ | 2 | 5.8075 | 0.0549 |
| $A B$ | 2 | 3.9596 | 0.1381 |

Table 9.5 The incremental effects of excluding the two-way interaction terms

| Effect | $D F$ | $G^{2}$ | P-value |
| :--- | :---: | :---: | :---: |
| $B C$ | 1 | 2.0716 | 0.1506 |
| $A C$ | 1 | 5.8068 | 0.0160 |
| $A B$ | 1 | 3.9589 | 0.0466 |

The results in Tables 9.5 and 9.6 indicate that the $B C$ interaction can be eliminated froni the model. However, the other two interaction terms $A C$ and $A B$ need to be included. These results indicate that there is a significant association between the education level of the mother and nutritional status of the child, and between nutritional status of the child and
regression model to the data of children under 24 months, the place of residence (rural/urban) was a significant predictor of breastfeeding i.e. children from a rural area were more likely to be breastfeeding. To get $a$ better understanding of the underlying relationships between breastfeeding, malnutrition and place of residence, a log-linear model shown in Table 9.9 was also fitted to the under 24 month data given in Table 9.8.

Table 9.8 Three-way table of place of residence by breastfeeding and by nutritional status of children under 24 months

| sample size | Scill breastfedi=Yes |  | Stiil breastfed=No |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Normal | Maj nourished | Normal | Milnourished |
| Rural | 2349 | 262 | 391 | 55 |
|  | 2529 | 271 | 435 | 60 |
|  | 55512 | 6057 | 9740 | 1337 |
|  | 1.61 | 1.61 | 1.50 | 1.36 |
| Urban | 430 | 25 | 125 | 12 |
|  | 256 | 15 | 76 |  |
|  | 5732 | 340 | 1704 | 146 |
|  | 1.81 | 1.65 | 1.88 | C. B 4 |

The main effects in Table 9.9 indicate that more children are being breastfed timan not, there are :nore rural than urivan children in the sanple and there are less malnourished than adequately nourishea children. A higher than average number of children under 24 months that are malnourished and still breastfeeding are from rural areas, whereas children who are adequately nourished and not bieastfeeding are from urban areas.

It is interesting to note that the assoclation between malnutrition and breastfeeding is not significant in this model. The raason for this result can be explained by the logistic regression model of Chapter 8 (see Table 8.10) where a significant association between breastfeeding and age was observed for children under 24 months. The above log-linear model however does not take into account this ag effect. The absence of the place of residence by nutritional status association can also be explained by Table 8.10 , whree the place of residence was not a significant predictor of malnutrition (for children under 24 months).

Szble 9.9 Estimated model coefficients resulting from the selected model

| Factor | Coefficient | Sta. Err. | Z-Value | 958 CI |
| :---: | :---: | :---: | :---: | :---: |
| Constant | 4.72958 | 0.06245 | 75.7289 | (4.607;4.852) |
| $\begin{aligned} & \tilde{X}_{1}^{A} \\ & \hat{\lambda}_{2}^{n} \end{aligned}$ | $\begin{array}{r} 0.72852 \\ -0.72852 \end{array}$ | $\begin{aligned} & 0.06245 \\ & 0.06245 \end{aligned}$ | $\begin{array}{r} 11.5649 \\ -11.5649 \end{array}$ | $\begin{aligned} & \{0.606 ; 0.851\} \\ & \{-0.851 ;-0.606\} \end{aligned}$ |
| $\begin{aligned} & \delta_{1}^{\mathrm{B}} \\ & \boldsymbol{X}_{\mathrm{Z}}^{\mathrm{B}} \end{aligned}$ | $\begin{array}{r} 1.03075 \\ -1.03075 \end{array}$ | $\begin{aligned} & 0.06245 \\ & 0.06245 \end{aligned}$ | $\begin{array}{r} 16.5041 \\ -15.5041 \end{array}$ | $\begin{aligned} & (0.908 ; 1.153) \\ & (-1.253 ;-0.938) \end{aligned}$ |
| $\begin{aligned} & \delta_{L}^{E} \\ & \boldsymbol{\Lambda}_{7}{ }^{5} \end{aligned}$ | $\begin{array}{r} 1.11715 \\ -1.11715 \end{array}$ | $\begin{aligned} & 0.06245 \\ & 0.06245 \end{aligned}$ | $\begin{array}{r} 17.8875 \\ -17.8875 \end{array}$ | $\begin{aligned} & (0.995 ; 1.240) \\ & (-1.240 ;-0.995) \end{aligned}$ |
|  | 0.13688 -0.13688 -0.13688 0.13688 | 0.06545 0.06245 0.05245 0.06245 | 2.19169 -2.19169 -2.19169 2.19169 | $\begin{aligned} & (0.014 ; i ; \\ & (-0.259 ; 0 .(14) \\ & (-0.259 ; 0.014) \\ & (0.014 ; 0.259) \end{aligned}$ |

$\mathrm{A}=1$... still breastfed
$A=2 \ldots$ not being breastfed
B = 1 ... rural
B = $2 \ldots$ urban
C = I ... not mainourished
$C=2$... malnourished

A plot of the breastfeeding habits of the Lesotho population by place of residence can be seen in Figure 9.1. The five point moving average plot indicates a similar trend for both the rural and urban areas although between 8 and 26 months there are consistently 15\% more children still breastfeeding in the rural areas than in the urban areas. After 36 months the proportions remain almost the same.
FIGURE 9.1 Five morith moving average plot of the percentage of children
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### 9.4 MATERNAL CARE

Ante-natal care is directed at optimising the outcome of the pregnancy for both mother and foetus during the course of the pregnancy and the perinatal period. This can be expected to have far-reaching implications for the prevention of disabilities which may affect the newborn for the rest of its life.

This is ideally achieved by an ongoing programme of monitoring for early detection of current and future problems, as well as the active management of existing pathology. In addition, maternal training and education can be implemented during antenatal visits, for better pre and post-natal care.

For example, women with inadequate pelvic dimensions for delivery, or foetal malpositions can be identified early, and appropriate delivery techniques such as caesarian section can be planned, or corrective measures instituted.

In addition to this, aspects of maternal health which may be exacerbated by pregnancy, can be identified and managed.

### 9.4.1 ANTE-NATAL CARE

This section considers ante-natal care, i.e. the distribution of the population using ante-natal care (ANC), the places used for ANC, the number of visits for ANC, the reasons for not using ANC, and finally a prediction of ANC using a logistic regression model.

From Table 9.10 and 9.11, it can be seen that the majority of women attended ANC in their last pregnancy ( $89.6 \%$ ) and that there is no significant difference between the rural and urban previously pregnant women in their attendance of ANC (yes or no) ( $p>0.05$ ) .

Table 9.10 Dercentage of women who attended ante-natal care (ANC) in their last pregnancy (excludes currently pregnant)

|  |  |
| :--- | :--- |
| ANC | $\% \quad(95 \% \mathrm{CI})$ |
| Attended | $89.6(87.8-91.3)$ |
| Did not attend | $10.4(8.7-12.2)$ |

$N=95471 \quad n=4892$ ( $N$ represents the number weighted to the population and $n$ represents the sample size)

Table 9.11. Percentage of women who attended ante-natal care (ANC) by place of residence (exclucies currently pregnent)

|  | $\%$ | $(95 \%$ CI) |
| :--- | :---: | ---: |$|$| N |
| :---: |
| Rural |
| Urban |

$\chi_{1}^{2}=3.13, p$-value $=0.081$

The results in Table 9.12 indicate that when pregnant women are also considered in the analysis there is a significant difference between the rural and urban areas' usage of ANC. Women with livebirths and pregnant women who have attended ANC mostiy go to a clinic ( $87.37 \%$ ). Some of the reasons for non-attendmoe are given in Tables 9.17 and 9.18.

Table 9.12 Distribution of women, who in their last pregnancy or current pregnancy, attended ante-natal care (ANC) by source of care

|  | $\begin{gathered} \text { Ruwal } \\ \&(95 \% \\ \hline \end{gathered}$ | $\begin{gathered} \text { Urban } \\ \%\left(95 \% \mathrm{C} . \mathrm{I}_{4}\right) \end{gathered}$ | Total <br> 7 (95\% CI) |
| :---: | :---: | :---: | :---: |
| Climie | 85.86 (85.1-88.6) | 91.04 (88.1-9.4.0) | 87.37 (85.8-89.1) |
| Private doctor | 0.68 (0.3-1.0) | 2.01 (0.6-3.4) | $0.8 . \pm(0.5-1.1)$ |
| Traditional | 0.27 (0.2-0.4) | 0.21 (0.0-0.6) | 0.27 (0.1-0.4) |
| Trained VHW | 0.31 (0.2-0.4) | $0.18 \quad(0.0-0.4)$ | 0.29 (0.2-0.4) |
| Self Care | $0.51(0.3-1.0)$ | 0.38 (0.0-0.7) | 0.59 (0.3-0.9) |
| Other | 0.21 (0.1-0.3) | 0.0 | 0.18 (0.0-0.3) |
| Did not attend. | 11.06 (9.4-12.7) | $6.18 \quad(4.0-8.4)$ | 10.46 (9.0-11.9) |
| N | 95151 | 13361 | 109512 |

$\chi_{6}{ }_{6}=28.49, \mathrm{p}$-value $=0.0003$
To measure the use of "Western style" care (i.e. use of a clinic or doctor), a two-way table of pregnant women who received ANC from the clinic or doctor by place of residence is shown in Table 9.14. There is a significantly smaller proportion of rural women than urban women who were pregnant and received ANC from the clinic or doctor at the time of the sirvey ( $p=0.001$ ).

Table 9.13 Distribution of pregnant women a.t the time of the survey who attended ANC

|  | $5(95 \% \mathrm{CI})$ |
| :--- | :---: |
| Attended <br> ANC | $55.0(61.5-68.4)$ |
| Did not <br> attend <br> ANC | $35.0(31.5-38.4)$ |

$\mathrm{M}=19309$

Currently pregnant women have a higher percentage of not attending ANC (35\%) (Table 9.13) than previously pregnant women (10.4\%)(Table 9.10). This seemingly surprising result can be explained by the truncation effect. From Figure 9.4 it is clear that the month (duration) of the pregnancy has a strong effect on whether the pregnant women attends ante-natal care or not. Therefore in a cross-sectional survey of currently pregnant women, a sizeable proportion will still be at an early phase nf
their pregnancies and will not yet have started attending ANC. For example a pregnant women in her third month of pregnancy might have responded 'Did not attend ANC' at the time of the survey, but was planning to attend ANC in her fifth month of pregnancy.

Table 9.14 Distribution of pregnant women at the time of the survey who received ANC from the clinic or doctor by place of residence

|  | Clinic or Doctor |  |
| :--- | :---: | :---: |
|  | (95空 CI) | N |
| Rural | $62.4(58.8-66.1)$ | 10708 |
| Urban | $77.3(71.2-83.4)$ | 2071 |
| Total | $64.0(60.7-67.4)$ | 12779 |

$\chi_{I}^{2}=16.0, p-$ value $=0.0001$
In Table 9.15 a significant association is seen to exist between the 10 districts of Lesotho and the percentage of pregnant women who received ANC from the clinic or doctor i.e. the use of clinics or doctors by pregnant women varies significantly amongst the different districts. Of interest is the high percentage (73.5\%) of women in the predominantly rural district of ThabaTseka that received ANC from a clinic or doctor and the relatively low percentage in the mixed (rural and urban) districts of Berea ( $58.2 \%$ ) and Leribe ( $58.3 \%$ ). which goes against the overall trend noted in Table 9.14. These differences are partly due to the uneven distribution of doctors and clinics across Lesotho.

Table 9.15 Perce:tage of pregnant women at the time of the survey who received ANC from the clinic or doctor by district

| District | \% (95\% CI) | N |
| :---: | :---: | :---: |
| Butha-Buthe | 72.4 (57.4-87.3) | 1286 |
| Leribe | 58.3 (51.1-65.5) | 3294 |
| Berea | 58.2 (46.8-69.5) | 2192 |
| Maseru | 70.3 (63.3-77.3) | 3993 |
| Mafeteng | 70.8 (58.9-82.8) | 2070 |
| Mohale Hoek | 62.5 (49.5-75.4) | 2107 |
| Quthing | 47.9 (37.0-58.8) | 1786 |
| Quacha Nek | 63.5 (42.1-84.9) | 658 |
| Mokhotlong | 60.5 (55.2-65.8) | 759 |
| Thaba-Tseka | 73.5 (60.6-86.4) | 1164 |
| Total |  | 19309 |

$\chi^{2}{ }_{9}=27.79, p$-value $=0.0031$

Table 9.16 shows that in their last completed pregnancy most women ( $59.9 \%$ ) made between three and six visits for ANC, with a small percentage only making one visit, and a relatively high percentage making nine or more visits. This trend is further illustrated by the cumulative percentage of number of visits to ANC (those mothers that did not attend ANC are also included) in Figure 9.2. It is shown that 72.65\% of women attended ANC less than six times, which, according to Schneider, Mavrandonis and Price (1991) is the suggested minimum target for attendance of ANC. Twelve percent of women made only one visit to ANC.
fewer visits


Table 9.16 Distribution of the reported number of visits for aNC made by women during their last pregnancy (excluding currently pregnant woman)

| No. of <br> visits | $\%(95 \% \mathrm{CI})$ | N |
| :---: | :---: | :---: |
| 1 | $1.9(1.3-2.4)$ | 1585 |
| 2 | $5.5(4.4-6.5)$ | 4587 |
| 3 | $13.4(11.9-14.9)$ | 11176 |
| 4 | $17.2(15.2-19.1)$ | 14345 |
| 5 | $15.1(13.4-16.8)$ | 12594 |
| 6 | $15.7(13.8-17.6)$ | 13094 |
| 7 | $7.3(6.9-9.6)$ | 6922 |
| 8 | $15.4(11.8-19.1)$ | 12843 |
| 9 | 100.0 | 6338 |
| or more |  | 83402 |
| Total |  |  |

(Note: $10 \%$ did not attend ANC at all.)

As is expected, Figure 9.3 shows that the longer the duration of the pregnancy the larger are the average number of visits for ANC. Figure 9.4 shows that there is a steady increase in the percentage of women who made at least one visit to ANC from the first month of pregnancy ( $23 \%$ ) to almost all women in the last month of pregnancy (93\%). The relatively lower percentage of attendance in the first three months of pregnancy can either be attributed to women not being aware of their pregnancy or not feeling it necessary to attend ante-natal care at such early stages of pregnancy.
Figure 9.3

Figure 9.4 Percentage of women wrio have made at least one visit to ANC


Table 9.17 Distribution of the t.ensus given by women for non-use of a clinic or doctor for ANC his past or present pregnancy by place of residence

|  | Clinic too far <br> : (S5\% CI) |  | Witchacactor <br> - (95き CI) | $\begin{aligned} & \text { Other } \\ & \text { (954 CL) } \end{aligned}$ | $\begin{aligned} & \text { No reason } \\ & \% \text { ( } 954 \mathrm{CI} \text { ) } \end{aligned}$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total | $\begin{array}{r} 3.1 \begin{array}{r} (6.0- \\ 12.21 \end{array} \end{array}$ | $\begin{array}{r} 33.3 \quad(29.2- \\ 37.4) \\ \hline \end{array}$ | $\begin{array}{r} 3.5 \quad(1.95 \\ 5.3) \\ \hline \end{array}$ |  | $5.7 \begin{array}{r} (6.7 \\ 12.6) \\ \hline \end{array}$ | 11194 |
| RuraI | $9.0 \begin{array}{r} 5.7 \\ 12.3) \\ \hline \end{array}$ | $\begin{array}{r} 34.2(29.5- \\ 38.5) \end{array}$ | $\begin{array}{r} 3.4(1.55- \\ 5.1) \\ \hline \end{array}$ | $\begin{array}{r} 43.7 \quad(38.3- \\ 49.1) \\ \hline \end{array}$ |  | I 3402 |
| Urban |  | $20.9 \begin{array}{r}\text { (7.2- } \\ 34.6) \\ \hline\end{array}$ | $\begin{array}{r}7.0 \\ \hline 10.7- \\ 13.4) \\ \hline\end{array}$ | $\begin{array}{r} 51.4 \quad(28.4- \\ 74.4) \\ \hline \end{array}$ | $\begin{array}{r} 10.2 \begin{array}{r} \{2.4- \\ 18.0\} \\ \hline \end{array} \\ \hline \end{array}$ | 792 |

$\chi_{4}^{2}=7.95, p$-value $=0.106$

No significant association exists between place of residence and the reasons for non-use of a clinic or doctor in Table 9.17. This surprising result is due to the effect of clustering and stratification because if the data from this two-way table were considered to come from a simple random sample then $\chi^{2}{ }_{4}=79.65$ which is highly significant ( $\mathrm{p}<0.0001$ ). Of interest to health planners is the high proportion of respondents who 'have no money, as their reason for not using a clinic or doctor. The questionnaire however, did not distinguish the lack of money for consultation from the lack of money for transport.

From Table 9.18 there is a highly significant difference between districts in the reasons for non-use of a clinic or doctor. The reason 'Clinic too far', was given by the highest percentage ( $27.4 \%$ ) of women who did not go to a clinic or doctor for ANC in the rural district of Thaba-Tseka. It should be noted though that there were a small number of responses ( $N=472$, $n=20$ ) in this district and hence the wide confidence interval. The reason 'No Money' was given by high percentages of women in the districts of Mafeteng ( $45.8 \%$ ), Quachas Nek (36.7\%) Thaba Tseka(36.5\%) and Berea(41.4\%), whereas in Mokhotlong only $14.8 \%$ of those wio did not attend ANC cited this as their reason.

Table 9.18 Distribution of the reasons of all pregnancies (current and past) for non-use of a clinic or doctor for ANC by district

|  | $\begin{aligned} & \text { Clinic too } \\ & \text { fay } \\ & \text { (954 CI) } \end{aligned}$ | No money ( $95 \%$ CI) | Witchdoctor <br> \% (95\% CI) | $\begin{aligned} & \text { Other } \\ & \text { \% (95\% CI) } \end{aligned}$ | No reason <br> \% (95\% CI) | $\mathfrak{}$ | $N$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ButhaButhe | 0.0 | $\begin{array}{r} 29.1 \quad(14.4- \\ 43.8) \\ \hline \end{array}$ | 0.0 | $\begin{array}{r} 43.5 \quad(6.9- \\ 60.1) \\ \hline \end{array}$ | $\begin{array}{rr} 27.4(54- \\ \hline \end{array}$ | 18 | 431 |
| Leribe | $\begin{gathered} 5.65 \begin{array}{c} 12.1- \\ 9.2 \end{array} \\ \hline \end{gathered}$ | $\begin{array}{r} 27.8(18.2- \\ 37.4) \\ \hline \end{array}$ | $\begin{array}{r} 3.79 \quad(0.1- \\ 7.5) \\ \hline \end{array}$ | $\begin{array}{r} 53.3 \quad(40.9 \\ 65.6) \\ \hline \end{array}$ | $\begin{array}{r} 9.4(4.1-1 \\ -14.65) \\ \hline \end{array}$ | 8.9 | 1810 |
| Eerea | $\begin{array}{r} 4.1 \quad(0.1- \\ 8.1) \\ \hline \end{array}$ | $\begin{array}{r} 41.4 \quad(30.3- \\ 52.5) \\ \hline \end{array}$ | $\begin{array}{r} 3.13 \quad(0.0- \\ 7.4) \\ \hline \end{array}$ | $\begin{array}{r} 47.2 \quad(36.7- \\ 57.8) \\ \hline \end{array}$ | $\begin{array}{r} 4.8 \quad(0.0- \\ 9.2) \end{array}$ | 64 | 13.53 |
| Maseru | $7.9 \begin{array}{r} 11.9- \\ 13.9) \\ \hline \end{array}$ |  | $\begin{array}{r} 3.27 \quad 10.0- \\ 6.81 \\ \hline \end{array}$ | $\begin{array}{r} 48.1 \quad(35.9- \\ 60.1) \\ \hline \end{array}$ | $\begin{array}{r} \left.15.6 \begin{array}{r} (9.8 \\ 2 i .4 \end{array}\right) \\ \hline \end{array}$ | 87 | 1712 |
| Mafeteng | $\begin{array}{r} 5.7 \text { (1.1-1- } \\ 10.3) \end{array}$ | $\begin{array}{r} 45.8 \quad(36.7- \\ 54.9) \\ \hline \end{array}$ | $\begin{array}{rr} 2.27 \quad \begin{array}{r} (0.0- \\ 5.9) \\ \hline \end{array} \\ \hline \end{array}$ | $\begin{array}{r} 37.1 \quad(26.6- \\ \\ \hline 4.6) \\ \hline \end{array}$ | $\begin{array}{r} 16.5 \quad(9.2- \\ 23.8) \\ \hline \end{array}$ | 90 | 1961 |
| Mohale Hoek | $\begin{array}{ll} 11.9 \begin{array}{r} (0.0- \\ 23.8) \end{array} \\ \hline \end{array}$ | $\begin{array}{r} 31.4 \quad(14.5) \\ 48.2) \\ \hline \end{array}$ | $\begin{array}{r} 3.41 \quad(0.0- \\ 7.8) \\ \hline \end{array}$ | $\begin{array}{r} 46.6 \quad(31.6- \\ 61.5) \\ \hline \end{array}$ | $\begin{array}{rr} 6.7 & (0.0- \\ 14.7) \\ \hline \end{array}$ | 61. | 1135 |
| Quthing |  | $\begin{array}{rr} 27.6 \quad(18.5- \\ 36.7) \\ \hline \end{array}$ | $\begin{array}{r} 3.69 \quad(0.0- \\ 8.4) \\ \hline \end{array}$ | $\begin{array}{r} 37.5 \quad(16.7- \\ \hline \end{array}$ | $\begin{array}{r} 14.6 \quad(2.0- \\ 27.2) \\ \hline \end{array}$ | 55 | 1253 |
| Quach: Nek | 0.0 | $\begin{array}{r} 36.7 \quad 34.0- \\ 39.41 \\ \hline \end{array}$ | $9.3 \begin{array}{r} (0.0- \\ 26.5) \\ \hline \end{array}$ |  | $\begin{array}{r} 2.0 \quad(0.0- \\ 5.96) \\ \hline \end{array}$ | 22 | 434 |
| Mokrotiong | $\begin{array}{r} 22.0 \quad(7.1- \\ 36.8) \\ \hline \end{array}$ | $\begin{array}{r} 14.8 \quad(6.7- \\ 22.5 \\ \hline \end{array}$ | $\begin{array}{r} 10.9 \begin{array}{r} (2.0- \\ 19.7) \end{array} \\ \hline \end{array}$ | $\begin{array}{r} 37.1 \quad(15.2- \\ 59.0) \\ \hline \end{array}$ |  | 28 | 622 |
| ThabaTseka |  | $\begin{array}{r} 36.5 \quad(10.2- \\ 62.8) \\ \hline \end{array}$ | 0.0 | $\begin{array}{r} 29.7 \quad(0.00- \\ \\ \hline \end{array}$ | $\begin{array}{r} 6.4(0.3- \\ 12.5) \\ \hline \end{array}$ | 20 | 472 |
| Total |  |  |  |  |  | 534 | 11194 |

$\chi^{2}{ }_{36}=5364, \mathrm{p}$-value $=0.000$
To predict ante-natal care (ANC=1 indicates usage, ANC=0 indicates non-usage) a multiple logistic regression model was fitted in Table 9.19. The predictor variables fitted in this model. are place of residezce, age, occupation level, number of previous births, education level and source of income.

Table 9.19 Multiple Logistic Regression Model to predict AnteNatal Care (ANC) (current and last pregnancy)

| ANC | Degrees of freedom | S waite Ā̄ DP | $S$ waite Ad̄j Chisq | $\begin{aligned} & \text { p-value } \\ & \text { S waite } \\ & \text { Adj Chisq } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| overall model | 7 | 5.01 | 986.86 | 0.000 |
| model mintus sntercept | 6 | 4.97 | 44.18 | 0.000 |
| Iural/urban | 1 | 1.00 | 3.23 | 0.073 |
| source wf ynce | 4 | 3.58 | 17.93 | 0.000 |
| education le: | 1 | 1.00 | 16.53 | 0.000 |

$X^{2}=11.8986 \mathrm{df}=7$, p -value $=0.10394$
$\mathrm{R}^{2}=0.01249$

The Pearson chi－square（p－value＝0．1J394）indicates there is not a significant lack－of－fit of the model in Table 9．12．Only two effects（education level and source of income）proved to be significant in predicting the attendance of ante－natal care． Place of residence，age，occupation level，and number of past pregnancies were not significant and were therefore not included in the model．

Table 9．20 Estimated Coefficients，Standard Errors，T－tests，and Odds Ratios for the Nultiple Logistic Regression Model determining the use of Ante－Natal Care

| ```ANC I = attended 0 = did not attend``` | Beta <br> Coeff | SE <br> Beta | $\begin{aligned} & \text { T-test } \\ & \text { Beta=0 } \end{aligned}$ | P－value <br> T－test <br> Rミヒロニ0 | Odis Ratio | Odds Patio 95\％CI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Constant | 2.48 | 0.15 | 16.42 | U． 000 | 11.96 | （8．86；16．16） |
| Uneducated Educated | $\begin{array}{r} -0.50 \\ 0.00 \end{array}$ | $\begin{aligned} & 0.12 \\ & 0.00 \end{aligned}$ | －4．30 | 0.000 | $\begin{aligned} & 0.61 \\ & 1.20 \end{aligned}$ | $\begin{aligned} & (0.48 ; 0.76) \\ & (1.00 ; 1.09) \end{aligned}$ |
| Source of Income | －0．44 | 0.16 | －2．86 | 0.0054 | 0.64 |  |
| 2 | －0．38 | 0.22 | －1．76 | 0.0820 | 0.68 | （0．44；1．05） |
| 3 | 0.26 | 0.34 | 0.77 | 0.4456 | 1.30 | （0．65；2．56） |
| 4 | 0.08 | 0.18 | 0.43 | 0.6716 | 1.08 | （0．75：1．55） |
| 5 | 0.00 | 0.00 | ． | ． | 1.00 | （1．00； 2.00 ） |

Eduration level：Educated $=$＇standard 5 or above education level＇，Uneducated $=$＇below Standard 5 education level＇， Source of income： $1=$＇Subsistence farming＇， $2=$＇Cash－cropping／sales of livestock＇，3＝＇Business Income＇，4＝＇Cash remittance from migrinnt workers＇，5＝＇Wages／salaries in cash＇．

The a．oove logistic regression model predicts that an uneducated pregniant woman is 0.61 times less likely than an educated pregnant woman of attending ANC．Relative to Wages／salaries in cash，those females with a source of income from subsistence farming are less likely to attend ANC（an odds ratio of 0．64）， while cash－cropping／sales of livestock，business income and cash remittance from migrant workers do not affect the probability of attending ANC．

### 9.4.2 DGELVERY

Factors affecting birth delivery are considered in this section. These include the place of delivery, the reasons for not using a clinic or hospital and who assisted the delivery. For current pregnancies the "intended" place of delirrery is used. The place of delivery of past pregnant women is predicted using a logistic regression model.

### 9.4.2.1 CURRENT PREGNANCIES

Table 9.21 shows there to be a significant association between the place of residence and the place of delivery intended by currently pregnant women. In the rural areas a smaller percentage of the women ( $73.8 \%$ ) intend to use the hospital than in the urban aseas (92.8\%), and 14.2\% of the rural women intend using a clinic compared to only $2.4 \%$ of urban women. A relatively high proportion of women ( $10.7 \%$ ) in the rural areas intend using the home as a place of delivery, as opposed to only $3.9 \%$ of the urban women.

Table 9.21 Distribution of the place of delivery intended by currently pregnant women by place of residence

| Blace of delivery | $\begin{array}{ll}  & \text { Rural } \\ \circ & \text { (95\% CI) } \\ \hline \end{array}$ | $\begin{aligned} & \quad \text { Urban } \\ & \% \quad(95 \% \text { CI) }) \end{aligned}$ | $\begin{aligned} & \text { Total } \\ & 8 \quad(95 \% \mathrm{CI}) \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| Hospital | 73.8 (69.2-78.3) | 92.8 (87.9-97.3) | 75.9 (71.8-79.9) |
| Clinic | 14.2 (9.9-18.5) | 2.4 (0.1-4.6) | $\pm 2.9$ (9.1-16.7) |
| Private doctor | $0.4(0.0-1.0)$ | $0.5(0.0-1.5)$ | 0.4 (0.0-0.9) |
| Home | 10.7 (8.3-13.1) | 3.9 (0.0-8.4) | 10.0 (7.7-12.2) |
| Uther | 0.9 (0.0-1.8) | $0.4(0.0-1.2)$ | 0.8 (0.0-2.6) |

$\mathrm{N}=$ I 9309
$\chi^{2}{ }_{4}=26.39, \mathrm{p}$-value $=0.0001$

Table 9.22 shows that amongst those who intend to use "Home" or "Other" as the place of delivery (Table 9.21), most (80.6\%) currently pregnant women choose a relative for assisting them in delivery, with only $6.7 \%$ intending to use a village health care worker (VHW). The reasons for these respondents not intending to
use health care facilities are shown in Table 9.23.

Table 9.22 Distribution of assistance of delivery intended by currently pregnant women who plan to deliver at home

| Assistance | Total <br> $\%$ <br> $(95 \%$ CI) |
| :--- | :---: |
| VHW | $6.7 \quad(0.34-13.0)$ |
| Relative | $80.6 \quad(69.6-91.6)$ |
| Friend | $2.4(0.0-5.5)$ |
| Other | $10.3(1.5-18.8)$ |

$N=1828$

A lack of money ( $38.1 \%$ ) was the main reason cited by currently pregnant women for not intending to use health facilities for delivery. An error in the questionnaire design is that the responses "Birth came unexpected" and "Clinic was closed" were asked of currently pregnant women. At the time of the survey they would not have been able to respond to those questions. The $15.5 \%$ for "Birth came unexpected" therefore most probably refers to the pregnant women's previous delivery. The sample numbers for Tables 9.22 and 9.23 are too small to analyze by the urban/rural spit.

Table 9.23 Distribution of reasons of currently pregnant women for not intending to use health facilities for delivery

| Reasons | $\begin{aligned} & \text { Total } \\ & \text { : } 95 \% \mathrm{CI}) \end{aligned}$ |
| :---: | :---: |
| Lack of money | 38.1 (27.1-49.1) |
| Birch came unexpected | 15.5 (8.1-23.0) |
| Clinic too far | $3.7(0.0-7.9)$ |
| Clinic was closed | 0.0 |
| Prefer to deliver at home | 12.2 (4.4-1.9.9) |
| Do not find it necessary | 11.3 (3.3-19.2) |
| Attitude of clinic/hospital staff | 7.6 (0.1-15.2) |
| Tradition is to deliver at home to learn to deliver others | 0.0 |
| Delivered at home to bury placenca | 1.4 (0.0-4.i) |
| Orher | 10.2 (0.0-20.5) |

$\mathrm{N}=1788$

### 9.4.2.2 PAST PREGNANCIES

Table 9.24 shows that a significant association exists between place of residence and the place of delivery used by women who have given birth in the past. It should be noted that pregnant women who had not had a livebirth before the NH\&NS was conducted, were not included in the results produced in this section. What is very noticeable from Table 9.24 is the high percentage of rural women who delivered at home (45.5) and the relatively low percentage who delivered at a hospital/clinic/ doctor (54.5\%) compared to 88.1\% who delivered at a hospital/ clinic/doctor in the urban areas. Also striking is the disparity between past experience and future intention. While 41\% (Table 9.24) of last deliveries occurred at home, only $10 \%$ (Table y.21) of currently pregnant women intended to deliver at home. This suggests that for approximately $31 \%$ of deliveries, the reasons for home delivery was beyond the woman's control. This is analysed further below (Table 9.26).

Table 9.24 Distribution of the place of delivery of last baby (live births only).

| Place of delivery | $\begin{gathered} \text { Rural } \\ \div \quad(95 \% \mathrm{Cl}) \\ \hline \end{gathered}$ | $\begin{gathered} \text { Urban } \\ \text { \% }(95 \% \mathrm{CI}) \\ \hline \end{gathered}$ | $\begin{array}{r} \text { Total } \\ \stackrel{5}{8}\left(95 \frac{5}{4} \mathrm{CI}\right) \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: |
| Hospital/ Clinic/ Doctor | 54.5 (51.4-57.6) | 88.1 (84.6-91.5) | 58.7 (55.9-61.5) |
| Home/Other | 45.5 (42.3-48.6) | 11.9 (8.5-15.3) | 41.3 (38.5-44.1) |
| N | 87156 | 12380 | 99537 |

$\chi_{1}^{2}=140.99, p-$ value $=0.0000$

A significant association exists between place of residence and the assistance of delivery used by women who have had live births.

Table 9.25 Distribution of the assistance at delivery used by women who have delivered at home by place of residence (live births only)

| Assistance | $\begin{array}{r} \text { Kural } \\ (95 \% \mathrm{CI}) \\ \hline \end{array}$ | $\begin{aligned} & \text { Urban } \\ & \text { \& }\left(95 \frac{7}{2} \mathrm{CI}\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Total } \\ & \therefore \quad(95 \% \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| VHW |  | $\begin{array}{r} 6.0 \quad(1.7- \\ 10.4) \\ \hline \end{array}$ | $\begin{array}{r} 8.4(6.3-3- \\ 10.4) \end{array}$ |
| Relative | $\begin{array}{r} 76.5 \quad(72.6- \\ 80.3) \\ \hline \end{array}$ | $\begin{array}{r} 63.3 \quad(53.0- \\ 73.6) \\ \hline \end{array}$ | $\begin{array}{r} 76.0 \quad(72.2- \\ 79,71 \\ \hline \end{array}$ |
| Friend | $\begin{array}{r} 9.5(7.6- \\ 11.3) \\ \hline \end{array}$ | $\begin{array}{r} 18.6 \frac{(12.0-}{25.2)} \\ \hline \end{array}$ | $\begin{array}{r} 9.8 \begin{array}{r} (8.0- \\ 11.6) \\ \hline \end{array} \\ \hline \end{array}$ |
| ocher | $\begin{array}{r} 5.6 \quad \begin{array}{r} 3.3- \\ 7.8) \\ \hline \end{array} \\ \hline \end{array}$ | $\begin{array}{r} 12.0 \begin{array}{r} 12.9- \\ 21.2) \\ \hline \end{array}{ }^{2}+3 \end{array}$ | $\begin{array}{rr} 5.3 \quad(3.6- \\ 8.0) \\ \hline \end{array}$ |
| N | 38050 | 1459 | 39514 |

$\chi^{2}{ }_{3}=9.51, p$-value $=0.0292$

Noticeable in Table 9.25 is the higher percentage of friends who assisted urban women (18.6\%) than those who assisted rural women (9.5\%). In contrast, a higher percentage of rural women had a relative assisting during a delivery ( $76.5 \%$-rural versus $63.3 \%$ urban). A likely explanation for these results is that in rural areas the extended family structure is more intact than in urban areas. There is the reasonable consistency between the findings in Tables 9.22 and 9.25.

A significant association exists between place of residence and the reasons for non-use of health-care facilities amongst women who have had livebirths (Table 9.26). A 'birth unexpected' is given as the main reason for not using a health care facility in both the rural (62.8\%) and urban areas (69.6\%). Another interesting result is that almost twice the proportion in rural areas (21.1\%) as in urban areas (10.9\%) give 'lack of money' as the reason for not using a health care facility. This may suggest that urban women have more money than their rural counterparts, and/or that the costs of getting to a facility (which, when in labour, will require motorized transport) is higher. At least $8.5 \%$ of women give reasons which indicate that it was their preference to deliver at home, which is consistent with the findings of Tables 9.21, 9.23 and 9.24.

In order to assess the determinants of past deliveries at a clinic or hospital by those women who have had at least one previous live birth (DELIVERY=1 indicates usage was made of a clinic or hospital for delivery, DEIJIVERY=0 indicates non-usage) a multiple logistic regression model was fitted in Table 9.27. The predictor variables fitted in this model were place of residence, age of mother, occupation level of mother, number of live births, education level and source of income.

Table 9.26 Distribution of the reasons for non－use of health－care facilities for last delivery，of women who were previously pregmant by place of residence（excluding currently pregnant）

| Reasons | $\begin{array}{ll}  & \text { Rural } \\ \% & \text { (95\% CI) } \end{array}$ | $\begin{gathered} \text { Urban } \\ \div \quad\left(95 \frac{C I}{}\right) \end{gathered}$ | $\begin{aligned} & \text { Totial } \\ & \text { (95\% CI) } \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| Lack of money | 23．7 118．1－24．2： | $10.9(5.7-16.1)$ | 20．8（17．8－23．7） |
| Birth came unexpectedly | 62．8（58．7－67．0） | 69．6（62．9－73．0） | 63.1 （59．1－67．2） |
| Clinic was too モニ．． | $2.4(0.6-4.0)$ | 4.0 （0．7－7．3） | 2.4 （0．8－4．2） |
| Clinic was closed | 0.2 （0．0－0．5） | 0.0 | 0.2 （0．0－0．5） |
| Prefer to deliver at home | 5.6 （4．1－7．1） | 6．8．（1．8－11．8） | $5.7(5.2-7.2)$ |
| Do not find it necessary to deliver at clinic | 2.4 （1．5－3．3） | 1.7 （0．0－4．3j | $2.4(1.5-3.3)$ |
| Attitude of clinic／hospital staff | 0.7 （0．2－1．2） | 0.0 | $0.7(0.2- \pm .1)$ |
| Tradition is to deliver at home to learn how to deliver others | 0.2 （0．0－0．5） | 0.0 | $0.2(0.0-0.45)$ |
| Delivered at home so that could bury placenta | $0.2(0.0-0.4)$ | 1.7 （0．0－3．6） | $0.2(0.0-0.5)$ |
| Other | $4.2(3.0-5.6)$ | $5.3(1.8-7.2)$ | 4.3 （3．0－5．6） |
| N | 37591 | ． 2440 | 39031 |

$\chi_{g}^{2}=20.88, p$－value $=0.0232$
Table 9．27 Multiple Logistic Regression Model to predict past deliveries at a clinic or hospital（of past pregnancy）

| DELIVERY | Degrees of freedom | 5 waite A気 DF | $S$ waite Ā̄ Chisc | p－value 5 waite Ad̄ Chisq |
| :---: | :---: | :---: | :---: | :---: |
| overall <br> model | 12 | 8.29 | 142.78 | 0.000 |
| model minns intercept | 11 | 8.91 | 152.25 | 0.000 |
| rural／urban | 1 | 1.00 | 68.95 | 0.000 |
| education level | 1 | 1.00 | 13.23 | 0.000 |
| previous births | 9 | 7.35 | 49.37 | 0.000 |

$\chi^{2}=40.0194, d f=37, \mathrm{p}$－value $=0.33762,^{\mathrm{p} 2}=0.100028$

Education level：Educated－＇Standard 5 or above education level＇，Uneducated－＇below Standard 5 education level＇．

Table 9.28 Estimated Coefficients, Estimated Standard Errors, Ttests, and Odds Ratios for the Multiple Logistic Regression Model to determine the attendance or not of past pregnant women at a clinic/hospital for last delivery

| DELIVERY <br> $1=$ attended clinic/hospital <br> $0=$ did not attend | Beta <br> Coeff | SE Eeta | $\begin{aligned} & \text { T-test } \\ & \text { Eeta=0 } \end{aligned}$ | P-value <br> T-test <br> Beta=0 | odds <br> Ratio | Odds Retio 95\% CI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Corstant | 1.29 | 0.54 | 2.37 | 0.0201 | 3.63 | (1.23:10.7) |
| Rural <br> Urban | $\begin{array}{r} -1.70 \\ 0.00 \\ \hline \end{array}$ | $\begin{array}{r} 0.20 \\ 0.00 \\ \hline \end{array}$ | -8.30 | 0.0000 | $\begin{aligned} & 0.18 \\ & 1.00 \\ & \hline \end{aligned}$ | $\begin{aligned} & (0.12 ; 0.27) \\ & (1.00 ; 1.00) \\ & \hline \end{aligned}$ |
| Oneducated Educated | $\begin{array}{r} -0.44 \\ 0.00 \\ \hline \end{array}$ | $\begin{array}{r} 0.12 \\ 0.00 \\ \hline \end{array}$ | -3.64 | 0.0005 | $\begin{aligned} & 0.65 \\ & 1.00 \\ & \hline \end{aligned}$ | $\begin{aligned} & (0.51 ; 0.82) \\ & (1.00 ; 1.00) \end{aligned}$ |
| Number of Eirtis |  |  |  |  |  |  |
| 1 | 3.46 | 0.51 | 2.96 | 0.0054 | 4.32 | (1.56;11.95) |
| 2 | 0.77 | 0.51 | 1.51 | 0.1347 | 2.15 | (0.78;5.50) |
| 3 | 0.65 | 0.53 | 1.22 | 0.2276 | 1.92 | (0.66;5.55) |
| 4 | 0.81 | 0.54 | 1.51 | 0.1356 | 2.24 | (0.77;6.50) |
| 5 | 0.54 | 0.55 | 1.01 | 0.3147 | I. 72 | \{0.59:5.03) |
| 6 | 0.28 | 0.55 | 0.51 | 0.6089 | I. 33 | (0.44;4.01) |
| 7 | 0.73 | 0.53 | 1.38 | 0.1714 | 2.08 | (0.72;5.98) |
| 8 | 0.70 | 0.56 | 1.24 | 0.2179 | 2.01 | (0.66;6.13) |
| ${ }_{10} 10$ | 0.07 | 0.57 0.00 | 0.12 | 0.9046 | 1.07 | (0.35;3.32) |

Three effects (place of residence, education level, and the number of previous births) proved to be significant in Table 9.28 in predicting the attendance of ante-natal care. The effects age, occupation, and source of income were not significant and therefore not included in the model. Using Pearson's chi-square statistic there was not a significant lack-of-fit of the model ( $\mathrm{X}^{2}=40.0194,37$ degrees of freedom, p -value $=0.33762$ ).

From the above logistic regression model rural woman are predicted to be only 0.18 times as likely as urban women to use a clinic/hospital for delivery. An odds ratio of 0.65 for 'uneducated' relative to 'educated' indicates that an uneducated pregnant woman is less likely than an educated pregnant woman to attend a clinic or hospital for delivery. Note that the only coefficient which is significantly different from zero is that of "O" previous birth, and the others are not monotonically decreasing. Therefore there does not appear to be a decreasing probability of attendance as the number of previous births increase beyond "0". This indicates that women are 2-4 times more likely to attend a clinic/hospital for their first births than for subsequent births. However the number of previous births
beyond 0 do not affect the probability.

Of interest to the Lesotho Ministry of Health are those mothers who attend post-natal care (PNC) after delivery. From Table 9.29 it is seen that a high overall percentage of pregnant woman ( $88.6 \%$ ) attend PNC. Significantly less mothers from rural areas attend PNC compared to mothers from urban areas (p-value=0.0012). An explanation for those mothers not attending PNC is shown in Table 9.30.

Table 9.29 Distribution of past pregnancies who received post natal care

|  | $\stackrel{\text { Rural }}{\text { (95\% }} \mathrm{CI} \text { ) }$ | $\begin{aligned} & \text { Urban } \\ & \% \\ & \text { (95\% CI) } \\ & \hline \end{aligned}$ | $\begin{gathered} \text { Total } \\ \%(95 \% \mathrm{CI}) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Recaived ENC | 87.9 (85.5-90.0) | 17.0 (92.0-95.9) | 88.6 (86.7-90.5) |
| Ne pac | 11.4 (9.3-13.5) | 5.56 (3.6-7.5) | 10.7 (8.8-12.5) |
| Don't Rnow | 0.7 (0.3-1. 1 ) | 0.47 (0.0-1.2) | $0.7(0.3-1.0)$ |
| N | 83914 | 10101 | 94681 |

$\chi^{2}{ }_{2}=14.62, p-v a l u e=0.0012$

A significant association exists between place of residence and the reasons for non-use of post-natal care facilities amongst women who have had livebirths (Table 9.30). The noticeable differences between rural and urban mothers regarding their reasons for not attending PNC are 'No money' (rural - 24.59\%, urban - 11.6\%) and 'Did not feel sick/mother and baby fine' (rural - 20.31\%, urban - 9.9\%) and 'No Reason' (rural - 21.3\%, urban - $13.2 \%$ ). 'Child passed away' is the main reason for mothers not attending PNC in the urban areas (30.8\%) compared to only $10.4 \%$ in the rural areas.

Table 9.30 Distribution of reasons for not receiving post natal care after last pregnancy

|  | Rural <br> 4 (95\% CI) | $\begin{aligned} & \text { Urban: } \\ & \text { (95\% CI) } \\ & \hline \end{aligned}$ | $\stackrel{\text { Tatal }}{(957 \mathrm{CI})}$ |
| :---: | :---: | :---: | :---: |
| Did not feel sick/haby fine | 20.3 (13.8-26.8) | 9.9 (0.0-20.2) | 19.6 (13.5-25.7) |
| Ho monny | 24.6(19.3-29.9) | 12.6 13.3-15.81 | 23.7 (18.8-28.7) |
| Child passed away | 10.4 (7.1-13.8) | 30.8 (18.7-43.0) | 11.8 (8.4-15.1) |
| Received immunisation | 4.6 (1.0-8, 1) | 7.0 (0.0-14.0) | 4,7 11.4-8.11 |
| Too young to visit clinic | 10.1 (5.8-14.4) | 13.2 (4.3-22.1) | 10.3 (6.2-14.3) |
| Mother was ill | 2.5 (0.9-4.7) | 0.0 | 2.3 (0.8-3.8) |
| No reason | 21.3 (13.8-2a.7) | 13.2 (2.1-24.3) | 20.7 (133.7-27.7) |
| Other | $6.2(4.0-8.5)$ | 14.3 (3.1-25.5) | 6.8 i4.5-9.9.1 |
| N | 8916 | 641 | 9557 |

$\chi^{2}{ }_{7}=22.82, p-v a l u e=0.0046$

### 9.5 DISABILITY

Disability caused by injury or discase, whether incurred perinatally or later in life, must have a significant impact on the individual's quality of life and the economic prognosis for both the individual and the community as a whole.

The availability of good data on the cause and outcome of disability should yield important information which may lead to the planning of preventative programes to reduce the incidence of this form of pathology and rehabilitation programmes to reduce the impact of disability. This would be expected to play an ever increasing role in the economy of developing countries such as Lesotho.

To enable the LMOH to gain a better understanding of dirability in Lesctho, the various types of disabilities are related to their causes, by gender, age, and whether the respondents live in a rural or urban area. Finally a multiple logistic regression model is fitted to the data to predict the prevalence of disability from a number of demographic and occupational variables.

Table 9.31 Gender specifi, wates per 10,000 population for specific disabilities

| DISABILITY | Female | Male | Total | p-value |
| :---: | :---: | :---: | :---: | :---: |
| Amput. both legs/feet | $\begin{aligned} & 53.3 \\ & (4 i . ?-65.1) \end{aligned}$ | $\begin{aligned} & 77.3 \\ & (57,7-96.9) \end{aligned}$ | $\begin{aligned} & 64.1 \\ & (50.4-77.8) \end{aligned}$ | 0.001 |
| Lame/paral. both legs | $29$ $.21$ | $\begin{aligned} & 27.5 \\ & (17.7-37.3) \end{aligned}$ | $\begin{aligned} & 28.6 \\ & (20.8-36.4) \end{aligned}$ | 0.638 |
| Amput of 1 foot/leg | $\begin{aligned} & 47.5 \\ & (33.9-61.3) \end{aligned}$ | $\begin{aligned} & 71.5 \\ & (53.9-89.1) \end{aligned}$ | $\begin{aligned} & 58.3 \\ & (44.6-72.0) \end{aligned}$ | 0.000 |
| Lame/pazal. one leg | $\begin{aligned} & 89.7 \\ & (68.1-111.3) \end{aligned}$ | $\begin{aligned} & 81.8 \\ & (70.0-93.6) \end{aligned}$ | $\begin{aligned} & 86.2 \\ & (70.5-101.9) \end{aligned}$ | 0.436 |
| Amput . of hand (s)/Ema (s) | $\begin{aligned} & 36.4 \\ & (24.6-48.2) \end{aligned}$ | $\begin{aligned} & 52.8 \\ & (35.2-7 \cup .4) \end{aligned}$ | $\begin{aligned} & 43.7 \\ & (30.0-57.4) \end{aligned}$ | 0.007 |
| Lame/paral. both arms | $\begin{aligned} & 78.7 \\ & (59.1-98.3) \end{aligned}$ | $\begin{aligned} & 46.8 \\ & (37.9-56.6) \end{aligned}$ | $\begin{aligned} & 54.4 \\ & (50.7-78.1) \end{aligned}$ | 0.009 |
| Lame / paral. 1 arm | $\begin{aligned} & 27.2 \\ & (19.4-35.0) \end{aligned}$ | $\begin{aligned} & 36.9 \\ & (25.1-48.7) \end{aligned}$ | $\begin{aligned} & 31.5 \\ & (23.7-39.3) \end{aligned}$ | $0.0 \leqslant 2$ |
| Blind <br> (Total) | $\begin{aligned} & 23.6 \\ & (17.7-29.5) \end{aligned}$ | $\begin{aligned} & 27.4 \\ & (19.6-35.2) \end{aligned}$ | $\begin{aligned} & 25.3 \\ & (19.4-31.2) \end{aligned}$ | 0.320 |
| Blind (partial) | $\begin{aligned} & 88.5 \\ & (71,0-106.2) \end{aligned}$ | $\begin{aligned} & 100.6 \\ & (83.0-118.2) \end{aligned}$ | $\begin{aligned} & 94.0 \\ & (78.3-109.7) \end{aligned}$ | 0.127 |
| Severe deafness | $\begin{aligned} & 20.3 \\ & (14.4-26.2) \end{aligned}$ | $\begin{aligned} & 31.5 \\ & (23.7-39.3) \end{aligned}$ | $\begin{aligned} & 25.3 \\ & (19.4-31.2) \end{aligned}$ | 0.003 |
| Speech problems | $\begin{aligned} & 25.3 \\ & (15.2-33.1) \end{aligned}$ | $\begin{aligned} & 31.7 \\ & (23.9-39 .) \end{aligned}$ | $\begin{aligned} & 28.2 \\ & (20.4-36.0) \end{aligned}$ | 0.146 |
| $\begin{aligned} & \text { Mentally } \\ & \text { ill/ } \\ & \text { retarded } \end{aligned}$ | $\begin{aligned} & 11.9 \\ & (8.0-15.8) \end{aligned}$ | $\begin{aligned} & 14.4 \\ & (8.5-20.3) \end{aligned}$ | $\begin{aligned} & 13.0 \\ & \{9.1-16.5\} \end{aligned}$ | 0.000 |
| Fits | $\begin{aligned} & 2.3 \\ & (0.3-4.3) \end{aligned}$ | $\begin{aligned} & 5.2 \\ & (3.2-7.2) \end{aligned}$ | $\begin{aligned} & 3.6 \\ & (1.6-5.6) \end{aligned}$ | 0.042 |
| Amput. of finger (s) | $\begin{aligned} & 11.2 \\ & (7.3-15.1) \end{aligned}$ | $\begin{aligned} & 82.8 \\ & (7 \times-9-94.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 43.2 \\ & (37.3-49.1) \end{aligned}$ | 0.000 |
| Amput. of toes | $\begin{aligned} & 4.0 \\ & (2.0-6.0) \end{aligned}$ | $\begin{aligned} & 19.6 \\ & (13.7-25.5) \end{aligned}$ | $\begin{aligned} & 10.9 \\ & (8.9-12.9) \end{aligned}$ | 0.000 |
| Other | $\begin{aligned} & 19.0 \\ & (13.1-24.9) \end{aligned}$ | $\begin{aligned} & 27.0 \\ & (19.2-34.8) \end{aligned}$ | $\begin{aligned} & 22.6 \\ & (26.7-28.5) \end{aligned}$ | 0.037 |
| Total | 568.5 | 734.8 | 642.9 |  |

For most disabilities the disability rate per 10000 population, shown in Table 9.31 is significantly higher amongst males than females especially with regard to digit and limb amputations. These disabilities include amputation of both legs/feet, amputation of hand(s)/arm(s), severe deafness, amputation of fingers and toes, and fits (only just significant and for a surprisingly low prevalence). The noticeable exception is with lameness/paralysis of both arms where females have almost double

Table 9.32 Disability rates in urban and rural areas of Lesotho

| DISABILITX | Rural | Urban | p-value |
| :---: | :---: | :---: | :---: |
| Amput. both <br> legs/feet | $\begin{aligned} & 68.4 \\ & (52.7-84.1) \end{aligned}$ | $\begin{aligned} & 30.7 \\ & (17.0-44.4) \end{aligned}$ | 0.000 |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { both legs } \end{aligned}$ | $\begin{aligned} & 29.8 \\ & (22.0-37.6) \end{aligned}$ | $\begin{aligned} & 19.0 \\ & (9.2-28.8) \\ & \hline \end{aligned}$ | 0.110 |
| Amput. of ? foot/leg | $\begin{aligned} & 61.6 \\ & (45.9-77.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 32.5 \\ & (20.7-44.3) \\ & \hline \end{aligned}$ | 0.004 |
| Lame/paral. one leg | $\begin{aligned} & 93.8 \\ & (76.2-111.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 27.1 \\ & (13.4-40.8) \\ & \hline \end{aligned}$ | 0.000 |
| Amput. of hand/arm(s) | $\begin{aligned} & 47.3 \\ & (31.6-63.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.4 \\ & (8.6-24.2) \\ & \hline \end{aligned}$ | 0.000 |
| Lame/paral. both arms | $\begin{aligned} & 68.2 \\ & (52.5-83.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 35.6 \\ & (16.0-55.2) \\ & \hline \end{aligned}$ | 0.011 |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { I arm } \end{aligned}$ | $\begin{aligned} & 33.7 \\ & (23.9-43.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.7 \\ & (6.9-22.5) \\ & \hline \end{aligned}$ | 0.002 |
| Elind (total) | $\begin{aligned} & 26.7 \\ & (20.8-32.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.4 \\ & (8.5-20.3) \\ & \hline \end{aligned}$ | 0.005 |
| $\begin{aligned} & \text { Blind } \\ & \text { (partial) } \end{aligned}$ | $\begin{aligned} & 99.8 \\ & (82.2-117.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.0 \\ & (23.5-74.5) \\ & \hline \end{aligned}$ | 0.002 |
| Severe deafness | $\begin{aligned} & 27.3 \\ & (21.4-33.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 9.9 \\ & (4.0-15.8) \\ & \hline \end{aligned}$ | 0.000 |
| Speech problems | $\begin{aligned} & 30.0 \\ & (22.2-37.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.7 \\ & (5.9-21.5) \\ & \hline \end{aligned}$ | 0.004 |
| Mentally ill/ retarded | $\begin{aligned} & 12.0 \\ & (8.1-15.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.0 \\ & (4.2-19.8) \end{aligned}$ | 0.920 |
| Fits | $\begin{aligned} & 3.9 \\ & (1.9-5.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 10.0-3.0) \end{aligned}$ | 0.022 |
| Amput of finger (s) | $\begin{aligned} & 46.9 \\ & (39.1-54.7) \end{aligned}$ | $\begin{aligned} & 14.9 \\ & (5.1-24.7) \end{aligned}$ | 0.000 |
| Amput. of toes | $\begin{aligned} & 11.9 \\ & (8.0-15.8) \end{aligned}$ | $\begin{aligned} & 4.1 \\ & (0.1-8.0) \end{aligned}$ | 0.002 |
| Other | $\begin{aligned} & 24 . \pm \\ & (18.2-30.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.9 \\ & (5.0-16.8) \\ & \hline \end{aligned}$ | 0.003 |
| Total | 686.3 | 307.6 |  |

the rate of males.

Table 9.32 shows that there are significant differences between the rural and urban areas with regard to most disabilities (except for mental illness ( $\mathrm{p}=0.920$ ) and lame/paralysis in both legs ( $p=0.110$ )). The rural areas having significantly higher rates than the urban areas. There is an overall disaoility rate of 686.3 per 10000 in the rural areas as opposed to 307,6 per 10000 in the urban areas.

Table 9.33 shows that the disability rate for all disabilities increases with age. The only exception is mentally ill/retarded
increases with age. The only exception is mentally ill/retarded where there is a (nonsignificant) decrease from 0-4 to 5-14 years.

The disabilities presented in Figure 9.5, are summarised into six main categories:

Upper limbs = Amputation of both legs/feet + Lame/paralysed in both legs + Lame/paralysed in one leg + Amputation of one foot/leg
Mental = Mentally ill/retarded
Lower limbs $=$ Lame/paralysed in both arms + Amputation of hand(s)/arm(s) + Lame/paralysed in one arm Digits $=$ Amputation of finger $(s)$ + Amputation of Toes Speech/hearing = Speech problems + Severe deafness Eyes = Blind (totally) + BIind (partially)

Certain disabilities are directly related to the ageing process for exariple loss of hearing and sight. This is evident in the dramatic increase in these disability rates between age 45-59, and age 60+ (doubling in the case of blindness and quadrupling for deafness).

From Figure 9.5 it is also striking that the disabilities of leg(s)/foot (feet) (1060.2 per 10000) and hand (s)/arm(s) (688.3 per 10000) are very high in the 60 year and above age group. Since people with disabilities are also more likely to die earlier thari those without, which would tend to decrease their prevalences in the older age groups. However, the data show that the "longer exposure" and age related causes, such as stroke, are a stronger influence on the prevalence of disability than the effect of death through disabilty.

Table 9.33 Age specific rates per 10,000 population for specific disabilities

| AGE CROUP |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DISABILITY | 0-4 | 2-14 | 15-29 | 30-44 | 45-59 | $60+$ | p- <br> value |
| Amput. both <br> legs/feet | $\begin{gathered} 9.0 \\ (3.1- \\ 14.9) \\ \hline \end{gathered}$ | $\begin{aligned} & 18.7 \\ & (10.9- \\ & 25.5) \end{aligned}$ | $\begin{aligned} & 33.7 \\ & (21.9- \\ & 45.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 85.5 \\ & (57.7- \\ & 115.9) \end{aligned}$ | $\begin{aligned} & 173.7 \\ & 1126.7- \\ & 220.7 \\ & \hline \end{aligned}$ | $\begin{aligned} & 225.6 \\ & (169.8- \\ & 283.4) \\ & \hline \end{aligned}$ | 0.000 |
| Lame/paral. both legs | $\begin{aligned} & 5.3 \\ & \{1.4 \\ & 9.2\} \end{aligned}$ | $\begin{aligned} & 12.0 \\ & 16.1- \\ & 17.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 17.2 \\ & 19.4- \\ & 25.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 29.1 \\ & (15.4- \\ & 42.81 \\ & \hline \end{aligned}$ | $\begin{aligned} & 50.7 \\ & (29.1- \\ & 72.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 124.5 \\ & (75.0- \\ & 174.0) \end{aligned}$ | 0.001 |
| Amput. of 1 fool/Ieg | $\begin{array}{r} 3.1 \\ 10.0- \\ 7.01 \\ \hline \end{array}$ | $\begin{aligned} & 15.0 \\ & 17.2 \\ & 22.81 \\ & \hline \end{aligned}$ | $\begin{array}{r} 23.7 \\ (13.9- \\ 33.5) \\ \hline \end{array}$ | $\begin{aligned} & 86.8 \\ & (55.4- \\ & 118.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 179.5 \\ & 1136.5- \\ & 228.51 \\ & \hline \end{aligned}$ | $\begin{aligned} & 202.0 \\ & 1151.0- \\ & 253.01 \\ & \hline \end{aligned}$ | 0.000 |
| Lame/paral. one leg | $\begin{gathered} 5.7 \\ (0.8- \\ 12.6) \end{gathered}$ | $\begin{aligned} & 16.7 \\ & \{10.8- \\ & 22.61 \end{aligned}$ | $\begin{gathered} 22.7 \\ (14.9- \\ 30.5) \\ \hline \end{gathered}$ | $\begin{aligned} & 60.4 \\ & (36.9- \\ & 83.9) \end{aligned}$ | $\begin{aligned} & 204.5 \\ & (161.8- \\ & 248.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 507.1 \\ & (405.0- \\ & 609.2) \end{aligned}$ | 0.000 |
| Amput, of hand(s)/arm(s) | $\begin{aligned} & 5.8 \\ & (0.0 \\ & 11.7) \end{aligned}$ | $\begin{aligned} & 18.2 \\ & (10.4- \\ & 26.0) \end{aligned}$ | $\begin{gathered} 29.6 \\ (15.9- \\ 47.3) \\ \hline \end{gathered}$ | $\begin{aligned} & 59.5 \\ & (37.9- \\ & 81.1) \end{aligned}$ | $\begin{aligned} & 1 \pm 3.7 \\ & 174.0- \\ & 152.4) \end{aligned}$ | $\begin{aligned} & 125.9 \\ & 178.9 \\ & 172.9) \end{aligned}$ | 0.000 |
| Lame/paral. both arms | $\begin{gathered} 3.4 \\ (0.0- \\ 7.3)^{-} \end{gathered}$ | $\begin{aligned} & 11.4 \\ & (5.5- \\ & 17.3) \end{aligned}$ | $\begin{array}{r} 15.1 \\ 19.2- \\ 21.0) \\ \hline \end{array}$ | $\begin{aligned} & 41.1 \\ & (25.4- \\ & 56.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 105.6 \\ & 170.3 \\ & 140.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 449.9 \\ & (346.0- \\ & 553.8) \end{aligned}$ | 0.000 |
| Lame/paral. <br> 1 arm | $\begin{gathered} 3.2 \\ (0.0- \\ 7.1) \\ \hline \end{gathered}$ | $\begin{gathered} 7.3 \\ (3.4 \\ 11.2) \\ \hline \end{gathered}$ | $\begin{array}{r} 14.1 \\ (8.2- \\ 20.0) \\ \hline \end{array}$ | $\begin{aligned} & 53.8 \\ & (34.2- \\ & 73.4) \end{aligned}$ | $\begin{aligned} & 83.8 \\ & 154.4- \\ & 113.21 \end{aligned}$ | $\begin{aligned} & 112.5 \\ & 176.7- \\ & 148 .-1 \end{aligned}$ | 0.000 |
| Blind <br> (total) | $\begin{array}{r} 2.2 \\ 10.0- \\ 6.1) \\ \hline \end{array}$ | $\begin{aligned} & 6.9 \\ & 13.0 \\ & 10.8) \\ & \hline \end{aligned}$ | $\begin{array}{r} 21.5 \\ (13.7- \\ 29.3) \\ \hline \end{array}$ | $\begin{aligned} & 42.8 \\ & (29.1- \\ & 55.5) \end{aligned}$ | $\begin{aligned} & 49.1 \\ & (29.5- \\ & 68.7) \end{aligned}$ | $\begin{aligned} & 83.0 \\ & (57.5- \\ & 108.5) \end{aligned}$ | 0.000 |
| $\begin{aligned} & \text { Elind } \\ & \text { (partial) } \end{aligned}$ | $\begin{aligned} & 13.6 \\ & 15.8 \\ & 21.41 \end{aligned}$ | $\begin{aligned} & : 3.1 \\ & (15.3- \\ & 30.9) \end{aligned}$ | $\begin{aligned} & 37.5 \\ & 125.7- \\ & 49.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 89.8 \\ & (56.5- \\ & 123.1) \end{aligned}$ | $\begin{aligned} & 205.4 \\ & (162.3- \\ & 248.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 482.4 \\ & 1384.0- \\ & 580.81 \\ & \hline \end{aligned}$ | 0.000 |
| Severe deaẼness | 0.0 | $\begin{gathered} 7.0 \\ (3.1 \\ 10.9) \end{gathered}$ | $\begin{aligned} & 12.2 \\ & 16.3- \\ & 18.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 18.1 \\ & 18.3- \\ & 27.91 \end{aligned}$ | $\begin{aligned} & 41.0 \\ & (25.3- \\ & 56.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 152.8 \\ & (107.9- \\ & 197.7) \end{aligned}$ | 0.000 |
| Speech probleme | $\begin{aligned} & 1.1 \\ & 10.0- \\ & 3.1) \end{aligned}$ | $\begin{aligned} & 7.7 \\ & (3.8- \\ & 11.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 25.3 \\ & (13.5- \\ & 37.1) \end{aligned}$ | $\begin{aligned} & 40.5 \\ & (22.9- \\ & 58.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 57.2 \\ & (43.7- \\ & 90.7) \end{aligned}$ | $\begin{aligned} & 86.9 \\ & (53.7- \\ & 33.2) \end{aligned}$ | 0.000 |
| Mentally ill/ retarded | $\begin{array}{r} 4.0 \\ 10.0- \\ 7.9) \\ \hline \end{array}$ | $\begin{gathered} 2.0 \\ (0.0- \\ 5.9) \\ \hline \end{gathered}$ | $\begin{aligned} & 17.0 \\ & (11.1- \\ & 22.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.0 \\ & 18.2 \\ & 23.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.4 \\ & (11.6- \\ & 35.2) \end{aligned}$ | $\begin{aligned} & 27.6 \\ & (11.9- \\ & 43.31 \end{aligned}$ | 0.000 |
| Fits | $\begin{array}{r} 2.0 \\ (0.0- \\ 4.0) \\ \hline \end{array}$ | $\begin{aligned} & 2.0 \\ & 10.0- \\ & 4.0) \end{aligned}$ | $\begin{aligned} & 3.8 \\ & (1.8- \\ & 5.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.7 \\ & 10.1- \\ & 12.6) \\ & \hline \end{aligned}$ | $\begin{gathered} 4.0 \\ 10.0- \\ 7.91 \\ \hline \end{gathered}$ | $\begin{aligned} & 6.5 \\ & (1.1- \\ & 12.4) \\ & \hline \end{aligned}$ | $0.4^{-7}$ |
| Amput. of finger (s) | 0.0 | $\begin{aligned} & 4.3 \\ & (2.3- \\ & 6.3) \end{aligned}$ | $\begin{aligned} & 15.9 \\ & (10.0- \\ & 21.8) \end{aligned}$ | $\begin{aligned} & 70.7 \\ & (51.1 .- \\ & 91.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 124.9 \\ & 187.7- \\ & 162.1) \end{aligned}$ | $\begin{aligned} & 181.9 \\ & 1148.7- \\ & 215.7) \\ & \hline \end{aligned}$ | 0.000 |
| Amput. of Eoes | $\begin{aligned} & 1.1 \\ & 10.0- \\ & 3.11 \end{aligned}$ | $\begin{aligned} & 2.3 \\ & (0.0- \\ & 4.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.3 \\ & (1.3- \\ & 5.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.9 \\ & (11.2- \\ & 38.6) \end{aligned}$ | $\begin{array}{r} 24.9 \\ (15.7 \\ 38.6) \\ \hline \end{array}$ | $\begin{aligned} & 40.1 \\ & (24.3- \\ & 55.9) \\ & \hline \end{aligned}$ | 0.000 |
| Other | $\begin{array}{r} 3.9 \\ 10.0- \\ 7.8) \\ \hline \end{array}$ | $\begin{aligned} & 5.0 \\ & (4.0- \\ & 12.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.2 \\ & (6.3- \\ & 18.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 32.4 \\ & (20.6- \\ & 44.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 48.2 \\ & (20.8- \\ & 75.61 \end{aligned}$ | $\begin{aligned} & 85.3 \\ & 161.5- \\ & 109.11 \end{aligned}$ | 0.000 |
| Total | 65.3 | 163.6 | 306.2 | 760.9 | 1499.5 | 2919.6 |  |

Figure 9.5 Age specific rates per 10000 population of the most
serious disabilities

Age group

Table 9.34 shows the distribution of each type of disability recorded in the NH\&NS by cause. Mining is identified by respondents as causing $17 \%$ of all disability with other occupations causing only 3.3\% of disability. Noticeable are the high percentages of certain disabilities caused by mining: 20.8\% - amputation of both legs/feet, 18.3\% - amputation of hand/arm(s), 24.6\% - amputation of one foot/leg, and 60.2\% amputation of fingers. The distribution of disabilities by cause is displayed in Figure 9.6. To investigate the full impact of mining on disability, only the disability amongst males over the age of 15 years who might be exposed to mining are shown in Table 9.35 and displayed in Figure 9.7. In this subgroup mining causes $36.9 \%$ of all disabilities, $70.8 \%$ of all finger amputations, $63.3 \%$ of all toe amputations and $33 \%$ of all deafness.

These results suggest that in the absence of mining there would be $36.9 \%$ less disabilities among adult males.
Table 9.34 Diatribution of types of disabilities by cause (Percentage, (95\% Confidence Interval))

|  | Born <br> disabled | Illness | Traffic accident | Domestic accident | Mine accident | Other work/Earm | Fight/ assault | Playing <br> /sport | Horse | Witchcraft | Unkriown | Other | Total no. in pop. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Amput. both legs/feet | $\begin{aligned} & 3.9 \\ & (2.2- \\ & 5.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 18.8 \\ & 110.8- \\ & 18.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.7 \\ & (2.7- \\ & 7.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.2 \\ & 19.3- \\ & 17.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.8 \\ & 116.5- \\ & 25.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.8 \\ & (1.5- \\ & 6.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.0 \\ & (2.8- \\ & 7.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4,8 \\ & (2,8- \\ & 6,9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.7 \\ & (1.7- \\ & 5.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.1 \\ & (2.7- \\ & 7.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.8 \\ & 17.3- \\ & 14.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 9.2 \\ & (5.1- \\ & 12.9) \\ & \hline \end{aligned}$ | 8916 |
| Lame/paral. both legs | $\begin{aligned} & 13.2 \\ & 18.3- \\ & 18.21 \end{aligned}$ | $\begin{aligned} & 35.9 \\ & (27.9- \\ & 43.8) \end{aligned}$ | $\begin{aligned} & 2.6 \\ & (0,4- \\ & 4,8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & 10.0 \\ & 1.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.9 \\ & 13.5 \\ & 10.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & (0.0- \\ & 2.1)^{2} \end{aligned}$ | $\begin{aligned} & 2.4 \\ & 10.0- \\ & 6.01 \end{aligned}$ | $\begin{aligned} & 0.7 \\ & 10.0- \\ & 1.91 \end{aligned}$ | 0.0 | $\begin{aligned} & 1.6 \\ & 10.0- \\ & 3.5) \end{aligned}$ | $\begin{aligned} & 28.4 \\ & (19.4- \\ & 37.3) \end{aligned}$ | $\begin{aligned} & 6.7 \\ & (0.8 \\ & 12.5) \end{aligned}$ | 3772 |
| Amput. of one foot: leg | $\begin{aligned} & 2.7 \\ & (0.8- \\ & 4.6) \end{aligned}$ | $\begin{aligned} & 14.9 \\ & (9.1 . \\ & 20.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.7 \\ & (3.9- \\ & 9.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.2 \\ & 17.7- \\ & 16.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.6 \\ & (19.3- \\ & 30.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5,2 \\ & (2,4- \\ & 8.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.9 \\ & (2,4- \\ & 5.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.2 \\ & (5.5 \\ & 10.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.8 \\ & (2.4-1 \\ & 7.1)^{-} \end{aligned}$ | $\begin{aligned} & 1.3 \\ & (0.2- \\ & 2.3)^{-} \end{aligned}$ | $\begin{aligned} & 11.5 \\ & 17.5- \\ & 1.5 .5 \end{aligned}$ | $\begin{aligned} & 4.0 \\ & (1.0- \\ & 7.0) \end{aligned}$ | 7222 |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { one leg } \end{aligned}$ | $\begin{aligned} & 1.8 \\ & 10.0- \\ & 2.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 34,3 \\ & (26.8- \\ & 41.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.9 \\ & (0.5- \\ & 3.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.4 \\ & (3,8 \\ & 9.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.1 \\ & (9.0- \\ & 17.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.3 \\ & (1,3- \\ & 5.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.2 \\ & (1,6- \\ & 4.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1,2 \\ & 10,2- \\ & 2.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.1 \\ & 10.6 \\ & 3 \end{aligned}$ | $\begin{aligned} & 1.2 \\ & (0.2- \\ & 2.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 21.6 \\ & (1.5 .7- \\ & 27.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.0 \\ & (6.0- \\ & 13.9) \\ & \hline \end{aligned}$ | 9857 |
| Amput. of hand/arm(s) | $\begin{aligned} & 2.2 \\ & 10.5- \\ & 3.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.6 \\ & (5,0- \\ & 12.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.0 \\ & 10.8- \\ & 5.11 \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.3 \\ & (8.9 . \\ & 19.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 18.3 \\ & (14.1- \\ & 22.6)^{2} \\ & \hline \end{aligned}$ | $\begin{array}{r} 7.8 \\ (4.2 \pi \\ 11,3) \\ \hline \end{array}$ | $\begin{aligned} & 6.3 \\ & (3.3- \\ & 9.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 11.2 \\ & 17.4- \\ & 14.8) \\ & \hline \end{aligned}$ | $\begin{array}{r} 13 . j \\ 18.6- \\ 18.13 \\ \hline \end{array}$ | $\begin{aligned} & 1.6 \\ & (0.0- \\ & 3.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.1 \\ & (4.1- \\ & 10.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.4 \\ & (1.7- \\ & 11.0) \\ & \hline \end{aligned}$ | 5766 |
| Lame/paral. both arma | $\begin{aligned} & 3.2 \\ & 11.3- \\ & 5.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 47.6 \\ & (35.9- \\ & 59.3)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7 \\ & 10.0- \\ & 1.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.8 \\ & (0.6- \\ & 3.0)^{2} \\ & \hline \end{aligned}$ | $\begin{array}{r} 3.8 \\ (2.0- \\ 5.7) \\ \hline \end{array}$ | $\begin{aligned} & 1.8 \\ & 10.3- \\ & 3.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.1 \\ & 10.7- \\ & 3.51 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & 10,0- \\ & 1.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3 \\ & (0,0- \\ & 0.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.9 \\ & 10.0- \\ & 1.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 25.6 \\ & (16.7- \\ & 34.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 11.5 \\ & 11.9 \\ & 21.0) \\ & \hline \end{aligned}$ | 8721 |
| Lame/paral. one arm | $\begin{aligned} & 3.1 \\ & (0.6- \\ & 5.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.4 \\ & 17.1- \\ & 17.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.2 \\ & 12.6- \\ & 7.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.5 \\ & (10.3- \\ & 20.71 \\ & \hline \end{aligned}$ | $\begin{array}{r} 12.6 \\ (8.2- \\ 17.0) \\ \hline \end{array}$ | $\begin{aligned} & 2.1 \\ & 10.0 \mathrm{~m} \\ & 4.2 \mid \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.5 \\ & 14.4- \\ & 10.71 \end{aligned}$ | $\begin{aligned} & 9.9 \\ & (4.3- \\ & 15.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.2 \\ & 14.8 \\ & 15.51 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.6 \\ & 10.0- \\ & 5.51 \\ & \hline \end{aligned}$ | $\begin{aligned} & 16.3 \\ & 18.8 \\ & 23.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.5 \\ & 10.0- \\ & 3.31 \\ & \hline \end{aligned}$ | 3776 |
| Blind (total) | $\begin{aligned} & 12.9 \\ & 17.5 \\ & 18.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 29.3 \\ & (21.3- \\ & 37.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.4 \\ & 10.0- \\ & 3.31 \end{aligned}$ | $\begin{aligned} & 7.1 \\ & \{0,3- \\ & 8.0\} \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.2 \\ & (0.7- \\ & 9.6) \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 3.2 \\ & 10.4- \\ & 6.01 \end{aligned}$ | 0.0 | 0.0 | $\begin{aligned} & 10.7 \\ & 15.0- \\ & 16.4) \end{aligned}$ | $\begin{aligned} & 24.7 \\ & (11.7 .4- \\ & 32.0) \end{aligned}$ | $\begin{aligned} & 8.4 \\ & (4.0- \\ & 12.8) \end{aligned}$ | 3216 |
| Blind partial | $\begin{aligned} & 4.0 \\ & (1.8- \\ & 6.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 28.3 \\ & (22,0- \\ & 34.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.6 \\ & (0.7- \\ & 2.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.2 \\ & 13.8- \\ & 8.6 \mid \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.1 \\ & (8.0 \\ & 12.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.4 \\ & (0.5- \\ & 4.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.8 \\ & (3.6- \\ & 8.1)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.0 \\ & (2.4- \\ & 5.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & (0.0- \\ & 1.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.4 \\ & (2.9 .9 \\ & 4.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.4 \\ & (1.7 .7- \\ & 29 . i) \\ & \hline \end{aligned}$ | $\begin{aligned} & 9.9 \\ & (6.2= \\ & 13.6) \\ & \hline \end{aligned}$ | 21697 |
| Severe deaEness | $\begin{aligned} & 5.2 \\ & (1.6- \\ & 8.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 36.2 \\ & (25.7 \\ & 46.7) \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 1.3 \\ & (0.0- \\ & 3.2) \end{aligned}$ | $\begin{aligned} & 16.6 \\ & (10.4- \\ & 22.7)^{-} \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7 \\ & (0.0- \\ & 2.5) \end{aligned}$ | $\begin{aligned} & 3.1 \\ & 10.4- \\ & 5.9) \end{aligned}$ | 0.0 | $\begin{aligned} & 0.7 \\ & 10.0- \\ & 2.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7 \\ & (0.0- \\ & 2.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 24,1 \\ & (15,2= \\ & 32.9) \end{aligned}$ | $\begin{aligned} & 9.9 \\ & (6.2- \\ & 13.6) \end{aligned}$ | 3363 |
| Speech problems | $\begin{aligned} & 5.2 \\ & (1.7- \\ & 9.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 18,7 \\ & (11,2- \\ & 26.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.4 \\ & (3.1- \\ & 11.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.7 \\ & (0.0- \\ & 7.9) \\ & \hline \end{aligned}$ | $\begin{array}{r} 13.8 \\ (6.3 \\ 21.2) \\ \hline \end{array}$ | $\begin{aligned} & 4.1 \\ & (1.3- \\ & 7.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.1 \\ & (2,7- \\ & 11.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.4 \\ & 10.0- \\ & 3.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.8 \\ & (0.00 \\ & 5.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.0 \\ & 10.6- \\ & 11.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 21,4 \\ & \left(11.4^{-}\right. \\ & 31,5) \end{aligned}$ | $\begin{aligned} & 8.3 \\ & (3.3- \\ & 13.3) \\ & \hline \end{aligned}$ | 3142 |
| Mentally ill/retard | $\begin{aligned} & 10.1 \\ & 10.0 \\ & 20.61 \end{aligned}$ | $\begin{aligned} & 21.1 \\ & (10.1 . \\ & 32.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.0 \\ & (0,0-0 \\ & 5.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & (0.0- \\ & 2.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.1 \\ & (0.0 \\ & 10.3) \end{aligned}$ | $\begin{aligned} & 3.4 \\ & (0.0- \\ & 7.9) \end{aligned}$ | $\begin{aligned} & 1.7 \\ & (0.0- \\ & 5.1) \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 0.9 \\ & (0,0- \\ & 2.7) \end{aligned}$ | $\begin{aligned} & 12.7 \\ & (4.7- \\ & 20.6) \end{aligned}$ | $\begin{aligned} & 31.1 \\ & (22.2 \ldots \\ & 40.1) \end{aligned}$ | $\begin{aligned} & 10,5 \\ & (3.6 \\ & 17.4) \end{aligned}$ | 1538 |


|  | Born <br> disabled | Illness | Traffic accident | Domestic accident: | Mine accident | Other work/farm | Fight/ <br> assault | playing /sport | Horse | Witchcraft | Unknown | other | $\begin{aligned} & \text { Total } \\ & \text { no. in } \\ & \text { pop. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fits | $\begin{aligned} & 9.7 \\ & (0.0- \\ & 21.3) \\ & \hline \end{aligned}$ | $\begin{array}{r} 23.4 \\ 10.0- \\ 47.21 \\ \hline \end{array}$ | 0.0 | $\begin{array}{r} 16.3 \\ 10.0 \\ 33.91 \\ \hline \end{array}$ | $\begin{aligned} & 4.9 \\ & 10.0- \\ & 14.3) \\ & \hline \end{aligned}$ | 0,0 | 0.0 | 0.0 | 0.0 | $\begin{aligned} & 5.2 \\ & 10.0- \\ & 15.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 32.5 \\ & 13.5- \\ & 62.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.1 \\ & 10.0- \\ & 20.2) \\ & \hline \end{aligned}$ | 457 |
| Amput. of Finger (s) | $\begin{aligned} & 1.6 \\ & 10.0- \\ & 3.21 \end{aligned}$ | $\begin{aligned} & 4.9 \\ & (2.3- \\ & 7.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.5 \\ & (0.9- \\ & 2.9) \end{aligned}$ | $\begin{aligned} & 12.4 \\ & (8.5- \\ & 16.3) \\ & \hline \end{aligned}$ | 60.2 (53.3 67.2) | $\begin{aligned} & 5.8 \\ & (2.7- \\ & 8.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.9 \\ & (1.3- \\ & 6.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.6 \\ & (0.2- \\ & 3.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.1 \\ & (0,3- \\ & 3.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4 \\ & (0.0- \\ & 1.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.5 \\ & (0.3- \\ & 4.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.1 \\ & (0.4- \\ & 5.7) \\ & \hline \end{aligned}$ | 5340 |
| Amput. of Toes | $\begin{aligned} & 2.3 \\ & 10.0- \\ & 6.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 18.0 \\ & 17.0- \\ & 29.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.6 \\ & (0.0- \\ & 8.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.2 \\ & 10.0- \\ & 10.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.7 \\ & (38.0- \\ & 61.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.7 \\ & 10.0- \\ & 8.5) \\ & \hline \end{aligned}$ | 0,0 | $\begin{aligned} & 9.0 \\ & (1.4- \\ & 14.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.8 \\ & 10.0- \\ & 6.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.3 \\ & (0.0- \\ & 3.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.4 \\ & (0.0- \\ & 9.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.0 \\ & (0.0- \\ & 3.0) \\ & \hline \end{aligned}$ | 12.72 |
| Other | $\begin{aligned} & 4.4 \\ & (1,0- \\ & 7.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 25.1 \\ & 116.00 \\ & 34.21 \end{aligned}$ | $\begin{aligned} & 3.7 \\ & (0.4- \\ & 7.0) \end{aligned}$ | $\begin{aligned} & 7.5 \\ & 13.4- \\ & 11.7) \end{aligned}$ | $\begin{aligned} & 15.1 \\ & 17.3 \\ & 22.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.8 \\ & 10.1- \\ & 5 \end{aligned}$ | $\begin{aligned} & 8.6 \\ & (3.7- \\ & 13.5) \end{aligned}$ | $\begin{aligned} & 5.7 \\ & (2.0- \\ & 9.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.7 \\ & 10.1- \\ & 5.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.9 \\ & (0,0- \\ & 4.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.3 \\ & 17.5- \\ & 19.11 \\ & \hline \hline \end{aligned}$ | $\begin{aligned} & 9 .{ }^{2} \\ & 44.12 \\ & 14.2 \\ & \hline \end{aligned}$ | 2851 |
| Total | $\begin{aligned} & 4.2 \\ & (3.3- \\ & 5.1)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.61 \\ & 120.6- \\ & 28.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.9 \\ & (2.3- \\ & 6.9\rangle \\ & \hline \hline \end{aligned}$ | $\begin{aligned} & 0.8 \\ & (0.0 \\ & 2.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 17.0 \\ & (15.3- \\ & 18.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.3 \\ & (2.4- \\ & 4.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.5 \\ & (3.7- \\ & 5.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.9 \\ & (3.1- \\ & 4.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.1 \\ & (2.9)^{2} \\ & 3.8)^{2} \end{aligned}$ | $\begin{aligned} & 2.8 \\ & (2,1- \\ & 3.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 17,9 \\ & (14,5 . \\ & 21,3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.0 \\ & (5.5- \\ & 10.6) \\ & \hline \end{aligned}$ | 80906 |

$\chi^{2}{ }_{80}=32437, \quad$ p-value $=0.0000$
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Table 9.35 Distribution of types of disabilities by cause (males older than 15 years)

|  | Born disabled | Illness | Traffic accident | Domestic accident | Mine accident | Other work/farm | Fight/ assault | Playing/ sport | Horse | Witcheraft | Unknown | Other | $\begin{aligned} & \text { Total } \\ & \text { no. } \mathrm{E} \\ & \text { in } \\ & \text { pop. } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Amput. both legs/feet | $\begin{aligned} & 0.1 \\ & 10.0- \\ & 0.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.4 \\ & 14.9 \\ & 11.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.5 \\ & (2.6- \\ & 12.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.7 \\ & 13.0- \end{aligned}$ $8.4)$ | $\begin{aligned} & 43.4 \\ & (36.0 \mathrm{n} \\ & 50.7)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 3,5 \\ & (0.5-1 \\ & 6.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.1 \\ & (4.7- \\ & 11.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.3 \\ & (0.3- \\ & 4.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.4 \\ & 1.3- \\ & 7.5)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.4 \\ & (i, 1-1 \\ & 9.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.6 \\ & (3.52 \\ & 11.7) \end{aligned}$ | $\begin{aligned} & 3.4 \\ & 10.9- \\ & 5.9 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4277 \\ & 11.58 \end{aligned}$ |
| Lame/paral. both legs | $\begin{aligned} & 17.1 \\ & 17.7 \\ & 26.55 \end{aligned}$ | $\begin{aligned} & 20.0 \\ & 12.7 \\ & 28.3)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.6 \\ & 10.0- \\ & 9.71 \end{aligned}$ | 0.0 | $\begin{aligned} & 19.1 \\ & 110.3- \\ & 27.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.2 \\ & 10.0 \\ & 5 .)_{1} \end{aligned}$ | $\begin{aligned} & 6.6 \\ & 10.0 \\ & 16.41 \end{aligned}$ | $\begin{aligned} & 0.4 \\ & 10.0- \\ & 1.1)^{2} \end{aligned}$ | 0.0 | $\begin{aligned} & 1.7 \\ & 10.9- \\ & 5.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 21.5 \\ & 110.4- \\ & 32.6)^{2} \end{aligned}$ | $\begin{aligned} & 6.7 \\ & 10.0 \\ & 14.31 \\ & \hline \end{aligned}$ | 1363 3.64 |
| Amput, of one foot/leg | $\begin{aligned} & 0.4 \\ & 10.0- \\ & 1.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.8 \\ & (2.4-4 \\ & 11.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.5 \\ & 13.5 \\ & 11.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4,5 \\ & 12,0- \\ & 7.00 \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.2 \\ & \left(40.4 \mathbf{n}^{2}\right. \\ & 57.9 .9 \\ & \hline \end{aligned}$ | $\begin{gathered} 4,8 \\ 12,1- \\ 7.59 \\ \hline \end{gathered}$ | $\begin{aligned} & 5,9 \\ & (3.0-0 \\ & 8.8) \end{aligned}$ | $\begin{aligned} & 4.7 \\ & 1.82 \\ & 7.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.2 \\ & (3.6 \\ & 12.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.0 \\ & 10.0- \\ & 4.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.9 \\ & 10.6- \\ & 7.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.0 \\ & 10.0- \\ & 4.31 \end{aligned}$ | $\begin{aligned} & 3562 \\ & 5.6 \% \end{aligned}$ |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { one leg } \end{aligned}$ | $\begin{aligned} & 2.0 \\ & 10.0- \\ & 4.31 \end{aligned}$ | $\begin{aligned} & 19.3 \\ & 111.7 \\ & 27.0)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.2 \\ & 10.2- \\ & 4.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4,6 \\ & 10.9- \\ & 8.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 33.1 \\ & (24,4- \\ & 41.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.2 \\ & 10.4- \\ & 8.0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.8 \\ & 12.5- \\ & 9.11 \end{aligned}$ | $\begin{aligned} & 1.6 \\ & 10.0- \\ & 3.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.3 \\ & 10.3- \\ & 6.31 \end{aligned}$ | $\begin{aligned} & 0.6 \\ & (0.00 \\ & 1.7)^{2} \end{aligned}$ | $\begin{array}{r} 14.9 \\ 18.9 \\ 20.91 \\ \hline \end{array}$ | $\begin{aligned} & 8.3 \\ & 14.4- \\ & 12.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3963 \\ & 10.78 \end{aligned}$ |
| Amput. of hand/arm(s) | $\begin{aligned} & 1.5 \\ & 10.0- \\ & 3.81 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.5 \\ & (0.2- \\ & 6.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1,3 \\ & (0,0- \\ & 2.81 \end{aligned}$ | $\begin{aligned} & 12.3 \\ & 14.8 \\ & 19.77 \end{aligned}$ | $\begin{aligned} & 42.1 \\ & (34.5- \\ & 50.1)^{2} \end{aligned}$ | $\begin{aligned} & 7.7 \\ & 12.4- \\ & 13.01 \end{aligned}$ | $\begin{aligned} & 5.6 \\ & 12.2- \\ & 10.00 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.6 \\ & 10.2- \\ & 7.01 \end{aligned}$ | $\begin{aligned} & 14.5 \\ & 17.6 \\ & 21,31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.0 \\ & 10.0- \\ & 3.00 \end{aligned}$ | $\begin{aligned} & 2.8 \\ & 10.0- \\ & 6.71 \end{aligned}$ | $\begin{aligned} & 4.2 \\ & 10.0- \\ & 9.41 \\ & \hline \end{aligned}$ | 2567 6.98 |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { both arms } \end{aligned}$ | $\begin{aligned} & 1.7 \\ & (0.0-1 \\ & 4.1) \end{aligned}$ | $\begin{aligned} & 39.1 \\ & (28.2- \\ & 50.0) \end{aligned}$ | $\begin{aligned} & 0.8 \\ & 10.0- \\ & 2.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.7 \\ & 10.00 \\ & 4.01 \end{aligned}$ | $\begin{array}{r} 21.9 \\ (5.9 \\ 27.8) \\ \hline \end{array}$ | $\begin{aligned} & 1.9 \\ & 10.0- \\ & 4.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.3 \\ & (1.2- \\ & 9.41 \end{aligned}$ | $\begin{aligned} & 0.9 \\ & 10.0- \\ & 2.71 \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 0.9 \\ & 10.0- \\ & 2.51 \end{aligned}$ | $\begin{aligned} & 24.7 \\ & 117.10 \\ & 32.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 11.1 \\ & (1.9 \\ & 20.31 \end{aligned}$ | $\begin{aligned} & 2679 \\ & 7.24 \end{aligned}$ |
| $\begin{aligned} & \text { Lame/paral. } \\ & \text { one arm } \end{aligned}$ | $\begin{aligned} & 4.3 \\ & 10.0 \\ & 9.11 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.0 \\ & 10.0 \\ & 10.11) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.5 \\ & 10.0- \\ & 9.11 \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.2 \\ & 10.5 \\ & 13.99 \\ & \hline \end{aligned}$ | $\begin{aligned} & 28.2 \\ & (17.8 \mathrm{n} \\ & 38.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.3 \\ & 10.0 . \\ & 7.21 \\ & \hline \end{aligned}$ | $\begin{array}{r} 12.7 \\ 14.7 \\ 20.9 \\ \hline \end{array}$ | $\begin{aligned} & 6.3 \\ & 10.4- \\ & 12.11 \end{aligned}$ | $\begin{aligned} & 16.4 \\ & 17.1 \\ & 25.71 \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 11.3 \\ & 13.2 \\ & 19.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7 \\ & 10.0 \\ & 2.21 \\ & \hline \end{aligned}$ | 2684 |
| Blind (total) | $\begin{array}{r} 11.5 \\ (4.2- \\ 18.9 \\ \hline \end{array}$ | $\begin{aligned} & 26.1 \\ & (14.8- \\ & 37.4) \end{aligned}$ | $\begin{aligned} & 3.0 \\ & (0.0- \\ & 7.1) \end{aligned}$ | $\begin{aligned} & 5.8 \\ & 10.0- \\ & 11.5) \end{aligned}$ | $\begin{aligned} & 11.1 \\ & 12.0- \\ & 20.21 \end{aligned}$ | 0.0 | $\begin{aligned} & 4.6 \\ & 10.0- \\ & 9.71 \\ & \hline \end{aligned}$ | 0.0 | 0.0 | $\begin{array}{r} 11.0 \\ (3.2- \\ 18.8) \\ \hline \end{array}$ | $\begin{aligned} & 23.1 \\ & (13.2- \\ & 32.9)^{2} \end{aligned}$ | $\begin{aligned} & 3.8 \\ & (0.0- \\ & 8,5) \end{aligned}$ | ${ }_{4}^{1502}$ |
| Blind partial | $\begin{aligned} & 1.7 \\ & 10.0- \\ & 3.41 \end{aligned}$ | $\begin{aligned} & 18.2 \\ & (11.6 \\ & 24.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.4 \\ & 10.0- \\ & 3.01 \end{aligned}$ | $\begin{aligned} & 5.0 \\ & 11.6- \\ & 8.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.9 \\ & (19.9- \\ & 28.4)^{4} \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.7 \\ & (0.9 . \\ & 8.5) \end{aligned}$ | $\begin{aligned} & 9,6 \\ & 14.8-1 \\ & 14,41 \end{aligned}$ | $\begin{aligned} & 4: 6 \\ & (a, 1-1 \\ & 7.0)^{2} \end{aligned}$ | $\begin{aligned} & 0.9 \\ & 10.0- \\ & 2.21 \end{aligned}$ | $\begin{aligned} & 4,0 \\ & 1 ., 1- \\ & 6,6)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 18.4 \\ & (11.4- \\ & 25.4)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.6 \\ & 13.4- \\ & 11.8) \end{aligned}$ | $\begin{aligned} & 4856 \\ & 13.17 \end{aligned}$ |
| Severe deafness | 0.0 | $\begin{aligned} & 35.3 \\ & (23.1 \\ & 47.5) \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 1.3 \\ & 10.0- \\ & 3.91 \end{aligned}$ | $\begin{aligned} & 33.0 \\ & 122.6- \\ & 43.41 \end{aligned}$ | $\begin{aligned} & 1.3 \\ & (0.0-0 \\ & 4.0)^{2} \end{aligned}$ | $\begin{aligned} & 2.7 \\ & 10.0-1 \\ & 6.5)^{2} \end{aligned}$ | 0.0 | $\begin{aligned} & 1.3 \\ & 10.0- \\ & 4.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.3 \\ & 10.0 \\ & 4.01 \\ & \hline \end{aligned}$ | $\begin{array}{r} 13.2 \\ 14.9 \\ 21.5) \\ \hline \end{array}$ | $\begin{aligned} & 10.4 \\ & 11.1 \\ & 19.7)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 1687 \\ & 4.5 \frac{5}{7} \end{aligned}$ |
| Speech problems | $\begin{aligned} & 4.2 \\ & 10.0- \\ & 8.91 \\ & \hline \end{aligned}$ | $\begin{array}{r} 12.7 \\ 13.7 \\ 21.88 \\ \hline \end{array}$ | $\begin{aligned} & 7.9 \\ & 12.2- \\ & 14.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.2 \\ & 10.0- \\ & -16.64 \\ & \hline \end{aligned}$ | $\begin{aligned} & 32.9 \\ & (17.8- \\ & 47.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.2 \\ & 10.0- \\ & 5.71 \end{aligned}$ | $\begin{array}{r} 12.2 \\ 14.1 \\ 20.31 \\ \hline \end{array}$ | 0.0 | $\begin{aligned} & 3.3 \\ & 10.0- \\ & 8.21 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.4 \\ & (0.0- \\ & 7.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 9.4 \\ & (1.2- \\ & 17.6) \end{aligned}$ | $\begin{aligned} & 4.5 \\ & 10.0- \\ & 9.71 \end{aligned}$ | 1315 |
| Mentally <br> ill/retard | $\begin{aligned} & 9.8 \\ & 10.0 \\ & 22.51 \end{aligned}$ | $\begin{array}{r} 18.9 \\ 13.7 \\ 34.11 \\ \hline \end{array}$ | 0.0 | 0.0 | $\begin{aligned} & 10.5 \\ & 10.0 \\ & 10.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.0 \\ & 10.0-1 \\ & 8.81 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.7 \\ & (0.0-10- \\ & 9.7) \end{aligned}$ | 0.0 | $\begin{aligned} & 1.9 \\ & 10.0- \\ & 5.2 . \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.6 \\ & (2.1- \\ & 27.01 \\ & \hline \end{aligned}$ | $\begin{array}{r} 25.5 \\ 19.9 \\ 41.11 \\ \hline \end{array}$ | $\begin{aligned} & 12.1 \\ & (2.22 \\ & 22.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 742 \\ & 1.98 \end{aligned}$ |


|  | Born disabied | Illness | Traffic accident | Dcmestic accident | Mine accident | other: work/farm | Fight/ assault | Playing/ sport | Horse | Witcheraft | Unknown | Other | $\begin{aligned} & \text { Total } \\ & \text { no, } \& \\ & \text { in } \\ & \text { pop. } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fits | $\begin{aligned} & 11.0 \\ & 10.0 \\ & 31.22 \end{aligned}$ | $\begin{aligned} & 26.5 \\ & 10.0 \\ & 57.21 \\ & \hline \end{aligned}$ | 0.0 | $\begin{aligned} & 21.5 \\ & 10.0 \\ & 32.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 11.0 \\ & 10.0-1 \\ & 31.41 \end{aligned}$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | $\begin{aligned} & 32.9 \\ & 10.0- \\ & 73.11 \end{aligned}$ | $\begin{array}{r} 14.3 \\ 10.0-8 \\ 30.81 \\ \hline \end{array}$ | $\begin{aligned} & 201 \\ & 0.5 t \end{aligned}$ |
| Amput, of <br> Finger (s) | $\begin{aligned} & 1.0 \\ & 10.0-1 \\ & 2.51 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.0 \\ & 10.6 \\ & 5.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.8 \\ & 10.2- \\ & 3.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.6 \\ & 13.9- \\ & 1.1 .31 \\ & \hline \end{aligned}$ | $\begin{gathered} 70.8 \\ (63.2- \\ 78.4)^{7} \\ \hline \end{gathered}$ | $\begin{aligned} & 5.2 \\ & (2.6- \\ & 11.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.3 \\ & 10.2- \\ & 4.4) \end{aligned}$ | $\begin{aligned} & 1.2 \\ & 10.0- \\ & 2.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.0 \\ & 10.1- \\ & 3.9\rangle \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5 \\ & 10.00 \\ & 1.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.4 \\ & 10.00 \\ & 3.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.10 \\ & 10.0- \\ & 4.31 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4473 \\ & 12.08 \end{aligned}$ |
| Amput. oE Toes | 0.0 | $\begin{aligned} & 12.0 \\ & 11.9 \\ & 22.11 \end{aligned}$ | $\begin{aligned} & 4.6 \\ & 10.0 \\ & 11.2) \end{aligned}$ | $\begin{aligned} & 6.6 \\ & 10.0-1 \\ & 13.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 63.3 \\ & (51.2- \\ & 75.4)^{2} \\ & \hline \end{aligned}$ | 0.0 | 0.0 | $\begin{aligned} & 7.6 \\ & 10.0-1 \\ & 14.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.6 \\ & 10.0- \\ & 8.49 \end{aligned}$ | 0.0 | $\begin{aligned} & 2.8 \\ & (0.0- \\ & 7.6) \end{aligned}$ | 0.0 | 998 2.78 |
| Other | 1.1 1.1 $1.0-1$ 3.3 | $\begin{array}{r} 12.1 \\ 14.7 \\ 19.61 \\ \hline \end{array}$ | $\begin{array}{r} 2.7 \\ 10.0- \\ \hline 6.71 \\ \hline \end{array}$ | $\begin{aligned} & 7.2 \\ & 10.5- \\ & 13.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 33.1 \\ & 19.9- \\ & 47.0)^{2-} \end{aligned}$ | $\begin{aligned} & 4.0 \\ & 10,0- \\ & 8.7 \\ & \hline \end{aligned}$ | 15.3 <br> $(5.1$ <br> $25.5)$ | $\begin{aligned} & 2.4 \\ & 10.0- \\ & 6.11 \\ & \hline \end{aligned}$ | 0.4 <br> 10.0 <br> $1.3)$ | 2.4 10.0 $7.1)$ | $\begin{array}{r} 7.1 \\ (0.8 \\ 13.4 \\ \hline \end{array}$ | $\begin{array}{r} 12.2 \\ 13.12 \\ 21.3) \\ \hline 2 \end{array}$ | ${ }^{1300} 3$ |
| Total | 2.6 $(1.5$ 3.51 | $\begin{aligned} & 14.8 \\ & 111.9- \\ & 17.71 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.4 \\ & (2.3- \\ & 4.5)^{2} \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.5 \\ & 14.2- \\ & 6.8 . \\ & \hline \end{aligned}$ | $\begin{aligned} & 36.9 \\ & 139.0- \\ & 39.81 \\ & \hline \end{aligned}$ | 3.9 12.7 $5.11^{-1}$ | $\begin{aligned} & 6.6 \\ & 15,4- \\ & 7.81 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.5 \\ & 1,8 \\ & 3.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.1 \\ & 12.8- \\ & 5.41 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.6 \\ & (1.8 \\ & 3.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 11.6 \\ & 19.2 \\ & 14.01 \end{aligned}$ | $\begin{aligned} & 5.6 \\ & \{3.7- \\ & 7.5\} \\ & \hline \end{aligned}$ | 37169 |

$\chi^{2}{ }_{80}=32437, \quad$ p-value $=0.0000$
9．7 TYPE OF DISABILITY BY CAUSE
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The results of a multiple logistic regression model fitted to the data to predict the prevalence of disability are given in Table 9.36. Six effects, place of residence, age, sex, education level, mining, and occupation level and the interactions age $X$ mining and sex $X$ age proved to be significant in predicting the prevalence of disability. The source of income variable was not significant and therefore is not included in the model. Even though a lack-of-fit of this model is indicated ( $\hat{C}=44.989, ~ p<0.0001$ ), the significant effects may still be interpreted. Below are possible reasons for the lack-of-fit:

- The predictor variables that could have added to a better fitting model were not included in the survey.
- Disability is very specific to an individual and his/her particular circumstances and therefore cannot always be related to specific variables or combinations thereof.
- Disability includes many different specific disabilities each likely to have its own predicted model. When these disabilities are combined, sxcept for a few effects which are common to all, it explains only a small part of the variation.

Disability occurs 1.871 times more frequently amongst ruxal respondents than among urban respondents. The occurrence of disability is less frequent among females h han among males (0.867 times) although not significantly so. For every increase of one year in age the risk of disability increases 1.045 times. Therefore for every increase of 20 years in age, the risk of disability increases 2.411 times (from Table 9.36, $\exp (20 x 0.044)=2.411)$. Disability occurs 1.372 times more for uneducated respondents than for educated ones.

Table 9.36 Estimated Crefficients, Estimated Standard Errors, T-tests, and Odds Ratioz Eor the Multiple Logistic Regression Model to predict the presence or absence of disability

$\mathrm{R}^{2}=0.111, \hat{\mathrm{C}}=44.989, \mathrm{p}<0.0001$

Sex: "Female" = 1, "Male" = 2
Education: "Educated" - Standard 5 or above education level, "Uneducated" - below Standard 5 education level.

Occupation: "Employer" = 1, "Own account worker/farmer" = 2, "Unpaid family worker" = 3, "Casual worker" = 4,
"Unemployed" = 5, "Student" = 6, "Homemaker" $=7$,
"Pensioner/retired" $=8$, "Other" $=9$,
"Regular wage/salary earner" = 10

```
Mining: "> 1C years" = 1, "5 - 1.0 years" = 2,
"Less than 5 years" = 3, "Never underground" = 4,
```

With regular wage/salary earners regarded as the reference
group for occupation, and consic. ring only the significant effects, own account workers or farmers are 1.258 times more frequently disabled, unpaid family workers are 1.526 times more frequently disabled, casual workers 1.475 times more Erequent, unemployed respondents 1.69 times more frequent, students 0.82 times less frequert, a pensioner/retired respondent 2.492 times more frequent and other respondents whose occupation was not classified, 2.904 times more frequent. The effect of mining indicates that the longer a person works underground the more likely he is to be disabled. Relative to 'not working underground' respondents with 'more than 10 years underground' are 3.554 times more frequently disabled, '5-10 years underground' are 3.293 times more frequently disabled and 'less than 5 years underground' 1.91 times more frequencly disabled. The sex $X$ age interaction indicates that the age effect is less strong in females than in males. The mining $X$ age effect is negative within each of the "length of mining" categories while overall it is positive. This is because age appears impiicitly in the length of mining categories, so there is an element of "double counting" of age in the main effects: age and mining. The interaction effect tends to correct for this double counting.

### 9.6 INJURIES

As in the case of disability, injuries can have a significant impact on the quality of life of an individual and adversely affect both the individual and community economically. In this section the extent of injuries in Lesotho at the time of the NH\&NS are assessed by relating them to age, gender, place of residerse and the cause of injury. The recall period prior to the survey was considered during which the injury might have occurred was, on average, 11 days. The period was based on injuries since the preceding Sunday. Therefore the interval could vary from 8 to 13 days. Note that injuries that result in hospitalisation for more than this period would not have been detected by the survey - however the rate of such severe injuries is very low.

Table 9.37 Gender specific rates of injuries per 10,000 population with 95\% confidence limits (based on an 11 day period prior to the survey)

| INOURY | Female | Male | Total | p-value |
| :--- | :--- | :--- | :--- | :--- |
| Broken bone | 13.0 <br> $(9.1-16.9)$ | 22.0 <br> $(14.2-29.8)$ | 17.0 <br> $(13.1-20.9)$ | 0.0081 |
| Torn skin <br> or flesh | 87.0 <br> $(59.4-104.6)$ | 97.0 <br> $(75.4-$ <br> $118.6)$ | 91.0 <br> $(73.4-$ <br> $108.6)$ | 0.2408 |
| Burns | 19.0 <br> $(15.1-22.9)$ | 16.0 <br> $(10.1-21.9)$ | 17.0 <br> $(13.1-20.9)$ | 0.3705 |
| Head injury | 7.0 <br> $(3.1-10.9)$ | 17.0 <br> $(11.1-22.9)$ | 12.0 <br> $(8.1-15.9)$ | 0.0000 |
| Sprain or <br> bruise | 29.0 <br> $(19.2-34.9)$ | 33.0 <br> $(23.2-42.8)$ | I1.0 <br> $(23.2-38.8)$ | 0.4316 |
| Eye injury | 3.0 <br> $(1.0-5.0)$ | 5.0 <br> $(3.0-7.0)$ | 4.0 <br> $(2.0-5.0)$ | 0.0656 |
| Other | 11.0 <br> $(7.1-14.9)$ | 14.0 <br> $(8.1-19.9)$ | 12.0 <br> $(8.1-15.9)$ | 0.3078 |

$\chi_{7}^{2}=30.95, \quad p-v a l u e=0.0003$
A significant overall association exists between gender and type of injury ( $\mathrm{p}=0.0003$ ) in Table 9.37. When comparing specific injury rates of males and females, it is clear that males have a significantly higher rate of broken bones and
head injuries than females. In Figure 9.9 the cause of these injuries by gender are shown.

Table 9.38 Injury rates per 10000 population in urban and rural areas of Lesotho (based on an 11 day interval period pricr to the survey)

| IMJURY | Rural | Drban | p-value |
| :--- | :--- | :--- | :--- |
| Broken bone | 17.0 <br> $(11.1-22.9)$ | 17.0 <br> $(9.2-24.8)$ | 0.9490 |
| Torn skin <br> or Elesh | 92.0 <br> $(72.4-111.6)$ | 88.0 <br> $(52.7-$ <br> $123.2)$ | 0.8641 |
| Burns | 17.0 <br> $(13.1-20.9)$ | 23.0 <br> $(11.2-34.8)$ | 0.2467 |
| Head injury | 12.0 <br> $(8.1-15.9)$ | 7.0 <br> $(1.1-12.9)$ | 0.1026 |
| Sprain or <br> bruise | 31.0 <br> $(21.2-40.8)$ | 27.0 <br> $(17.2-36.8)$ | 0.5452 |
| Eye injury | 4.0 <br> $(2.0-6.0)$ | 5.0 <br> $(1.1-8.9)$ | 0.5280 |
| other | 13.0 <br> $(7.1-18.9)$ | a.0 <br> $(2.1-13.9)$ | 0.1280 |

$\chi^{2}{ }_{7}=9.21, \quad \mathrm{p}$-value $=0.2536$
From Table 9.38 it is clear that there is no significant difference between the rural and urban areas in any of the injury rates.

From Table 9.39, with the exception of burns, eye injuries and "other" injuries the injury rate increases from the $0-4$ year age category to the 50-59 age category, and then decreases for the above 60 years age category. There is a very strong overall association between age group and injury rate as well as there being a significant difference between the age groups when considering each injury separately. Burns are 3 times more common in the 0-4 age group than in older groups.

Table 9.39 Age specific injury rates per 10000 population in Lesotho, 1989 (based on an 11 day period prior to the survey)

| INJURY | $0-4$ | 5-14 | 15-29 | 30-44 | 45-59 | 60\% | p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exoken bons | $\begin{aligned} & 5.0 \\ & \{1.1- \\ & 8.9\} \end{aligned}$ | $\begin{aligned} & 9.0 \\ & (5.1- \\ & 12.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.0 \\ & (10.2- \\ & 29.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.0 \\ & (12.2- \\ & 27.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 35.0 \\ & (19.3 \\ & 50.7) \\ & \hline \end{aligned}$ | $\begin{aligned} & 29.0 \\ & 113.3- \\ & 44.71 \\ & \hline \end{aligned}$ | 0.0007 |
| Torn skin or flesh | $\begin{aligned} & 76.0 \\ & (50.5- \\ & 101.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 89.0 \\ & 157.4- \\ & 110.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 80.0 \\ & (62.4- \\ & 105.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 119.0 \\ & 187.6 \\ & 150.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 114.0 \\ & (84.6 \\ & 143.4) \end{aligned}$ | $\begin{aligned} & 73.0 \\ & (43.6- \\ & 102.4) \\ & \hline \end{aligned}$ | 0.0096 |
| Euras | $\begin{aligned} & 41.0 \\ & (29.2- \\ & 52.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 12.0 \\ & 16.1- \\ & 17.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.0 \\ & 18.1- \\ & 19.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 17.0 \\ & 19.2- \\ & 24.01 \end{aligned}$ | $\begin{array}{r} 56.0 \\ (5.2- \\ 25.8) \\ \hline \end{array}$ | $\begin{aligned} & 5.0 \\ & 10.0- \\ & 10.91 \\ & \hline \end{aligned}$ | 0.0000 |
| Head injury | $\begin{aligned} & 5.0 \\ & (1.0- \\ & 8.9) \\ & \hline \end{aligned}$ | $\begin{array}{r} 13.0 \\ 17.1 \\ 13.9) \\ \hline \end{array}$ | $\begin{aligned} & 16.0 \\ & (10.1- \\ & 21.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 16.0 \\ & (6.2- \\ & 25.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.0 \\ & (1.2- \\ & 24.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.0 \\ & (0.0- \\ & 3.0) \end{aligned}$ | 0.0006 |
| Sprain or bruise | $\begin{aligned} & 11.0 \\ & (3.2- \\ & 18.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.0 \\ & (10.2- \\ & 29.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 30.0 \\ & (20.2- \\ & 39.8) \end{aligned}$ | $\begin{aligned} & 44.0 \\ & 126.4- \\ & 61.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 61.0 \\ & (37.5- \\ & 84.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 45.0 \\ & (21.5- \\ & 68.5) \\ & \hline \end{aligned}$ | 0.0004 |
| Eye injury | $\begin{aligned} & 1.0 \\ & (0.0- \\ & 3.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.0 \\ & 10.0- \\ & 7.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.0 \\ & (1.1- \\ & 8.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.0 \\ & 10.0- \\ & 7.91 \end{aligned}$ | 0.0 | $\begin{aligned} & 8.0 \\ & (0.0- \\ & 15.8) \\ & \hline \end{aligned}$ | 0.0019 |
| Other | $\begin{aligned} & 3.0 \\ & 10.0- \\ & 6.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 12 . \mathrm{i} \\ & (4.1- \\ & 19.8) \\ & \hline \end{aligned}$ | $\begin{array}{r} 13.0 \\ 15.2- \\ 20.81 \\ \hline \end{array}$ | $\begin{aligned} & \mathbf{5} .0 \\ & \mathbf{7 . 2 2} \\ & 22.81 \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.0 \\ & (2.2- \\ & 17.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 28.0 \\ & (10.4- \\ & 45.6) \end{aligned}$ | 0.0093 |

$\chi^{2}{ }_{35}=196.66, \quad \mathrm{p}$-value $=0.0000$
An overall significant association exists between injury and cause of injury ( $\mathrm{p}=0.000$ ) . Domestic accidents (33.9\%) and playing/sport (23.9\%) account for more than $50 \%$ of all the injuries (see Figure 9.8). Noticeable is the high percentage of burns ( $60 \%$ ) caused by domestic accidents, the high percentage of head injuries caused by fights/assaults (39.4\%), and the high percentage of eye injuries that are work/farm ( $34.4 \%$ ) related. In Table 9.37 it was shown that sigiificant gender differences exist for the injuries 'broken bones' and 'head injuries'. In Figure 9.9 the causes of the injuries responsible for the gender differences are shown.


Table 9.40 Distribution of injury by cause based on an 11 day period prior to the survey

| INUITRY | Traffic | Domestic accidents | Mine | Work/ <br> Farm | Fight/ <br> Assault | Horse | Rlaying, sport | Other | $\begin{aligned} & \text { Total no. } \\ & \text { in pop. } \\ & \text { in } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Broken bone | $\begin{aligned} & 5.8 \\ & (2.1- \\ & 9.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 22.9 \\ & (15.9- \\ & 29.8) \end{aligned}$ | $\begin{aligned} & 6.8 \\ & (0.5- \\ & 13.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 14.6 \\ & (5.9- \\ & 23.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.7 \\ & (2.5- \\ & 12.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 13.5 \\ & 14.4- \\ & 22.61 \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.3 \\ & (13.3- \\ & 27.2\} \\ & \hline \end{aligned}$ | $\begin{aligned} & 9.4 \\ & (3.7- \\ & 15.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2111 \\ & 9.15 \end{aligned}$ |
| Torn skin or flesh | $\begin{aligned} & 2.0 \\ & 10.5- \\ & 3.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 33.7 \\ & (26.4- \\ & 41.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5 \\ & (0.0- \\ & 1.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 20.1 \\ & (13.8- \\ & 26.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 6.9 \\ & (4.9- \\ & 8.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.4 \\ & (1.2 \\ & 3.5) \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.4 \\ & (20.3- \\ & 28.5) \end{aligned}$ | $\begin{aligned} & 10.0 \\ & 16.5- \\ & 13.9) \end{aligned}$ | $\begin{aligned} & 11597 \\ & 50.18 \end{aligned}$ |
| Burns | 0.0 | $\begin{aligned} & 50.2 \\ & (49.8- \\ & 70.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.0 \\ & (0.0- \\ & 3.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.6 \\ & (2.5 \\ & 14.7) \\ & \hline \end{aligned}$ | 0.0 | 0.0 | $\begin{aligned} & 19.3 \\ & (12.4- \\ & 26.3) \end{aligned}$ | $\begin{aligned} & 10.8 \\ & 14.6- \\ & 15.9) \end{aligned}$ | $\begin{aligned} & 2047 \\ & 8.8 \frac{8}{4} \end{aligned}$ |
| Head injury | $\begin{aligned} & 3.4 \\ & (0.0- \\ & 7.6) \end{aligned}$ | $\begin{array}{r} 18.8 \\ 18.6- \\ 28.91 \end{array}$ | 0.0 | $\begin{aligned} & 5.9 \\ & (0.0 \\ & 12.0) \end{aligned}$ | $\begin{aligned} & 39.4 \\ & (25.0- \\ & 53.9) \end{aligned}$ | $\begin{aligned} & 4.3 \\ & 10.0- \\ & 8.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.9 \\ & (15.0- \\ & 34.7) \end{aligned}$ | $\begin{aligned} & 3.4 \\ & 10.0- \\ & 7.91 \end{aligned}$ | $\begin{aligned} & 1437 \\ & 6.2 \% \end{aligned}$ |
| Sprain or bruise | $\begin{aligned} & 2.1 \\ & (0.1- \\ & 4.1) \\ & \hline \end{aligned}$ | $\begin{aligned} & 36.3 \\ & (26.2- \\ & 46.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.1 \\ & (0.0- \\ & 2.6) \\ & \hline \end{aligned}$ | $\begin{aligned} & 15.0 \\ & (8.5- \\ & 21.5) \end{aligned}$ | $\begin{aligned} & 3.9 \\ & i 1.6- \\ & 6.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 8.5 \\ & (4.2- \\ & 12.8) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.6 \\ & (17.0- \\ & 30.2) \end{aligned}$ | $\begin{aligned} & 9.4 \\ & (4.3- \\ & 14.5) \end{aligned}$ | $\begin{aligned} & 3985 \\ & 17.24 \end{aligned}$ |
| Eye injury | 0.0 | $\begin{aligned} & 24.5 \\ & (8.9- \\ & 40.1) \end{aligned}$ | 0.0 | $\begin{aligned} & 34.4 \\ & (14.8- \\ & 54.0) \end{aligned}$ | $\begin{aligned} & 11.9 \\ & 10.9- \\ & 22.9) \end{aligned}$ | $\begin{aligned} & 5.0 \\ & 10.0- \\ & 13.8) \\ & \hline \end{aligned}$ | $\begin{array}{r} 13.1 \\ (2.2- \\ 24.01 \\ \hline \end{array}$ | $\begin{gathered} i 1.0 \\ (0.0 \\ 22.8) \end{gathered}$ | $\begin{aligned} & 478 \\ & 2.18 \end{aligned}$ |
| Other | $\begin{aligned} & 0.8 \\ & 10.0- \\ & 2.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 24.6 \\ & \{12.8- \\ & 36.4! \end{aligned}$ | $\begin{aligned} & 0.7 \\ & (0.0- \\ & 2.2) \end{aligned}$ | $\begin{gathered} 35.0 \\ 6.1- \\ 23.9) \end{gathered}$ | $\begin{aligned} & 7.9 \\ & (2.3- \\ & 13.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.5 \\ & 10.0- \\ & 3.91 \\ & \hline \end{aligned}$ | $\begin{aligned} & 22.0 \\ & (11.8- \\ & 32.2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 27.5 \\ & (14.7- \\ & (0.3) \end{aligned}$ | $\begin{aligned} & 1495 \\ & 6.4 \frac{2}{8} \end{aligned}$ |
| Total | $\begin{aligned} & 2.1 \\ & 11.0- \\ & 3.3) \\ & \hline \end{aligned}$ | $\begin{aligned} & 33.9 \\ & (28.0- \\ & =9.7) \end{aligned}$ | $\begin{aligned} & 1.2 \\ & 10.3- \\ & 2.01 \\ & \hline \end{aligned}$ | $\begin{aligned} & 16.7 \\ & (12.1- \\ & 21.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 7.9 \\ & (6.4- \\ & 9.4) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.3 \\ & 12.7- \\ & 5.9) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.0 \\ & (20.1- \\ & 26.0) \\ & \hline \end{aligned}$ | $\begin{aligned} & 10.7 \\ & (7.9- \\ & 13.6) \\ & \hline \end{aligned}$ | 23150 |

$\chi_{42}^{2}=256, \quad$ p-vaiue $=0.0000$
From Figure 9.9 it is clear that in males, head injuries are mainly caused by fights ( $46.9 \%$ ) whereas in females domestic accidents (24.4\%), fights (24.2\%) and sport (37.8\%) account for most head injuries. A high percentage of broken bones amongst males are caused by sport (20.1\%) and approximately an even distribution exists between the other causes ( $10 \%$ to 15\%), whereas in females a high percentage of broken bones are caused by domestic accidents (33.4\%). It should be noted though, from Figure 9.9, there are overall less injuries amongst females (979 - broken bones, 523 - head injuries) than amongst males (1309-broken bones, 1075 - head injuries) in the population.


### 9.7 SUMMARY AND RECOMMENDATIONS

Despite the numerous results produced in this Chapter and the results based on child nutrition in Chapters 7 and 8, extensive research remains to be performed to identify aetiological factors in malnutrition, breastfeeding, disability, injury and maternal care. Notwithstanding this, the following broad relationships were identified in the various sections of this chapter.

Children with mothers that were uneducated had higher levels of malnutrition. Thus, for rural children, the beneficial effects of breastfeeding are outweighed by the negative effects of poverty and low levels of education of the mothers.

Factors such as lack of money, low level of education and residing in a rural area were all contributing factors to not attending ANC. A significantly higher percentage of previously pregnant urban mothers made use of a hospital/clinic/doctor for delivery than rural mothers. The main reason for not using a hospital/clinic/doctor for delivery in both the rural and urban areas was that the "birth came unexpectedly". The positive relationship between maternal care and urbanization is possibly due to the greater availability of appropriate facilities in urban than rural environments. However the effect of transport availability and costs in the rural areas on the attendance of ante-natal care, was not measured by the NH\&NS. This might have a significant effect on attendance and it could be an important topic of future research.

For most disabilities the disability rate per 10000 population was significantly higher amongst males than females especially with regard to digit and limb amputations. These disabilities included amputation of both legs/feet, amputation of hand(s)/arm(s), severe deafness, amputation of fingers and toes, and fits. Working on mines was shown to be the main cause of these disabilities. Mining is second only to illness
as a cause of disability in the whole population and amongst adult males it is the single biggest cause of disability.

The noticeable exception to this trend is the fact that females had almost double the rate of males in lameness/paralysis of both arms. Illness was the main cause of this disability and therefore the LMOH will need to further investigate the predominant types of illnesses that caused this disability. The disability rate wals also significantly higher among uneducated than educated people, and significantly higher in rural areas than urban areas. The disability rate for all disabilities, except f... "fits" which was fairly rare, increased significantly with age.

Ways of preventing the high prevalence of the following injuries also needs to be addressed: the high percentage of head injuries ( $39.4 \%$ ), especially in males, caused by fights/assaults (46.9\%); head injuries in females caused by domestic accidents (24.4\%) and fights (24.2\%); and the high percentage of burns ( $60 \%$ ), especially in the 0-4 year age group (4I\%), mainly caused by domestic accidents. Domestic accidents and work/farm related injuries are presumably preventable with better education and training.

## SUMMARY

This thesis has highlighted the many difficulties experienced by the Lesotho National Household Health and Nutrition Survey. The fact that no results have been produced since the survey was conducted, is a clear indication of the difficulties experienced by the Lesotho Bureau of Statistics. Many observations were missing, others were erroneously deleted, and many errors appeared in other observations. An entire year of intensive data cleaning was necessary to remove the errors from the most important variables of the survey. An entire round of data (i.e. data collected from approximately 5000 households) proved to be unusable due to eirroneous procedures that were employed during the data entering phase. Many of the errors could have been prevented or corrected had there been more efficient supervision and better management (see Chapter 3 for comments in this regard).

In Chapter 3 the various problem areas encountered in the NH\&NS are identified, recommendations concerning better management are made, a data eleaning procedure designed for. and employed in the NH\&NS is described, and the use of a palmtop computer during the interviewing phase is proposed. An example of a section from the NH\&NS questionnaire is programed on this palmtop. The capabilities and advantages of using this unit, as well as the source code to program the questionnaire are given. If this computerized interviewing process is adopted by a developing country, many data entry errors will be avoiced, thus preventing a prolonged data cleaning phase such as that required in the NH\&NS.

The simplified approach to the survey process is also presented in Chaptex 3, where it is proposed that in developing countries only single round surveys should be
conducted (Kroeger 1985). The thinking behind this is that a developing country often does not have the capability and expertise to conduct a survey with more than one round. The results in Chapter 3 suggest that no significant differences appear in the estimates over three rounds of data, for variables such as 'education level' that are not affected by seasonal patterns. However a seasonal effect is observed in malnutrition (and presumably other morbidity data). Therefore it would wake sense to consider using only a single round survey for information that is not affected by seasonal changes. Before deciding to undertake a survey with more than one round factors such as the capacity of the survey team available; the need for such data; financial considerations; whether the pcpulation changes significantly in such short periods of time and time constraints should be considered.

Weighting the data to the population totals and compensating for missing responses can be a complicated and time consuming procedure. The weighting procedure of the NH\&NS is described in Chapter 4. It might not always be necassary to compensate for item nonresponses. Recommendations are made in this regard based on results generated by using a resampling procedure. It was generally found that subgroup weighting for item nonresponse was preferable to imputation. These results can provide a developing country with a guideline to decide when it is necessary to compensate for item nonresponses. Two SAS p. ograms to compensate for irem nonresponses are included in the Appendices - the first using the technique of sample subgroup weight:ing, and the second using the technique of imputation.

The child nutrition section of the NH\&NS is chosen for analysis throughout the thesis. In order to make a developing country collectira such data aware of the sources of errors anc biases "hat can arise from using such data, approaches used in the literature and in the NH\&NS to c.unter these problems are discussed in Chapter 5. Two data cleaning
procedures specific to this type of data using interquartile ranges and a multivariate test based on the chi-square distribution, are introduced, in order to ensure more accurate results.

In Chapter 6 a program called STANDERR (written in SAS) for assisting the user in calculating estimates from weighted data from a complex survey design is described. Many well-known statistical packages exist (SAS and SPSS) tha: not cater for a complex survey design such as the NH\&NS. STANDERR therefore enables the user to use SAS and calculate standard errors, confidence intervals and design effect for data from a complex survey design. The process of portability is another approach that is consicered for simplifying and speeding up the process of reporting the results of a survey. If applied correctly, the statistician analysing the data need not recalculate the sampling error for a variable, subclass, or survey round, once it has been calculated for another variable, subclass, or previous survey round. It was recommended that portability be applied only in the case of cross classes and across survey rounds in developing countries. Applying this procedure will therefore also simplify matters and save time.

In order to investigate the relationships between discrete variables from two-way or multi.•xy tables of a complex survey design, two approaches are used - firstly, where the full knowledge of the covariance matrix under the sampling design is known (using the Wald ztatistic) and secondly where a correction factor is applied to the ordinary pearson chisquare statistic. In the case of two-way or multiway tables, even though Fellegi's approach is considered conservative, this technique does not ruquire knowledge of the full covariance matrix, and provided the design effects are known, other researchers will be able simply to recalculate the results for comparison. It is shown how not including the correction factor to compensate for a complex survey design
alters the interpretation of the results. Therefore it must be included in the analysis of data from complex survey designs. For the analysis of two-way tables under simple random sampling, a test of homogeneity and independence are treated in the same way. Under a complex survey design though, these two tests require different adjustments and it is therefore important to distinguish between them. Examples of the two types of tests are also shown. Finally a log-linear model is fitted to a $2 x 2 x 2$ contingency table to determine associations between age (below and above 24 months), breastfeeding (yes or no) and malnutrition (yes or no). It is shown that significant associations exist bs: veen ali three factors. The associations indicate that children under 24 months benefit from breastfeeding, whereas over 24 months breastfeeding is really a sign of poverty which manifests itself through higher levels of malnutrition.

In Chapter 8 the Satterthwaite Adjusted Chi Square Fest is used to determine whether a variable is to be included in the logistic regression model or not. This test accounts for clustering which, if not accounted for, the size of the standard errors of the coefficients are underestimated. In applying the logistic regression model to predict malnutrition among children it was shown that the education level of the mothers acted as an approximate 'surrogate' effect for place of residence in predicting malnutrition. Therefore, for rural children, the beneficial effects of breastfeeding are outweighed by the negative effects of poverty and low levels of education of the mothers. The process followed to find the best fitting model is discussed and the different ways to present this model are described.

Finally a chapter of results are presented in Chapter 9. These additional results should be of interest to the Lesocho Bureau of Statistics and Ministry of Health. In addition to the results on child nutrition produced in Chapters 7 and 8, this Chapter includes sections on maternal care, disabilities, and
injuries. It is hoped that these results will be useful for future reference and assist in monitoring intervention programs, when similar health and nutrition surveys are again conducted in Lesotho.

For the future, improved procedures and better management needs to be implemented in a survey to be conducted by a developing country. The appropriate statistical techniques to analyze data from complex surveys such as the NHfNS must be applied or else misleading results will be produced.

Finally it is hoped that the recommendations made and techniques applied in this thesis will help simplify and improve various aspects of the survey process for a developing country to ensure that:
a) there is more accurate data;
b) the results are released sooner;
c) better management procedures are employed;
d) the appropriate techniques are used to weight data from a complex survey design;
e) the correct standard errors for a complex survey design are calculated ;
f) the appropriate techniques are used to analyze data from a complex survey design;
g) portability is used, where appropriate, to speed up the analysis and improve the quality of the results;
h) and survey statisticians will have a greater awareness of the inherent problems they might encounter in collecting data for large surveys with a complex survey design.

## APPENDIX A

SAS PROGRAM CALLED STANDERR TO CALCULATE RATIO ESTIMATES, STANDARD ERRORS, CONFIDENCE INTERVALS AND DESIGN EFFECTS FOR RATIO ESTIMATES FROM A COMPLEX SURVEY DESIGN, DISCUSSED IN CHAPTER 6

* This program calculates the standard exror, the design * effect, and a $95 \%$ confidence interval, for a proportion from * a multiway contingency table. The data is from a survey with * a complex survey design. The input data must consist of the * variables being estimated, the stratum number, the
* PSU number, a weighting factor which is optional, and the * dimensions of the contingency table. For the example below, * the analysis is performed on a two-way table of education * level by sex.

```
daさa ggg; set allnew;
```

if sex='F' then ssex=1; if sex='M' then ssex=2;
if educated^=.;

* The macro is executed according to the dimensions of the

```
* contingency table.
```

\%macro serr;
\%do $i=1$ \%to 2;
\%do $j=1$ \%to 2;
data hhh;set ggg;
if educated=\&i. and ssex=\&j. then $\mathrm{y}=1$;
else $y=0$;
if educated=2 or educated=1 or $s s e x=1$ or $s s e x=2$
then $x=1$;
else $\mathrm{x}=0$;
if $\mathrm{x}=0$ then $\mathrm{y}=0$;
newt=ww4 ;

* Specification of the numerator and denominator of the * proportion.
$w x=n e w t * x$;
wy=newt*y;
proc means sum noprint;
var wx wy $x y$ educated ssex;
output out=tot sum=sumx sumy sum 2 x sum 2 y ;
* Estimation of the proportion.
data jjj;set tot;
$r=$ sumy/sumx;
$r 2=\operatorname{sum} 2 y / s u m 2 x$;
* Estimation of the standard error taking the effect of
* stratification and clustering into account. See Chapter 5
* for more details.
data kkk; if _n_=1 then set jjj;
set hhh;
$z=w y-r * w x ;$
proc sort;by strat psu;
proc means sum data=kkk noprint;
var z;
output out $=111 \mathrm{sc}$ :sumzp;
by strat psu;
proc means sum data $=k k k$ noprint;
var z;
output out=nnn sum=sumzs;
by strat;
proc sort data $=k k k$;
by strat psu;
data mrnm;
set kkk;

```
by strat psu;
if first.strat then count=0;
if first.psu then count + I;
if last.strat and last.psu ;
proc sort data=111;
by strat psu;
proc sort data=mmm;
by strat psu;
proc sort data=nnn;
by strat;
data 000;
merge mmm lll;
by strat psu;
data ppp;
merge 000 mnn;
by strat;
proc sort;
by strat:;
data qc!q;
set ppp;
by strat:
if first.strat then sumzpsq=0;
sumzpsq+sumzp**2;
if last.strat;
data rrr;
set qqq;
&otal=(count*sumzpsq-sumizs**2)/(count-1);
proc means mean sum;
var total sumx r;
output out=sss mean=mntot mnsumx mnr sum=sumtot sumsumx sumr;
```

* The file 'Stderr.data' contains the variance-'ssqd', the
* standard error-'srssqd', the design effect-'deff', the
* confidence interval-'(lower;upper)', and the estimated
* proportion-'r'.
data ttt;
filename out 'Stderr.data';
file out mod;
merge sss (keep=sumtot mnsumx mnr) jjj;
ssqdi=sumtot/(mnsumx**2);
srssqd=sqrt (ssqd);
lower=mnr-2*srssqd;
upper $=m n r+2 *$ srssqd;
varsrs=(r2*(1-r2)/sum2x);
deff=ssqd/varsrs;
$q q=s y m g e t(' q$ ') ;
put qq r deff ssqd lower upper;
\%end;
\%end;
\%mend;
\%serr;
run;


## APPENDIX B

SAS PROGRAM CALLED ADDWEIGET USED FOR SUBGROUP WEIGHTING TO COMPENSATE FOR ITEM NONRESPONSES DISCTJSSED IM CHAPTER 4

* This Sas program is used to compensate for item
* nonresponses. The subgroup in this exmmple is the PSU, and
* the missing responses are weighted for the variable
* "education".
libname dat '~';
data kkk;
set dat.subimp;
* The missing responses are identified. For stat=1 there is a
* valid response, and for stat $=2$ there is a missing
* observation.
if educate $=1$ or educate $=2$
then stat=1;
else stat=2;
proc freq ;
tables educate;
proc sort ;
by psu ;
proc freq;
tables stat/ out=frq;
by psu ;
* The number of missing oioservations in each PSU is counted,
* and a raising factor in each PSU - edr2=total2/total - is
* calculated
data dat.new2;

```
retain total 0;
set frq;
by psu;
if first.psu then total =count;
else total2=total + count;
if last.psu then do;
edr2=total2/total;
if stat=1 and percent>99.99 then edr2=1;
if stat=2 and percent>99 then stat2=2; else stat2=1;
output;
end;
* The new raising factor associated with each PSU is "kept",
* and merged to the original file containing the education
* information.
keep edr2 psu ;
proc sort data=dat.subimp; by psu ;
proc sort data=dat.new2;by psu;
data dat.subimp;
merge dat.subimp(in=x) dat.new2;
by psu ;
if x=1;
run;
```

SAS PROGRAM CALIED RANDALO TO CREATE 200 SAMPLES, ASSIGNING A. VARITED PROPORTION MISSING IN EACH STRATUM, AS DISCUSSED IN CHAPTER 4

* This SAS program creates 200 samples, assigning a
* varied proportion missing in each stratum. In this
* particular example, $50 \%$ of the PSU's within each stratum are
* assigned $50 \%$ missing observations, and $50 \%$ of the PSU's are
* assigned $10 \%$ missing. For each sample created, the
* program STANDERR is called, to calculate an estimated
* proportion (educated persons over the age of 20 in this
* case), a standard error, confidence interval, and design
* effect.
* The macro is repeated for 200 samples.
\%macro big;
\%do $q=1$ \%to 200;
data mmm;
set dat. subimp2;
if educated ${ }^{\wedge}=$.;
* Reassigning the education variable.
if edattain='01' then edu='01' ;
else if edattain='02' then edu='02' ;
else if edattain='03' then edu='03' ;
else if edattain='04' then edu='04' ;
else if edattain='05' then edu='05' ;
else if edattain='06' then edu='06' ;
else if edattain='07' then edu='07' ;
else if edattain='08' then edu='08' ;

```
else if edattain='0'' then edu='09' ; else edu='I0';
if edu='01' or edu='02' or edu='03' then educated=1;
else if edu='04' or edu= 05' or edu='06' or edu='07' or
edu='08' or edu='09' then educated^2 ; else educated=.;
```

* The macro $z z$ is performed on each of the PSU's.
\%macro zz;
\%do $i=1$ \% to 111 ;
data jj;
set mmm;
if newg=\&i;
keep round psu hhno pn educated sex fwt2 rurban;
proc means noprint $n$; output out=cqq $n=t o t$;
vai educated;
data rr;set qq;
call symput('j',tot);
run;
* The following PSU's have $50 \%$ of their observations for the * variable educated made missing.
proc sort data=jj;by round psu hhno pn;
data samp\&i.;
if $\mathrm{psu}=$ '01101'
or psu $=$ '01206'
or psu = '01302'
or psu = '02107'
or $p s u=$ '02115'
or $\mathrm{psu}=$ '02122'
or psu $=$ '02202'
or $\mathrm{psu}={ }^{\prime} 02234^{\circ}$
or psu $=$ '02307'
or psu $=$ '03107'
or psu = '03114'

```
or psu = '03120'
or psu = '03207'
Or psu = '03219'
Or psu = '04101'
or psu = '04109'
or psu = '04115'
or psu = '04206'
or psu = '04218'
or psu = '04309'
or psu = '05107'
or psu = '05115'
or psu = '05121'
or psu = '05204'
or psu = '05216'
or Esu = *06102'
or psu = '06109'
or psu = '06203'
or psu = '06305'
or psu = '06405'
or psL = '07301'
or psu = '07405'
or psu = '07417'
or psu = '08302'
or psu = '08413'
or psu = '09302'
or psuu = '09317'
or psui = '10306'
or psu = '10320'
or psu = '10404'
or psu = '01502'
or psu = '02502'
or psu ='03501'
or psu = '03506'
or psu = '04501'
or psu = '04502'
or psu = '01504'
or psu = '04506'
```

```
or psu = '04510'
or psu = '04516'
or psu = '04522'
or psu = '05501'
or psu = '06501'
or p.su = '07502'
or psu = '09501' then do;
drop k ;
do }k=1\mathrm{ to &j./2 ;
iobs = int (ranuni (-I)*n) + 1;
set jj point=iobs nobs=n;
output;
end;
stop;
edatt2=.;
end;
```

* The remaining $\mathrm{PSU}^{\prime}$ s have $10 \%$ of their observations made
* missing.
else do;
drop k ;
do $k=1$ to \&j. 1 ; ;
iobs $=$ int $($ ranuni $(-1) * n)+1$;
set jj point=iobs nobs=n;
output;
end;
stop;
edatt $2=$.;
end;
* Once the random assignment is completed, the ith bootstrap
* sainple is saved.
keep round psu hhno pn edatt2 rurban;
proc sort ; by round psu hhno pn;
data nnn\&i.;
merge jj samp\&i. (in=x);
if $x=1$ then educated=edatt2;
drop edatt2;
by round psu hhno pn;
\%end;
data all;
set \%do $k=1$ \%to 111;
nnnck. \%end;
\%mend;
\%zz; proc sort;
by round psu hhno pn;
proc sort data=dat.subimp2;
by round psu hhno pn;
data allnew;
merge dat.subimp2 all(in=x);
by round psu hhno pn;
if $\mathrm{x}=\mathrm{I}$;
run;
* The program STANDERR is called to calculate estimates,
* standard errors etc. on the ith bootstrap sample.
\%include standerr;
\%end;
* The statements signifying the end of the macro.
\%mend;
\%big;


## APPENDIX D

SAS PROGRAM CALLED IMPUTER FOR IMPUTING MISSING OBSERVATIONS WITHIN A CLUSTER USING A RANDOM ASSIGNMENT PROCEDURE ISS DISCUSSED IN CHAPTER 4

* This sAS program establishes which observations are missing * in each PSU (the PSU is the subgroup in this case).
* Thereafter the missing observations are replaced by a random * assignment of observations from the same PsU.

```
data mmm; set dat.imputer;
fwt2=round(fwt,1);
```

* The subgroups, which are the PSU's in this case, are
* identified for the variable 'newg'.
if psu $=$ '01101' then newg $=1$;
if psu $=$ '01108' then newg $=2$;
if psu $=$ '01206' then newg $=3$;
if psu $=$ '01221' then newg $=4$;
if psu $=$ '01302' then newg $=5$;
if psu $=$ 'O1304' then newg $=6$;
if psu $=$ '02107' then newg $=7$;
if psu $=$ '02115' then newg $=8$;
if psu $=$ '02122' then newg $=9$;
if psu $=$ '02129' then newg $=10$;
if psu $=$ '02137' then newg $=11$;
if psu $=$ '02144' then news $=12$;
if psu $=$ '02151' then newg $=13$;
if psu = '02202' then newg $=14$;
if psu $=$ '02214' then newg $=15$;
if psu $=$ '02226' then newg $=16$;
if psu $=$ '02239' then newg $=17$;
if psu = '02307' then newg $=18$;

```
if psu = '02314' then newg = 19;
if psu = '03107' then newg = 20;
if psu = '03114' then newg = 21;
if psu = '03120' then newg = 22;
if psu = '03127' then newg = 23;
if psu = '03134' then newg = 24;
if psu = '03140' then newg = 25;
if psu = '03207' then newg = 26;
if psu = '03219' then newg = 27;
if psu = '03230' then newg = 28;
if psu = '04101' then newg = 29;
if psu = '04109' then newg = 30;
if psu = '04116' then newg = 31;
if psu = '04122' then newg = 32;
if psu = '04130' then newg = 33;
if psu = '04137' then newg = 34;
if psu = '04206' then newg = 35;
if psu = '04218' then newg = 36;
if psu = '04230' then newg = 37;
if psu = '04243' then newg = 38;
if psu = '04309' then newg = 39;
if psu = '0432I' then newg = 40;
if psu = '05107' then newg = 41;
if psu = '05115' then newg = 42;
if psu = '05121' then newg = 43;
if psu = '05128' then newg = 44;
if psu = '05134' then newg = 45;
if psu = '05141' then newg = 46;
if psu = '05204' then newg = 47;
if psu = '05216' then newg = 48;
if psu = '05227' then newg = 49;
if psu = '05237' then newg = 50;
if psu = '06102' then newg = 51;
if psu = '06109' then newg = 52;
if psu = '06116' then newg = 53;
if psu = '06123' then newg = 54;
if psui = '06203' then newg = 55;
```

```
if psu = '06212' then newg = 56;
if psui = '06305' then newg = 57;
if psu = '06314' then newg = 58;
if psu = '06405' then newg = 59;
if psu = '06412' then newg = 60;
if psu = '07301' then newg = 61;
if psu = '07315' then newg = 62;
if psu = '07405' then newg = 63;
if psu = '07417' then newg = 64;
if psu = '07427' then newg = 65;
if psu = '07436' then newg = 66;
if psu = '08302' then newg = 67;
if psu = '08304' then newg = 68;
if psu = '08413' then newg = 69;
if psu = '08428' then newg = 70;
if psu = '09302' then newg = 71;
if psu = '09317' then newg = 72;
if psu = '09330' then newg = 73;
if psu = '09343' then newg = 74;
if psu = '10305' then newg = 75;
if psu = '10320' then newg = 76;
if psu = '10334' then newg = 77;
if psu = '10348' then newg = 78;
if psu = '10404' then newg = 79;
if psu = '10414' then newg = 80;
if psu = '01502' then newg = 81;
if psu = '02502' then newg = 82;
if psu = '02503' then newg = 83;
if psu = '02508' then newg = 84;
if psu = '02511' then newg = 85;
if psu = '03501' then newg = 86;
i.f psu = '03506' then newg = 87;
if psu = '03511' then newg = 88;
if psu = '03515' then newg = 89;
if psu = '04501' then newg = 90;
if psu = '04502' then newg = 91;
if psu = '04504' then newg = 92;
```

```
if psu = '04506' then newg = 93;
i.f psu = '04510' then newg = 94;
if psu = '04516' then newg = 95;
if psu = '04522' then newg = 96;
if psu = '04526' then newg = 97;
if psu = '04532' then newg = 98;
if psu = '04538' then newg = 99;
if psu = '04542' then newg = 100;
if psu = '04548' then newg = 101;
if psu = '04553' then newg = 102.
if psu = '04559' then newg = 103;
if psu = '05501' then newg = 104;
if psu = '05505' then newg = 105;
if psu = '06501' then newg = 106;
if psu = '06505' then newg = 107;
if psu = '07502' then newg = 108;
if psu = '08502' then newg = 109;
if psu = '09501' then newg = 110;
if psu = '10501' then newg = 111;
```

if educated=1 then educa=1;
if educated=2 then educa=2;
if educated=. then educa=.;
proc fraq;
tables educa;

* The macro is performed for each of the 111 PSU's.
* The missing responses in each PSU are established.
\%m:zcro zz;
\%do i = 1 \%to 111;
data jj;
set mmim;

```
if newg=&i and educa=. ;
keep round psu hhno pn educa sex fwt2;
proc means nmiss;
output out=qq nmiss=tot;
var educa;
data rr;set qq;
call symput('j',tot);
run;
proc sort data=jj;
by round psu hhno pn;
```

* The valid responses in each PSU are established
* and assigned to the variable edatt2
data kk;
set mmm;
if newg=\&i and educa ${ }^{\wedge}=$.;
edatt2=educa;
keep xound psu hhno pn educa edatt2 sex fwt2;
* The missing observations in each PSU are randomly assigned a
* valid response from the same PSU
data sample;
drop i ;
do $i=1$ to $\& j$.;
iobs $=$ int (ranuni $\left.(0) *_{n}\right)+1$;
set kk puint=iobs nobs=n;
output;
end;
stop;
keep round psu hhno pn edatt2;
proc sort ;
by round psu hhno pn;

```
data nnn;
merge jj sample;
if educa =. then educa=edatt2;
drop edatt2;
data ppp&i;
set kk nnn;
proc freq;
tabies educa;
%end;
* The newly created data set is merged with the original
* one.
data all;
set %do k=1 %to 111;ppp&k. %end; ;
%mend;
%zZ;
proc sort;
by round psu hhno pn;
proc freq;
tables educa;
proc sort data=dat.si4;
by round psu hhno pn;
data dat.si5;merge dat.si4 all;
    by round psu hhno pn;
```


## CONFIDENTIAL

STAT/NHNS/L
BUREAU OF STATISTICS

## RATIONAL HOUSEHOLD HEALTH AND NUTRITION SURVEY

QUESTIONNAIRE
ROUND 4
Form A - Household Questionnaire
Form B - Age Determination
Form C - Morbidity Questionnaire
Form D - maternal Care Questionnaire
Form E - Nutrition Questionnaire
Form $\mathbb{F}$ - Health Education Questionnalra

## (RIEL IN PHIS PART FIRST)



Village


Name of Head of Household
Village Chief

Callbacks

FORM $A$
ASK ALE HOUSEHOLD REMBERS


## Main source of household income

16. What is the main source of inc in this household: (*Cincle one answer)

1 Subsisten * farming
2 Cash-Cropping or Sales of Livestock
3 日usirness incorc . . . .
4 Cash remittances from migrant wrî́ers
5 Hages or sataries in eash (not migrant workers)
6 Other (specify).

17a. Does this household oun any fields? Yes :
b. It yes: Hou many fields?


18a. Does this household own any cattle; sheep or goats?

Yes
b. If Yes: how many cattile does it oun?

ousing
19. How many rooms (counting all buildings) does the housahold have? $\qquad$ $1 \quad 1$

Heaith facilities

| a. Name or Place <br> Nearest known facility or facility usually used <br> If none write HA <br> If don't know, write DK | $\left\lvert\, \begin{gathered} \text { b. Hou long to } \\ \text { waik } 1 \text { may } \\ \text { (If udon't knows } \\ \text { Hours } \\ \text { Hinutes } \\ \hline \end{gathered}\right.$ | 1. Hes: tuch e'ses' trarsport :ost (iver rours trip) <br> $4^{4}$, er ar $99(-7)$ - -iuti I isente | d. *SUPERVISORS Cede distance in kilameters $(000-999)$ |
| :---: | :---: | :---: | :---: |
| 20. Hospital (Hame) | 111 | 1 |  |
| 21. Health centre (Place) | 1 | $1:$ | 1 |
| 22. Mobile clinic/outstation (Place) | 111 | 11 | 1 |
| 23. Traditional healer (Place) |  | 1 | 1 |
| 24. Private doctor (Name) $\qquad$ <br> (Place) $\qquad$ |  | $1 i$ | 11 |

25. Is there a Viltage Health Worker for your villagefareaf


Supervisoris check

1. Check priyate doctoris regisiration.............
2. Calculgte and code distances (questions 18 - 22 d) $\qquad$
fors a

To be completed for every child under the ago of 6 yemre $(72$ montha) | ChSld'e Name | rine No. | Ia there a document |
| :--- | :--- | :--- |




1 Hame

- LINE Munezr (fres fom Aj: $\qquad$ 1
3 raspoñont-rcircli due coosys

| 4 | Esif |
| :--- | :--- |
| 4 | spana |
| 7 | Hold |
|  | 4 |

2 Hether is Grenchother
5 Father 6 Eisier

1



- COUHT:THE RLMEER OF DAYS FRCH YHE PREVIOUS SNADAY TO TODAY IMCLUSIVE: $\qquad$ Shoter pratur should ba between 9 and 55

5 Ho tloha ku sentaha se ka pale he se fetiterg, ke hore patsetsi $\qquad$ a fatilang ma xite os kula?



6. If THERE YERE WO ILLHESSES SINCE THE PREYIOS SURAY, SKIP TO CUESTich 19.


- (If ihere were more than 3 Illnesses, choose only the 3 enst isporsmitillnossas. If all iymptose belong
fot the gane itimess, label thom all A.?

 (*) If illness still present today, place $X$ in the colum for today. $)^{3}$

9 Her lang have you had ....filliness $A / E / C$.... 7
 ("If less than 4 weeks, sark $x$ for each day of Illmess going backurcis froe iast day.

IO Did this illness begin before, on, or after the previous sunday? * CCHPARE THIS AKSUER WITK THE CALEMOAR AND CORRECT IF NECESSARY.


II -if inJuries have abready geek mentioned an all related duestions asxed, sxip to ouestion is.




Ho yes bon'tiknysu
$\square$

28 "If disabilities have already been mentioned and all related questio:s asked, go to mext fork.
 kapa matsoho kapa menoana e khaohiling, kapa bokuili ta kelelio)


* TO RE ASKED OF AIL WOMEN BEIWEEN 15 AND 49 YEARS OF AGE

1. Name $\qquad$
2.     * ITNE NUMEER (fram form A) $\qquad$

3. Wa u lebeletse ngoa? (* circle ane answer)

4. Na u kile ca ba le ngoana ea hlahileng a phela likhoeli tse lesiname le metso e 'meli tse fetileng? Ka mantsoe a mang kamor'a klakubele selemorg sa 1988. (*Cincle one answer)

5. What was the date of birth of the most recent child
(even if that child died)?
$\qquad$
Month
Year


8a. Have you had a previous Iive birth?

9. During the zost recent pregnancy, (t i.e. the present pregnancy if pregnant, the most recent tive birth if not pregrant), did you receive my special care for the pregnany (anternatal care or Alit)?

13. IF PREGHANT $\longrightarrow$ Where $\infty$ You intend to have the baby delivered? IF NOI PRituAht $\longrightarrow$ mitere was the child delivered?

16. Did/will you and the child visit any elinic or hospisal during the 2 months after the child's birth?


This form must be asked of all children less than 60 months old. Ask mother if possible! If mother not available ask major carer.

1. Cnild's name: $\qquad$
2. IINE NO: EROM RORM A:

3. AGE IN COMPLETED MONTHS EROM FORM A: $\qquad$
4. Naobane ke bo mang ba neng ba fepa ngoana? (*Tsoaea ba sa feteng bobeli)
a Mother
b Grandmother
c Aunt
d Maid
e Father
$E$ Sister
g OTHER:
2
5. Was this child ever breastfed?


解 $\because$
\％《安

d．Is chis child still breast feeaing？
$\qquad$
a．Breast milk－EROBZ Orhers TO EE SURE
b．Elain water
c．Sugaz water
d．Infant formula

F．Don＇t know
i2．How sonn after birth did this chila receive breast milk loz the tirst time？

3．Imaediataly（＜ 1 hour）b．Hithin a Eew hours（ $1-6$ hrg）
c．Within one day（7－2d hre）
e．On thizd day or atter
d．On aecond day（25－48 hrs）
E．Eon＇t know $\qquad$

33．IE CAILD IS NO LONGRE gREASTFEEDING（CHECK FROM QUESTION 7） SXIE TO QUESTIDM 1 T．

16．Is this child exclusively breastfad？
（circle－Yes only if the child has recaived cothing but braast milk since yeeterday morning．not even watel． ．

15. Now I would Ilke you to tell me about all the foods and drinks your child has had from the time ne/she woke up yesterday mording until before he/she woke up today. f"Tick off the respondent's replies in the table keeping all the food eaten in one meal in the same column, and a different column for each meal.)

16. FOLINT NUMBER OF KEALS AND SNACKS I.E. NUMBER OF COLUINS WIIE IICKS. FHEN CHECX WITH THE RESPONDENT THAT THIS IS THE CORRECT NUMBER OR SEPARATE MEALS AND SNACXS FED TO THE CHILD YESTERDAY.
number of meals and smacks: $\qquad$
12. Do you own z baby bottle \{botlolo e fepang mgoana\}?
yes
\%o
Don't Enow
L
18. Does this child raceive any food dona ifone?
Yes No Don't znow

1

(Ara circumference was not taken because:.
20. HeIght:

$k g$
(Waight was not taken because:
60 70 021
21. Hhich of the following was tne child suspended in during the weighing?
a. Elestic ercusers
b. Cloth trousars
L.
c. Cloth siling
d, other (specify)
$\xrightarrow{-1}$
22. Clothes worn during wasging : f"Gircia the cocies of all that apply)

1. Hone
2. Pre~heighed blanket
3. Underpents
4. Ondershirt $\qquad$
5. Pettizoat
6. Ilght diaper/nappy
7. Heavy diaper/nappy
8. Other (apecify)
9. Has the weight at the usual otandard of accuracy?

Yes Ho.
2
Explain:
24. Length: .
-
25. Has the length at the usual standard of aceuracy?

Yes ふo $\qquad$
26. Explain:
27. Edeea of the feet: (PMore than one answer pay be circled)

Hose
Left foot
Right soot
Unsure
2
28. Persons who have answared mont of these questions:
(Fhore than code may be circled)
i. Mother
2. Grandmothex
6. Aunt
8. Hacid
16. 78ther
32. Sister
64. OTRER:

## RORM $E$

1. Na $u$ se $u$ kile ua utloela ka lefu da AIDS? (*Circle one answer)

E Che $\longrightarrow$ Fo to question 9
2. Fotho a ka tsoaroa ke lefu lee nako e kae pele a ka bontsa matsoao a ho kula? ("Answer number of months or years, or $D K$ if don't know:)
3. Ke mokhoa efe o tsebahalang oo lefu la AIDS le ka tsoaetianoang ka oona? (*place one tick ( $\checkmark$ ) in first coluinn of table. Do not prompt except to clarify answers.).

| : | $\left\|\begin{array}{l} \text { Host cosesen } \\ \text { fone } \\ \text { O only } \end{array}\right\|$ | $\left\lvert\, \begin{gathered} \text { others } \\ \text { iffek allt } \end{gathered}\right.$ |  |
| :---: | :---: | :---: | :---: |
| a. Ho droitlana likebo la motio ea nang la kokoana-hloko ea Alos... |  |  |  |
| b. Ho arolelana likobo le nothe ea tsoeroeng kg lefu la hios. |  |  |  |
| c. Ho aroluiana likobo io baste ba bangata.. |  |  |  |
| d. Ho esolelana likoto la ealata |  |  |  |
| e. Ho arotelana likabo la betho ba tsoang/hahang RSA .... |  |  |  |
| f. Ho croleiana likobo is begtho ba boitsaso to boba (prostitues/ratekatsa). |  |  |  |
| q. Ho Jana eactoana le sotho ea tsogroeng ke lefu la aios.. |  |  |  |
| h. Ho isne muctoans lo sotio ofe kapa ofa... |  |  |  |
|  |  |  |  |
|  <br>  $\qquad$ |  |  |  |
|  |  |  | $\cdots$ |
| kokoana-hioxo 22 dies...................................... |  |  |  |
|  |  |  |  |
| a. Ho sebolisa lehare le sobaifitsceng ke eothe ea nang ie kekionse-hloko oa lofu fa afds capa ea tsoereng ke lefu la alos. |  |  | $\cdots$ |
| in. Ho phetsa ka lekare ia subalicitsoeng ka xctho eatsoerang ke lafu la AIDS kars as neng It kokosie-hloko ea kICS. $\qquad$ |  |  | $w$ |
|  |  |  | Fry |
| D. Ho alicana/aroleiana lipitsa/lijana le gotho ed tscareexa ke lafu lo aios. |  |  | 考 |
| q. Ko sebelisa ntlosma le sothe es tsoeroang ke lafu la airs. |  |  | Wxate |
|  |  |  |  |
| s. Ho aka (kissing) setho entroarceng ka lefu la Aits. |  |  | \% |
| tr. OTHER (spasify)......... |  |  |  |
| 4. OTHER (speeify).... |  |  |  |

Ke melchoa efe hape eo AIDS a ka tsoaetsanang ka eona? faplace 2 tick ( $N$ ) in the 2nd colunn in the above table next to overy arethod mentioned. Do not prompt axcept to clarjify answ=rs.)
5. Ke mokhoa ofe o Mifbahalang oo motho a ka o sebelisang ho qoba lefu la AIDS?
(*Do not prompt except to clarify answers.
Place only one tick in first col. of tabla below.)


|  | $\left.\left\{\begin{array}{l} \text { Kost coesan } \\ \text { (Che } V \text { conly }) \end{array}\right\} \begin{array}{l} \text { (Tick sick } 11) \end{array}\right\}$ |
| :---: | :---: |
| a. Ho ba lo sotsosilo a lo song.................................... ... |  |
| d. He goba kapolelano ea likobo ls: | $\because$ |
| 1) wotho ad nang la kokoana-ñloko as alos <br> 2) eatho ad tsoeroang ke AlDS. |  |
| c. Ho quba tho apoialana likabo la hatho ba boitsoaro bo bobe (prostitutes/astekatse). $\qquad$ |  |
| d. Ho qubs ho ja esotosid le: <br> 1) soito asng kapa exng. | . |
| 2) Botho en.tsoeroeng ks AIDS kapa na neng le kokoana-hloko ea dibs <br> e. Ho sabalisa khohlopo. $\qquad$ |  |
| f, Ho stbeltia mekhose eeng sa thiblo ed pilehi. |  |
| g. Ho qobs ho aks motho ea tsoorceng ke ALOS kape cotho sa nang lo kakoanid-hioko AIDS. |  |
| h. Ho se soboliss mite esa hloskisoang. |  |
| i. Ha se sabolise nain (fin) e tabelisitsemg ha wotho es tsoaroeng ke ALDS kapa ea nang le kokoana-hloke ea dlos. $\qquad$ | - |
| J. Ho se ghatse ke lehare io sibgilisitsoeng ky eotho ea tsoeroeng ke AIDC kapa ea nany lo kekosna-hioko aa AIDS. $\qquad$ |  |
| k. Ho qoba ho peold ka lehara le sobelisitsoeng ke et sang lo kckound-hioke ea 1 ADS. |  |
| 1. Ho su aparelana fighahlo is motho at tsoaroeng ke 4105. $\qquad$ |  |
| x. Ho st kopansle lijena lo sothe te tsoaroeng ke lefy la AIDS kape ea nang le kokosna-hicke es AIOS. $\qquad$ |  |
| n. Ho st kopanele borashe bo hlatsosng ieno......... |  |
| o. Ho tsamsaz thatihobs ea bopholo.. |  |
| o. Othar (specify)... |  |
| la. Othar (specify)... |  |
|  |  |

6. Ke mekhoa efe hape $=0$ motho a ka e sebelisang ho qoba lefu la AIDS? ("Do not prompt except to clarify. Rlace a tick for each answer in the second column of the table above.
7. Taba tsee tsa ho qoba aios u 11 urloile kae?
("Cixcie the number for aach answer given).

| 1 | Radio Lesotho | 32 | Family planning morker |
| :---: | :---: | :---: | :---: |
| 2 | Racio Sesotro | 64 | Faiank. yislative |
| 4 | Dactor | 198 | Hexspaper |
| 8 | Nurse | 256 | Pasphiet |
| 18 | Villuge health morker | 312 | .Churefin hers |

8. Na u se kile oa bona jpampiri tsee?
(.Circle, one angries)
Yes No
$\qquad$
9. Nams of Rempondents $\qquad$
10. LINE NO. ERON TORS AB $\qquad$

11. *Batho ba bang ba neng ba le teng ha foromo tlatsor.
(Ba ka ina ba feta bo ngoe)
1 Husband
2 N1Fe
\& Other meles
8 Other Hemales
16 Children
32 zo~one

## APPENDIX F

## EKAMPLE SURVEY QUESTIONNAIRE TO DEMONSTRATE THE USE OF A PALMTOP COMPUTER AS DISCUSSED IN CHAPTER 3

QUESTIONNAIRE NUMBER


ROUND


PSU


HOTJSEHOLD NUMBER


PERSON NUMBER


Mark the appropriate block with a 'X' where applicable.

1) SURNAME:
2) FIRST NAMES: $\qquad$
3) SEX: $\square$
4) AGE (in completed years):

## MINING SECTION

(To be asked of males over 15 years)
5) EVER WORKED ON MINES

| Not Applicable | 1 |
| :--- | :--- |
| Never worked on mines | 2 |
| Worked on mines but never <br> worked underground | 3 |
| Less than five years <br> underground | 4 |
| 5 to Io years underground | 5 |
| More than ten years <br> underground | 6 |

## MATERNAL CARE SECTION

(To be askea गf females aged 15-49. years)

6a) ARE YOU PREGNANT ?

| Yes | No | Don't Know |
| :--- | :--- | :--- |

(If 'NO' then go to Question 7a)

6b) WHERE DO YOU INTEND TO HAVE THE BABY DELIVERED ?

| Hospital | 1 |
| :--- | :---: |
| Clinic (health centre, <br> centre, dispensary) | 2 |
| Private doctor/nurses' <br> surgery | 3 |
| Home | 4 |
| Other | 5 |

If 'Other' specify
(If 'Home' or 'Other' in Question 6b) then go to Question 6c) else go to Question 7a))

6c) WHO WILL ASSIST IN THE DELIVERY?

| Mopepisi | 1 |
| :---: | :---: |
| Relative | 2 |
| Friend | 3 |
| Other | 4 |

If 'Other' specify
6d) There are many reasons why women do not deliver in a health facility ? Why will you not?

| Lack of money | 1 |
| :--- | :--- |
| Facilities too far | 2 |
| The birth came unexpectealy | 3 |
| Clinic was closed | 4 |
| Prefer to deliver at home | 5 |
| Do not find it necessary to <br> deliver at clinic | 6 |
| Attitude of clinic/hospital <br> staff | 7 |
| Tradition is to deliver at home <br> to learn how to deliver others | 8 |
| Delivered at home so that could <br> bury placenta | 9 |
| Other | 10 |

If 'Other' spec Fy

## INJURY SECTION

7a) WHAT INJURIES DO YOU HAVE ?

| Broken bone | 1 |
| :--- | :--- |
| Torn skin or flesh | 2 |
| Burns | 3 |
| Head Injury | 4 |
| Sprain or Bruise | 5 |
| Eye injury | 6 |
| Other | 7 |

If 'Other' specify

7b) HOW WAS THE INJURY CAUSED ?

| Traffic accident | 1 |
| :--- | :---: |
| Domestic accident | 2 |
| Mine accident | 3 |
| Other work/farming <br> accident | 4 |
| Fight/assault | 5 |
| Horse | 6 |
| Playing sport | 7 |
| Other | 8 |

If 'Other' specify

## APPENDIX G

## DATA ENTRY PROGRAM OF A PALMTOP COMPUTIER (PSION

 WORKABOUT (1995)) WHICH PERFORMS VARIOUS DATA ENTRY CHECKS ON THE RESPONSES FROM APPENDIX F, AS DISCUSSED IN CFAPTER 3* This program performs various checks on the data input for
* the questionnaire in Appendix F, and display a data entry
* error when necessary. It ensures that only the necessary
* questions appear on the screen. For example for males, the
* Maternal care questions will not appear on the screen. It
* olso ensures that the linking variables are complete, so
* that merging of the data for further analysis is made
* simple. Finally the data is saved in an ASCII data file.
pROC wits:
Iocal $k 8, n \$(128)$, $\mathrm{f} \$(128)$, sex\%, agek, height
local m1\%, m2\&,m3x
local p1s, p2\%, p3\%, p4\%, p2\$(128), p3\$(128), p4\$(128)
local illo
local mineq, minelq, pre * cinn\%, inj\%, sun\%
REM file management...
if exist ("m: \dat
open
 \$.il\$,i25,5uns
else
 \$,i1S,i2\$,suns

gIprint
sexf=1
$\mathrm{mit}=1$
pl $\}=1$


mine\% $=0$ :minel $\%=0$ :preg $=0 \quad$ :clin $\%=0$ :inj $\%=0 \quad: s u n \%=0$
demol::
dinit
dText n", "Demographics:", \$302
dEdit ns, "Surname: $n, 20$
dEdit f , " n First names:", 20
dChoice sex\%, "Sex:", "Maie, Female"
dLang age\&, "Age (yrs): ${ }^{1}, 0,140$
dFloat height, "Height $(m)=0,0,2.5$
if dialog=0 :stop :endif
if ns="n or $£ \$="$ " or age $\alpha=0$ or height=0
beap 5,300
giprint "Must complete ail entries!n
goto demol: :
endif
if $5 e x$ : $=1$ GEM male
if agessis mine:
cInit
dText "n, "Mining: ", \$302
cText ${ }^{14}$."Ever worked on mines2",2
dButtons "Yes", 8 Y, "No", $\% \mathrm{~N}$
kt=đ゙ialog
mines $=k$ ?
if $k=0$
elseif $k \mathfrak{c}=\frac{q}{2}$
minel:
dInit
dText "\#, "Mining: ", \$302
diong m2\&, "Total years mining: $n, 0$,ages
if dialog=0 :goto mine:: :endif
mine2: :
dinit
dText "", "Mining:", $\$ 302$
dText "u,"Ever worked underground? $n, 2$
dButtons "Yes", 告Y, "No", fN

minel\% $=\mathrm{k}$
if $k \frac{z}{z}=0$
goto minel:
elseif $k={ }^{2}=\frac{\varepsilon_{y}}{y}$
mine3:
dInit
dText "", "Mining:", $\$ 302$

```
                                    dfong m3&,"Total years underground:",0,m2&
                                    if dialog=0 :goto mine2:: :endif
                                    aTnit
                                    dFext nn,"Mining:",$302
                            dText nyears above ground:n,genS(m2&-m3&,3),2
                            dText nYears underground:",gen$(m3x,3),$202*
dBuctons "Yes", &Y, "Non, fN
kf=dialog
if k%=0
    elseif k%%%%n
                                    goto mine:
    endif
elseif sext=2
    REM female
        if ages>12 preg::
            dinit
            dText "","Pregnancy:",$302
            dText ""."Are you pregnant?",2
            aSuttons "Yes",%Y, "NO",%N
            k%%dialog
            preg%=k%
            if k*=0
                            goto demol:=
            elseif k%=ty
                pregl:
                            dInit
                    dText n","Pregnancy:",$302
                    arext "","Fhere do you intend", 2
                            cText "口,"to have the baby delivered?",$202
                            dChoice ply,"Options:","l. Fospital,2. Clinic,3. Private surgery,4.
Home，5．Other＂
k ＝\(=\) dialog
if \(\mathrm{kz}=0\) ：goto preg：：：endif if \(\mathrm{pl} \%=5\)
presz：
aInit
aTaxt＂n，＂Pregnancy：＂，5302
dText＂n＂，＂please specify where＂， 2
dText＂n，＂baby will be delivered：＂，\＄202
dEdit p2s，＂Where：＂． 20
endif
if \(\mathrm{pIF}=\mathrm{y}\) or \(\mathrm{p} 1 \%=\)
preg 3 ：
Init
dText＂H，＂Pregnancy：＂，\＄302
dText＂n＇．＂Who will assist＂， 2
dText＂r．＂＂in the delivery？＂，\＄202
dChoice p2t，＂Opticns：＂，＂1．Mopepisi，2．Relative，3．Friend，4．Other＂ if dialog＝0 ：gatu preg2：：：endif
if \(\mathrm{p}^{2 \%}=4\) REM other
preg4：
dinit
dText＂＂．＂Pregnancy：＂\(\$ 302\)
dText＂n，＂please specify who will＂． 2
GText＂n＇，＂assist in the delivery：＂，\(\$ 202\)
dEdit p35，＂Who：＂，2v
if dialog＝0 ：goto preg3：：：endif
endif
preg5：：
Init
dText＂＂，＂pregnancy：＂，\＄302
TText＂H．＂There are many reasons why＂， 2
dText＂n＂，＂women do not deliver in a health \({ }^{\prime \prime}, 2\)
dText \(" n\)＇，nfacility．Why will you not？n，\(\$ 202\)
aChoice p3\％，n＂，＂Lack of money，2．Facilities too far， 3.
Birth came unexpectediy，4．Clinic was clos3d．5．Prefer to deliver at home， 6 ．Not necessary to deliver at clinic，7．Attitude of staif， 8 ．Tradition to deliver at home，9．Other＂
```

```
                                    if dialog=0 :goto preg4:: :endif
```

                                    if dialog=0 :goto preg4:: :endif
                                    If p3%=9 FEM other
                                    If p3%=9 FEM other
    preg6::
    preg6::
    dText "","Pregnancy:",$302
    dText "","Pregnancy:",$302
    dText "","please specify your reason for",
    dText "","please specify your reason for",
    dText n","delivery not at health facility:",$202
    dText n","delivery not at health facility:",$202
    dEdit p45़,"Reason:",20
    dEdit p45़,"Reason:",20
    if dialog=0 :goto preg5:: :endif
    if dialog=0 :goto preg5:: :endif
    endif
    endif
    preg7::
    preg7::
    dInit
    dInit
    dText "n,"Will you and the child visit",2
    dText "n,"Will you and the child visit",2
    dText "","any ciminic or hospital after birch?",2
    dText "","any ciminic or hospital after birch?",2
    dButtons "Yes",&Y, "NO", fN, "DOn't know",呈D
    dButtons "Yes",&Y, "NO", fN, "DOn't know",呈D
    k%=dialog
    k%=dialog
    clin%=k%
    clin%=k%
    if k
    if k
    1geif goco preg6::
    1geif goco preg6::
        *=?
        *=?
                                    dTrit
                                    dTrit
                                    dInit
                                    dInit
                                    drext n","Pregnancy:",$3n2
                                    drext n","Pregnancy:",$3n2
                                    dText "n,"There are many reasons why women",2
    ```
                                    dText "n,"There are many reasons why women",2
```

diext＂n．＂do not go to a clinic during the 2＂， 2 dText＂n．＂months after birth．Why will you not？＂，\＄202
 Child passed away，4．Child received lst immunisation．5．Too young to visit clinic， 6 ．Mother was ili， 7. No reason＂
if dialog＝0 ：goto preg7：：：enđif

```
                    enđif
            endif
    endif
    inj::
    dInit
    dText "", "Injuries:",$302
    dText "","Do you have any injuries?",$202
    dButtons "Yes", 号Y, "No", %N
    k%=djalog
    inj%=k各
    if kz=0
            if ((aged>12) and (sexz=2))
                    goto preg:
            else
            enaiif
elseif k{=%y
        inj1:
        inj1:
        dInit nn,"Injuries:",$302
        dText "","What injuries do you have?",$202
        dCnoice ilf, "Options:","I. Broken bone,<. Sprain or bruise,3. Torn skin or flesh,4. Eye
injury,5. Burns,6. Head injury.7. Other"
            if dialog=0 :gota inj=: :endif
            inj2:
            dInit
            dText n:,"Injuries:",$302
            dText "","How was the injury caused?n,5202
                dChoice i2%,"Options:","1. Traffic accident, 2. Domestic accident,3. Mine accident,4.
other work/farming accident,5. Fight/assult,6. पorse,7. Playing/spore, 8. Ocher"
                if dialog=0 :goto injl:: :endif
            dinit
            dText "","Injuries:",$302
            dText "","Did this hapgen since",2
            dText "","the previous Sunday?".$202
            dButtons "Yes",踇, "No", कीN
            k%=dialog
            sun%=k%
            if k}=0 :goto inj2:= :endif
endif
dInit
Text "n,"All complete!',$302
dmuttons "Continue",27
di2.log
a.n$=chrs (34)+"Surname:"+n$+chr$ (34)
a.f$=chr$(34)+"First names:"+1$+chr$(34
if sext
                    a.sex$=cb~$ (34)+"Sex:Male"+cir$ (34)
else
endif
a.height$=chr$ (34) +"Helght:"+gen$ (height,5) +"m"+chr$ (34)
if mine%=%
                                    a.mine$=chr$(34)+"Worked on mines"+chr$(34)
else
                                    a.mine$=chr$(34)+"Never worked on minesN+chr$(34)
endif
a.m2S=chr$ (34) +"Total years on mine:"+genS (m2k,3) +cinr$ (34)
if minelq=%y
                a.mine1S=chr$ (34)+"Worked underground"+chr$(34)
else
                a.mine1S=chrs(34)\div"Never worked underground"+chr$(34)
endif
a.m3$=chr$(34)+"Total years underground:"+gen$ (m3&,3)+chr$(34)
if preg*=%y
                \mathrm{ a.preg$=chr$ (34)+"Pregnant"+ch-$ (34)}
else
        a.preg$=chr$(34)+"Not pregnant"+chr$(34)
endif
a.p1S=chr$ (34) +"Delivery choice:"+genS (plf, 3)+chrs (34)
a.p2$=chr$(34)+p35+chrs (34)
a.p2$=chrs (34)+"Assistance choice: }\mp@subsup{}{}{n}+\textrm{genS}(\textrm{p}2%,3)+chr$(5
a.p3s=chrs (34) +p35+chrs (34)
a.p3Sschrs {(34)+"No clinic choice:"+gen$(p3z,3)+chr5 (34)
a.p4{=chr$(34)+p4$+chr$ (34)
if clin%=%y
                a.clin$=chrs(34)+"WiIl visit after birth"+chr$(34)
else
                a.clinS=chr$(34)+"Will not visit after birth"+chrS(34)
endif
a.p4$=chr$ (34)+"Reason choice:"+genS (p4%,3)+chr$ (34)
if inj%=%y
    a..injS=chrs(34)+"Injury"+chrs(34)
else
        a.inj$=chrs (34)+"No injury"+chr$(34)
```

endif
a. il\$=chr\$ (34)+"Type of injury:"+gen\$(il\%,3)+chrsi34)
a.i2\$=chr\$(34)+"How caused: "+gen\$(i2\%,3) + chr $\$(34$ )
if sun\% $=$ 名 $y$
else
a. sun $\$=\operatorname{chr} \$(34)+$ Happened since Sunday" + chr $\$(34)$
endif
append
gIprinc nacded!n
goto demo::
ENDP

AN IMPLICIT DIFFERENTIATION METHOD FOR ESTIMATING THE VARIANCE FOR A VECTOR OF SURVEY STATISTICS (FROM CHAPTER 8 SECTION 8.4)

Binder (1981, 1983) proposed and justified using an implicit differentiation method for estimating the covariance matrix for a vector of survey statistics. Logistic regression coefficients fall into this category of parameters that are implicitly definea.

Let $\beta=\left(\beta_{0}, \beta_{1}, \ldots, \beta_{\mathrm{q}}\right)$, be the population parameter vector in the model:

$$
W(\beta)=\sum_{k=1}^{N} W\left(Z_{k} ; \beta\right)
$$

where N is the number of observations in the population, $Z_{k}=\left(z_{1 k}, \ldots, z_{q k}\right)$ are the data values for the $k$-th unit, and $W(\beta)$ is a vector with i-th element

$$
W_{i}(\beta)=\sum_{k=1}^{N} W_{i}\left(Z_{k} ; \beta\right)
$$

which is estimated from the sample by $\hat{W}(\beta)$. $\hat{W}(\beta)$ is the estimator based on the functions of data values $W\left(Z_{1} ; \beta\right), \ldots, W\left(Z_{N} ; \beta\right)$.

Assuming that a unique solution exists, then $\hat{\beta}$, the maximum
likeiihood estimate of $\beta$, is defined as the solution to $\hat{W}(\beta)=0$.

To approximate the variance of $\beta$ Binder expands $\hat{W}(\hat{\beta})$ in a Taylor series about the point $\hat{\beta}=\beta$, where $\beta$ is the true unknown parameter. Defining $\hat{J}(\beta)=\partial \hat{W}(\beta) / \partial \beta$ as the $q \times q$ matrix whose $i j^{\text {th }}$ element is the partiai derivative $\partial \hat{W}_{i}(\beta) / \dot{U} \beta_{j}$, and expanding $\hat{W}(\beta)$ about $\hat{\beta}=\beta$ using the first two terms of the Taylor expansion gives:

$$
0=\hat{W}(\hat{\beta})=\hat{W}(\beta)+\hat{U}(\beta)(\hat{\beta}-\beta)
$$

or if $\hat{\mathcal{J}}^{-1}: \beta$ ) exists

$$
\hat{\beta}-\beta \approx-\hat{\mathcal{J}}^{-1}(\beta) \hat{W}(\beta)
$$

This leads to the approximation of the covariance matrix of $\hat{\beta}$ :

$$
\begin{gathered}
V(\beta) \doteq E\left[(\beta-\beta)(\hat{\beta}-\beta)^{\prime}=\hat{\mathcal{J}}^{-1}(\beta) E\left[\hat{W}(\beta) \hat{W}^{\prime}(\beta)\right]\left[\hat{\mathcal{J}}^{-1}(\beta)\right]^{\prime}\right. \\
=\hat{\mathcal{J}}^{-1}(\beta)[V(\hat{W}(\beta))]\left[\hat{\mathcal{J}}^{-1}(\beta)\right]^{\prime}
\end{gathered}
$$

where $V(\hat{W}(\beta))$ is the covariance matrix of $\hat{W}(\beta)$. Finally, $\beta$ is replaced by its estimator $\hat{\beta}$, in both $\hat{\tau}^{-1}(\beta)$ and $V(\hat{W}(\beta))$ to obtain the estimator of the covariance matrix of $\hat{\beta}$ :

$$
\hat{V}(\hat{\beta})=\left[\hat{J}^{-1}(\hat{\beta})\right]\left[\hat{V}(\hat{W}(\hat{\beta})]\left[\hat{\mathcal{J}}^{-1}(\hat{\beta})\right]^{\prime}\right.
$$

APPENDIX I
SAS RROGRAM TO IDEATIFY OUTLYING OBSERVATIONS FOR CHILD NUTRITION DATA, AS DISCUSSED IN CHAPTER 5
data sss;set ciat.int; one=1; keep waz haz whz one;

* PROC IML is used to perform the matrix operations
proc iml;
use sss var \{waz haz whz one\};
read all var $\{$ waz haz whz one\};
show names;
read all var $\{$ waz haz whz $\}$ irsto x ;
n=nrow ( x ) ;
xpxi $=(t(x) * x)$;
$m=(t(x) * o n e * t$ (one) *x)/n;
covm $=(x p x i-m) / n$;
mean=(t $(x)$ *one) $/ n$;
* The number of records to be tested for outliers is specified
* and the records lying in the tail areas of a chi-square
* distribution are identified
do $i=1$ to 9943;
$\mathrm{a}=1$ : 3 ;
$\mathrm{m}=\mathrm{x}[\mathrm{i}, \mathrm{a}]$;
chisq=(m-t (mean))*inv (covm)*t (m-t (mean));
prchisq=1-probchi (chisq, 0.05,3);
* Finally the valid records are written to a Eile
filename out 'dat.clean';
file out;
put prchisq;
end;
data qqq;
infile '~/dat.clean';
input prehisq;
if prchisq < 0.05;
proc print;run;


## APPENDIX J

```
SAS PROGRAM TO CALCULATE TUIE PEARSON CHI-SQUARE GOODNESS-OF-
FIT TEST FOR A LOGISTIC REGRESSION MODEL - CHAPTER 8, SECTION
8.8.2
* Thia SAS program calculates X }\mp@subsup{}{}{2}\mathrm{ , the Pearson chi-square test
* statistic to test the goodness-of-fit of the fitted model
* when there are discrete pxedictor variables in the
* logistic regression model
* The predicted values from the SUDAAN analysis are read into
* a SAS data set
goptions device=a4paper;
*options device=tek4014;
data ggg;
infile '~/g24.dbs';
input xxx expect y resid sex age sfed educ round source;
data g2;set ggg;
proc sort ; by sfed educ round source;
proc means; var y;
    by sfed educ round source;
output out=mjp sum= ysum;
proc print data=mjp;run;
run;
* The expected and predicted numbers in each combination *
* of the predictor variables are calculated
data www;set g2 ;
    by sfed educ round source;
if first.sfed or first.educ or first.round
or first.source;
keep sfed educ round source expect;
run;
* The standardised residuals and the overall chi-square test *
* statistic are calculated
```

data qqqiset mjp; nn=_freq_;
proc sort;
by sfed educ round source;
data sss; merge www qqq;
by sfed educ round source;
stdres $=(y s u m$ - $n n *$ expect $) /(n n * \operatorname{expect} *(1-\operatorname{expect})) * * 0.5$ :
chisqt $=(y s u m ~-n n * e x p e c t) * * 2 /(n n * e x p e c t *(1-e x p e c t)) ;$
proc print; run;
proc means;
var chisqt;
output out=chi sum=chisum;
run;
proc print data=chi;run;

## APPENDIX K

SAS PROGRAM TO CALCULATE THE HOSMER LEMESHOW GOODNESS-OF-FIT TEST FOR A LOGISTIC REGRESSION MODEL - CEAPTER 8, SECTION 8.8 .3

* This SAS program calculates $\hat{C}$, the Hosmer Lemeshow test
* statistic to test the goodness-of-fit of the fitted model
* when there are continuous predictor variables in the
* logistic regression model
* The predicted values from the SUDAAN analysis are read into * a SAS data set
data ggg;
infile '~/l24b.dbs';
input $x x x$ expect $y$ resid sex age sfed educ round source;
data ddd;set ggg; if expect>0;if age<24;
proc sort;by sex age sfed educ source;
proc sort ; by sfed sex age educ source ;
* The 10 groups are created according to the predicted values
data gl;set ddd;
if expect < 0.00293
if expect $>=0.00293$
if expect $>=0.024442$
if expect >= 0.059508
if expect $>=0.076747$
if expect >= 0.093827
then group=1;
and expect < 0.11412 then group $=6 ;$
if expect $>=0.13296$ and expect $<0.16100$ then group $=8$;
if expect $>=0.16100$ and expect $<0.20060$ then group $=9$;
if expect $>=0.20060$ then group $=10$;
proc print;run;
proc sort ; by group sfed sex age educ source ;
* The observed count in each group is calculated
proc means noprint;
var $Y$;
by group sfed sex age educ source;
output out=mjp sum= sumy ;

```
data sss;set mjp; proc sort; by g:oup; proc means noprint;var sumy ;by group; output out=mjp2 sum= sumy2
```

```
data sss2;set g1;
proc sort;by group;
proc means noprint;var y; by group;
output out=mjp3 n=num ;
* The \hat{C}\mathrm{ statistic is calculated}
data glb;set g1;
proc sort;by group;
proc means; var expect; by group;
output out=fin mean=pikmn;
run;
data kkk2;merge fin mjp2 mjp3;by group;
c=((sumy 2-num*pikmn)**2)/(num*pikmn* (1-pikmn));
proc print;run;
proc means noprint ; var c; by group;
output out=final sum=sumc;
proc print data=final;run;
proc means data=final;
var sumc;
output out=fil sum=smc;
proc print data=fil;run;
quit;
```
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[^0]:    ${ }^{1}$ An external examiner has pointed out that by assuming a sampling rate of $139 / 505$ in this example (which implies that the sample clusters of the three rounds were combined) will result in a much too big estimate of the standard error. The correct procedure would have been to average the estimates over the three rounds and combine their variances.

[^1]:    ${ }^{2}$ An external examiner has stressed that compensation when $70 \%$ of the values of a variable is missing is not recommended. However, this does not exclude imputation based on population models.

[^2]:    ${ }^{3}$ An external examiner has indicated that the procedure of calculating standard errors including the imputed values of variables is incorrect. In imputation new real data is not obtained and imputation does not increase the degrees of freedom. The standard errors should be calculated excluding the imputed data.

