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Chapter 1

Introduction

In the Black and Scholes model, Black and Scholes [1973], geometric Brownian motion with constant

volatility is assumed for the underlying process, that is
ds,/S, = rdt + odWs,

where 7 the constant risk-free rate, S, the stock and o the constant volatility of the stock. Under these
assumptions closed form solutions for the values of European call and put options are derived. In
practise the assumption of constant volatility is not reasonable, since we require different values for the
volatility parameter for different strikes and different expiries to match market prices. The volatility
parameter that is required in the Black-Scholes formula to reproduce market prices is called the implied
volatility. This is a critical internal inconsistency, since the implied volatility of the underlying should
not be dependent on the specifications of the contract. Thus to obtain market prices of options maturing
at a certain date, volatility needs to be a function of the strike. This function is the so called volatility
skew or smile. Furthermore for a fixed strike we also need different volatility parameters to match the
market prices of options maturing on different dates written on the same underlying, hence volatility
is a function of both the strike and the expiry date of the derivative security. This bivariate function is
called the volatility surface. There are two prominent ways of working around this problem, namely,

local volatility models and stochastic volatility models.

For local volatility models the assumption of constant volatility made in Black and Scholes [1973] is

relaxed. The underlying risk-neutral stochastic process becomes
dS,/S, = r(t)dt + o (S, t)dWs,

where r(t) is the instantaneous forward rate of maturity ¢ implied by the yield curve and the function
o(8,,t) is chosen (calibrated) such that the model is consistent with market data, see Dupire [1994],
Derman and Kani [1994] and [Wilmott, 2000, §25.6]. It is claimed in Hagan et al. [2002] that local volatility
models predict that the smile shifts to higher prices (resp. lower prices) when the price of the underlying
decreases (resp. increases). This is in contrast to the market behavior where the smile shifts to higher

prices (resp. lower prices) when the price of the underlying increases (resp. decreases).
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Another way of working around the inconsistency introduced by constant volatility is by introducing a
stochastic process for the volatility itself; such models are called stochastic volatility models. The major
advances in stochastic volatility models are Hull and White [1987], Heston [1993] and Hagan et al. [2002].

Such models have the following general form

ds, = Ps(SmUt»t)dt + qS(Sta Ut;t)dwst

do, = p,(S,,0,,t)dt + q.(S,,0,,t)dW,,

where the tradeable security S, and its volatility o, are correlated, i.e. dWst dW,t = pdt and the functional
form of ps, ¢s, p, and ¢, are determined by the model used. The volatility process is no longer constant
as in the Black-Scholes model nor deterministic as in the local volatility models, but is now subject
to its own random process. In the Black-Scholes world the implied volatility is the only calibration
parameter that needs to be determined by information in the market. In each of the above mentioned
stochastic volatility models there is more than one unknown parameter in the processes involved. These
parameters are solved by using the same backward reasoning as in the Black-Scholes model. First closed
form solutions are derived for vanilla type options. These liquidly traded options are then used to
determine the unknown parameters such that the total error between the theoretical and observed prices
is minimized. Once the model is calibrated, i.e. the model returns market prices for vanilla options, we

can price more exotic type options with the model.

In chapter 2 we derive the well known result that the price of a contingent claim in a stochastic volatility
model can be represented as the solution of a two dimensional convection diffusion partial differential
equation (PDE), with the initial condition given by the payoff function. In this chapter we will derive
the PDEs relevant to the pricing of options in these major stochastic volatility models. In this thesis we
will focus on a specific class of numerical procedures to obtain accurate approximations to the solution
of the relevant PDE, called the finite difference method (FDM). Alternatively one can use Monte Carlo
integration to obtain the values of derivatives in a stochastic volatility environment, see Fouque and
Tullie [2002] and Kahl and Jackel [2006].

We introduce the reader to the different concepts of the finite difference method by applying the numer-
ical procedure to a one dimensional PDE in chapter 3. In this chapter we apply the #-method to a one
dimensional convection diffusion equation as well as a one dimensional convection equation. We define
and prove the consistency and stability of these schemes. For each of these problems we investigate the
stability of the #-method by making use of von Neumann stability analysis as well as a matrix method
of analysis (under the maximum norm). It is noted in chapter 3 that, strictly speaking, von Neumann
stability analysis is not applicable to problems with variable coefficients or problems with non-smooth
initial data. We also investigate a procedure called exponential fitting, introduced in Duffy [2006]. This
procedure is used to improve the stability properties of the §-method when it is applied to a one dimen-
sional convection diffusion equation. We show how exponential fitting can be used to obtain schemes

that are stable under the maximum norm.

It is well known that the second order accurate Crank-Nicolson scheme is only von Neumann stable
and thus not able to handle non-smooth initial data, see Duffy [2003] and Giles and Carter [2006] for
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example!. In Gourlay and Morris [1980] extrapolation methods are applied to the one dimensional
heat equation with homogenous Dirichlet boundary conditions, to obtain schemes that are second, third
and fourth order accurate in time. A huge advantage of the extrapolation schemes derived in Gourlay
and Morris [1980] is that these schemes are L,-stable, meaning that these schemes are able to handle
discontinuous initial data. In chapter 4 we extend these ideas to convection diffusion problems with non-
zero Dirichlet boundary conditions. We also obtain a scheme that is L,-stable and fifth order accurate in

time.

In chapter 5 we extend the ideas of chapter 3 to two dimensions. We consider a generalization of the clas-
sical §-method called the Implicit-Explicit method (IMEX-method) where the implicitness/explicitness
of the convection, diffusion and mixed-derivative part of the FDM can differ. Conditions under which
the IMEX-scheme is stable and the proof of unconditional consistency of the IMEX-scheme can be
found in this chapter. We show how exponential fitting can be used to make special cases of the
IMEX-method stable under the maximum norm. IMEX-schemes require the inversion of large non
tri-diagonal matrices, which can be very time consuming. There are two main FDMs that are used
to work around this problem: Alternating-Direction-Implicit schemes (ADI-schemes) and Locally-One-
Dimensional schemes (LOD-schemes). LOD-schemes are also referred to as splitting schemes. With
these schemes the original problem is rewritten as a sequence of simpler problems, each one of the sim-
pler problems can be solved with a tri-diagonal solver. In chapter 5 we investigate the stability and con-
sistency of a specific LOD-scheme called the Yanenko method, Yanenko [1971]. The Yanenko method
resolves the problems ADI-methods show for parabolic PDE with mixed derivative terms, see Duffy
[2006]. We motivate boundary conditions for the Yanenko scheme that retain the tri-diagonal property
of the matrices and the stability of the scheme. For all methods in this chapter stability is investigated

with von Neumann stability analysis and a matrix method of analysis (under the maximum norm).

In chapter 6 we extend the ideas of chapter 4 to two dimensions. In Khaliq and Twizell [1986] third
and fourth order L,-stable extrapolation schemes are developed for the simple two dimensional heat
equation with homogenous boundary conditions. We show how the schemes developed in Khaliq and
Twizell [1986] can be extended for two dimensional convection diffusion problems with a mixed deriva-

tive term.

In chapter 7 we discuss how non-uniform grids can be applied to stochastic volatility PDEs to improve
the local order of convergence, as proposed in Kluge [2002]. We also show how exponential fitting can
be used to improve the stability of FDMs on non-uniform grids. We derive transformations that removes
the cross derivative term from the Heston PDE, this is in contrast to Zvan et al. [2003] where it is said
that such transformations do not appear to be possible. Finally we give a précis of known remedies for

the problems that arise when FDMs are applied to problems with non-smooth payoff functions.

In chapter 8 we show how the general two dimensional PDE solvers developed in chapters 5, 6 and 7
can be applied to these major stochastic volatility PDEs.

In chapter 9 of this thesis we combine extrapolation, exponential fitting and non-uniform grids to obtain

a robust two dimensional PDE solver. In chapter 9 we compare the pricing formulae of vanilla European

]By non-smooth we mean that either the initial condition or the derivative of the initial condition is discontinuous. Almost all

initial conditions, resulting from pricing problems, are non-smooth.
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options in the SABR world, derived in Hagan et al. [2002], to the solutions obtained with the FDMs
discussed in this thesis and confirm that the SABR formulae can give bad approximations of the true
solution under certain parameter sets. Hence if calibration of the SABR model results in such a bad
parameter set, it would be inconsistent to value more exotic options with some numerical procedure
such as Monte Carlo or the FDM. We also compare the numerical solutions given by our FDMs to the

semi-analytical pricing formulae of vanilla European options within the Heston model given in Vogt
[2004].



Chapter 2

The PDE for Stochastic Volatility
Models

In this chapter the PDE that needs to be solved to obtain the value surface of contingent claims in a
general stochastic volatility environment is derived. In the first section we derive the PDE that the price
of a derivative must solve, where the tradeable security as well as the volatility of the tradeable security
follows general stochastic processes. In the second section we show that all the major stochastic volatility

models are simplifications of the general model discussed in the first section.

2.1 PDE for general stochastic volatility processes

In this section the PDE that governs the prices of derivatives written on a tradeable security with stochas-
tic volatility is derived. This derivation is based a derivation done in [Lewis, 2000, §1.4], a similar deriva-

tion can be found in Wilmott [2000]. The relevant processes are

dS, = (ps(S.,0,,t) — D,)dt + qs(S,, 0., t) AW, (2.1)
do, = p,(S,, 0., t)dt + q,(S,, 0., t)dW,, (2.2)

where the tradeable security S, and its volatility o, are correlated, i.e. d/VIv/stdW(,t = pdt !. From the fact
that S, > 0 for all ¢ it follows that the dividend rate D, = D(S,,t) must be smaller than ps(S,,0,,t) at
S, = 0. This general stochastic volatility model reduces to the Black-Scholes model when ps = 1S,
gs = 005, p, = 0 and g, = 0 where g, is a constant. Furthermore it is assumed that the price of a
contingent claim is a function of S,, 0, and ¢, i.e. V =V (S,,0,,t). Thus in this setting we exclude path

dependent options.

Using the processes above and a generalization of the hedging arguments given in Black and Scholes

[1973] we will derive the PDE that the value of any contingent claim on a tradeable security must solve.

INotation : For the rest for this chapter T will denote the real world Wiener process while will W denote the process under

the risk-neutral measure.
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The first step is to construct a portfolio, containing the derivative, that is instantaneously riskless. The
random volatility introduces an extra source of randomness which renders the traditional Black-Scholes
world incomplete. To hedge this extra source of randomness we need another liquid derivative written
on the same tradeable security with a different maturity. Let the replicating portfolio consist of the
derivative that we want to hedge (V;), —A shares of the stock (5,) and —A; shares of the other liquid

contingent claim (V,), where A and A are random variables. Denote our portfolio value by II, such that
I, =V, — AS, — ALV, (2.3)

where 11, = 1I(S,,0,,t), V, = V(S,,0,,t) and V, = V(St, o,,t). The replicating portfolio must be self-
financing, which means that there is no additional cash inflow or outflow beyond the initial deposit II,,.
To derive the self-financing condition we are going to consider the dynamics of the replicating portfolio in
discrete time t,t + At, ..., and then take the continuous time limit, At — dt. It is assumed that events

occur in the following order in this market:

e just prior to a possible dividend, the stock has value S, and the replicating portfolio has a value
I,

e the stock pays a dividend D, per share and the stock price drops to its ex-dividend value, S} =
S, — D,At,

e A monetary value of II, gets invested as follows: one share of the derivative that needs to be

valued, —A shares in the stock and —A; shares of another liquidly traded contingent claim.

This results in the following equation for the first discrete time period

I, =V, - AS} — A1V,
=V, — AS, + AD,At — AV, (2.4)

and for the second discrete time period, t 4+ At, it is easy to see that
Ht,+At, = Vt+At, _ASt+At - Al‘/t,JrAt'

Subtracting (2.4) from the equation above yields

H“rm —1IL = V“rAt —Vi- A(St+At - St) — AD,At — Al(Vt+At - ‘7;)
Taking the continues time limit, At — dt, the instantaneous change in the value of the portfolio becomes
dll, = dV, — A(dS, + D,dt) — AdV, (2.5)

where dS, is known from (2.1). The value processes dV, and dV, can be obtained by making use of the

multidimensional Itd’s formula,

Proposition 2.1.1. (It6’s formula, Bjork [1998]) Take a vector Wiener process W = (W, ..., W.,,) with corre-
lation matrix p, and assume that the vector process X = (X,,... , X..)T has a stochastic differential. Then the
following hold:
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o For any C** function f, the stochastic diﬁferential process f(t, X,) is given by

daf (t, X dt + Z dX +1 Z dX,ide,
with the formal multiplication table
(dt)* =
dtdW, =0, i=1,2,...,n,
dW, dW; = p, ,dt.
o If, in particular, k = n and dX has the structure
dX;, = pdt +o,dW,, i=1,2,..., n,
where iy, ..., p, and o, ..., o, are scalar processes, then the stochastic differential of the process f(t, X,)

is given by

af < of
7+Z“i£+%z pua 8 dt—i—z

i=1 i,j=1 i=1

The derivation can be made compact by defining the following operator

.oV v 2V LV

20 g
The application of It6’s formula to V = V' (5, 0, ¢) and V= V(S, o, 1) results in

oV oV ~ oV
av = ( + AV) dt + qs —dWy + q, —dW.

ot oS oo 7

and
~ (ov oV~ oV —~
dV = (a + .AV) dt + ds %dWs + qa%dW(,

respectively. Substituting the equations derived above together with (2.1) in the self financing condition,

(2.5), results in

dIl = dV — A(dS + Ddt) — Ay dV

oV ov
E_FAV A <a +.AV>—ApS dt
v oV = v v =
+ QS% - Ale% — Agg | dWs + QO‘% - A1QO‘% aw, (2.6)

To eliminate all the noise in the portfolio process the coefficients of dW and dWW, need to be set to zero.
This can be achieved by solving a trivial system of two equations in two unknowns, A and A;. The

unique solution follows

ov oV

8 =55/ Be 27)
oV ov

A= —Aige. (2.8)
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Via this dynamic hedging procedure a risk-less portfolio has been obtained. From arbitrage arguments

it follows that this portfolio must grow at the risk free rate

dIl = rlldt
=r(V —AS — A V)dt. (2.9)

Substituting (2.6), (2.7) and (2.8) in (2.9) results in

P av-a, (%f + A17> - (‘gg - A@E) P (2.10)
:rV—rS(ZZ, A1g‘§> rAV
éaaf‘t/JrAVfrVJrrS%fps%
= é?;/—FA‘N/—TV/—FrSg‘Z—pS?Z

which can be rearranged as follows

P P v V— ¥ v ., oV
(2% + AV —rV +rS2% — pI¥) _ (at +AV =1V + 1S53 psas) 2.11)
oo oo

Since the left-hand side is independent of V and the right-hand side is independent of V, equation (2.11)

must be equal to a function that is independent of the price of the derivative, hence

(Y + AV =1V +7S9% — ps2Y)

E)% =g\, (F7 o, t)
9o
which can be rearranged to give the familiar form
ov ov ov
- - D)=_ — =
o*V o*V 0*V
1.2 L2 —rV = 212
T2l Ggn TPl gh, T el g — TV =0 12)

The function A\, (S, o, t) is called the market price of volatility risk.

2.2 PDEs for the major stochastic volatility models

2.2.1 SABR model
Non-dynamic SABR model

In Hagan et al. [2002] closed form solutions for the values of European call and put options, written on

a forward value, are derived. The underlying processes are given by,

dF, = oF/dWy, (2.13)
do, = vo,dW,, (2.14)
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where the forward value F, and a volatility like parameter o, are correlated, dWy, dW,, = pdt 2. The
absence of drift in the forward process indicates that these processes are in the risk-neutral world. To

use the results from section 2.1 we consider these processes under the real-world measure,

dF, = p.(F,,0,,t)dt + o FPdW,, (2.15)
do, = p,(F,,0,,t)dt + vo,dW,, (2.16)

where dWFt d/I/Iv/,,t = pdt. In order to use the PDE derived in the previous section we need to make a
change of variable such that the PDE is applicable to a forward value. When we make the assumption
that the underlying stock has a dividend yield of ¢, i.e. D = ¢S, then we can use of the fact that the
arbitrage value of a forward is given by F' = Se("~9(T=")_ By making use of It&’s formula and the fact

that %—f = —(r — q)F we can obtain the dynamics of a forward,

dF, = —(r — q)F,dt + ¢"=9(T'=t)4g,

= [T =D pFdt + 0T D aW, (2.17)
Since a forward contract is a tradeable security the results of section 2.1 can be applied to obtain the
relevant PDE,
o
0o

) (T—t) 2 02V ) (T—

R OT0EE  pelr DT g,

7+(pa - qa)\U(Fe_(r_Q)(T_t)a g, t))

2V, L0V

5Fag T30 g,y TV =0 (2.18)

By comparing (2.15) and (2.16) with (2.17) and (2.2) respectively, we see that the following substitutions,
er=(T=t) g — 5B

q,(F,o,t) =vo

must be made in (2.18) to obtain,

oV oV
i _ —(r—q)(T—t) i

5 +(p, —voX,(Fe ,0,1)) 5o (2.19)
0%V o?V 0%V
1 2702 2 1.2 2 _
+§Ul QT ;,2+pua Fﬁm‘i’il/(j W*’I’V—O.

A useful fact of the SABR model is that A\, does not appear in the derivation of the model. The reason for
this is that the authors made an implicit assumption about the market price of volatility risk by choosing
(2.14) as the risk-neutral process for the volatility®. To see this, consider a change of measure in (2.16),

under some technical conditions on A\, we may set
AW,, = dW,, — A, dt.
Substituting the equation above in (2.16) results in

do = (p, — Aovo)dt + vodW,,.

2The volatility parameter is not a Black-Scholes volatility. It is function of the at-the-money volatility and other calibration

parameters of the SABR model.
3S. Afshani pointed this out to me in one of our “academic sessions”.
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By comparing the final result above to (2.14) we obtain the implicit assumption on the market price of
volatility risk,
A, =P (2.20)
vo
Substitution into (2.19) results in the Black-Scholes type PDE that all derivatives, written on a forward,
in the SABR world must solve *
ov 152 2307V 582‘/ 1,2 282V
This PDE together with the correct boundary condltlons can to be solved to obtain the price of deriva-

tives in the SABR model.

Closed form SABR formulae

In Hagan et al. [2002] they use perturbation expansions to obtain the following closed form approxima-

tion for a European call option with strike K and time to maturity (T’ — t)

Vaase (K, Fo, 00, B, v, p) = e =Y [FON(d+) - KN(d_)] (2.22)
where
1 + 500, (T—t
gt = 0 (R) & 5% ) (2.23)
OmpVI — 1
F, and o, are the spot underlying and spot volatility of the underlying respectively. The implied volatil-
ity oy, is given by
Oo {1 + [(155) (e'r'(Tjr)OK)lfﬁ + i(e"(Tfpt?]V([;?lfﬁ)ﬂ + 2_3 V } (T B t) +- } Yy
Omp () = H(T—t) (1~ ) /2 (- 5)2 2 ((er(r—v (1-B)* ;. 4 £(y) (229
TR 1+ () g () )
where
r(T—t)
— Yerm-tna-p/2q, (£~ 22
y=le ) n{—p (2.25)
/1 2 -
£(y):1n< 1 2py1ti ty p) (2.26)

Dynamic SABR model

In Hagan et al. [2002] they propose the dynamic SABR model for derivatives which are path dependent
and hence require a model not only calibrated to a single marginal distribution but to a whole range of
marginal distributions. Examples of such options are Forward-Starting and American options. In the
dynamic SABR model the forward value satisfies
dF, = ~v(t)o,FPdW,
do, = v(t)o,dW,,
AWy, dW,,, = p(t)dt.

“The same PDE can be obtained by making use of a result in Heath and Schweizer [2000], where the authors use a reverse

Feyman Kac¢ type theorem to obtain PDEs implied by risk-neutral stochastic processes.

10
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By using the same arguments as in section (2.2.1) we obtain the following PDE

9*V 9?v
+ p(t)w(t) o FP —— 5Fas * 12 (t)o? Sgz ~TV =0 (2.27)

ov

o*V
5O o

OF?

that the prices of derivatives on forward values must solve. In general time dependent coefficients
makes the proofs of stability for finite difference schemes more complicated. For this model however,
the time dependent functions will be step functions. By choosing the grid of the finite difference scheme
appropriately, such that the discontinuities only occur on grid points, step functions can be handled as

time-homogenous functions.

2.2.2 Heston model

One of the key differences between the SABR model and the model proposed in Heston [1993] are the
assumptions made about the underlying. In the SABR model it is assumed that the underlying is a
forward value whereas in the tradeable security is assumed to be the stock itself in Heston’s model. For

the model proposed in Heston [1993] the author used the following dynamics for the underlying

dS, = pS.dt + /7, + S,dWs,
do, = k(0 — 0,)dt + v /o, dW,,

where the stock S, and its volatility o, are correlated, dWStdW”t = pdt. By making the following substi-

tutions
Pbs = usv qs = \/ES7
p, =k(0—0), q,=v0,
D=0
and
A = Ao
v

in (2.12), to obtain the PDE that the value of derivatives, written on a tradeable security, must solve

oV oV ov
54‘ S%+( (0 ) )\O’) aa_
oV o*V ) o*V
+1JS 257 + pvo S@S@UJF%V J—aag —rV =0

We can remove the market price of volatility risk from the pricing formulae by introducing the following

new calibration parameters

K60

K*=rx+N and 60* = .
K4+ A

The PDE above can now be written in its more familiar form

al-l— Si+n (0" J)Z—Z

ot a8
2 2
OV | 1,2,9YV Ly, (2.28)

,0%V
+ US—-FpI/USasag 5 952

052
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CHAPTER 2. THE PDE FOR STOCHASTIC VOLATILITY MODELS

2.2.3 Hull & White model

Similarly as with Heston’s model, the model proposed in Hull and White [1987] uses stock as the under-
lying tradeable security rather than a forward value. For this model the authors assumed the following

dynamics for the underlying

dS, = P(S,, 0., t)dt + /o, + 8,d W,
do, = po,dt + fatdwat

where the stock S, and its volatility o, are correlated, dWstdWUt = pdt. By making the following substi-
tutions

ps = ¥(S,0,t), qs =+/08,

P = HO, 4, = &0,

D=0

and A\, = 0, in (2.12), we obtain the PDE that the value of derivatives must solve

87V+T587V + al
at 795 T ag
v v v
1 2 3/2 1g¢2 2 _ —
+ 508 352 + péo SaSﬁa + 580 rrl rV = 0. (2.29)
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Chapter 3

One Dimensional Finite Difference
Methods

In this chapter we will introduce the finite difference method by making use of one dimensional parabolic
PDEs. This chapter will mainly focus on numerical methods to find an approximation to the solution,

u: Q — R, of the following parabolic equation

ou 0%y ou
on the domain (z,7) € Q where a(z) > 0 and Q = [T, Zmw) X RT. The consistency, stability and

convergence of the numerical schemes considered will be discussed in detail. This chapter serves as an
introduction to the finite difference method, hence we will for the most part only discuss the classical
one dimensional solvers, namely: fully explicit, fully implicit and the Crank-Nicolson method. Some
modifications on these schemes will also be discussed such as exponential fitting, see Duffy [2006]. For
reasons that will become clear when we extend the ideas of this chapter to two dimensions we will also
spend some time on the one dimensional convection equation
% = d(m)%
We discretisize the domain, €2, and derive the discrete approximations to the continuous derivatives as

a first step.

3.1 Discrete approximations

In order to approximate the solutions of PDEs with the finite difference method we need to truncate our
infinite domain  to the bounded domain Q = [y, T X [0, T]. Define the following partitions for

[Zmins Tomax] and [0, T'] respectively

O=7mo<n<...<1, =T

Loin = Lo < L7 < ... < Xy = Traxe

13



CHAPTER 3. ONE DIMENSIONAL FINITE DIFFERENCE METHODS

Our aim is to find approximations of the exact solution of (3.1) on the mesh
Q={(z,7)li=01,...,m, k=0,1,..., 10}
The approximation at each mesh point is denoted by
ul ~u(z;, 7).

Assuming that the mesh points are uniformly spaced we can write

T = Tpin +1h, fori=0,1,....,m

7. = kAt forl=0,1,...,1

where h, = Zme—Zmn and At = . The finite difference approximations for the derivatives in (3.1) at a
reference point (z;, 7,.) can be obtained by considering the Taylor expansions at the surrounding nodes:

(mi— 17Tk)/ ($'i+177—k) and (x'i77—k+1)

ou , 0%u Pu .

w(T,_ 1, 7)) =u— hx@ 1h”8 5 Ghi’a 5+ O(h) (3.2)
ou ., 0% 9% \

u(mHl,Tk)—u-l-h 87+1h1ﬁ+6h3ﬁ+0(h) (33)
ou 0%u

Rearranging (3.2) and (3.3) results in first order forward and backward approximations of the first order

derivative
ou u(z, ) —ulx o, ) 82u 1 8 5
ou Cou(w g, ) —ulw, ) 82u 1 83 5
o (z,,1) = W she. 92 6h1a 5 + O(h2). (3.6)

After rearranging (3.4) we obtain the first order approximation of the time derivative

ou Cou(xy, o) —u(z, ) 9%u 5

A second order central difference approximation to the first order spacial derivative can be obtained by
subtracting (3.2) from (3.3)

ou Cu(w g, ) —ulm T 283 P
o (x;,70) = T h 9 + O(h}). (3.7)
Finally by adding (3.2) and (3.3) we obtain a second order approximation to the second order spacial
derivative
0%u u($i+177-k) _2u(xia7k)+u(xi*177—k) 284 4
8x2($”7'k) = hi - Ehlﬁ—’—O(h] ) (38)

14



CHAPTER 3. ONE DIMENSIONAL FINITE DIFFERENCE METHODS

Discrete difference operators can be defined as follows

k+1 k
AJruk — u; — U
L At
k k
Atub = iy 7 U (3.9)
k k
ouh —ub
ATul = 4 i1 (3.10)
; h.
k k
A ut = Uy ypy — Uy
o 2h,
k k k
uf o —=2uf +u
2,k __ i+ 1 k3 i—1
Ayl = e .

3.2 A model problem

Many valuation problems in the Black-Scholes world can be solved by finding the solution, u(z,t), of a
linear convection-diffusion PDE of the form

Oou 0%u ou
3 = a(x)@ + d(x)% (3.11)

on the domain (z,7) € Q where a(z) is strictly positive. The solution of this PDE will need to satisfy an

initial condition
u(z,0) = ¥(z)

and boundary conditions at + = z,,, and z = z,,.. The boundary condition at x,,, will generally be of

the form

ao(T)u + al(T)% = a,(7) (3.12)

where o, (7) > 0, o, (1) < 0 and @, (7) — @, (7) > 0. The boundary condition at z,,, is given by

ou

Bo(T)u + Bi(7) 5 = Ba(7) (3.13)

where 5,(7) > 0, 5,(7) > 0 and G,(7) + 8,(7) > 0. The reason for the constraints on a,(7), o, (7), Bo(7)

and 3, (1) will become clear in later sections when we discuss stability.

3.3 6O-method

By substituting the discrete approximations to the continuous derivatives in equation (3.11) we obtain

R B S A e R e
At ‘ h? ¢ 2h.,
uf | —2uf +uk uk =k
1-0 i i i1 d —itt i—1 314
e e 614)
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CHAPTER 3. ONE DIMENSIONAL FINITE DIFFERENCE METHODS

fori=1,2,...,m—land k=0, 1, ..., I — 1, where a;, = a(x;), d; = d(z,) and 0 € [0, 1]. The classical
fully implicit, fully explicit and Crank-Nicolson schemes are special cases of the #-method and can be
obtained by letting § = 1, ¢ = —1, and 6 = 1 respectively. After rearranging we obtain

(—Xow; + d2)0ur T4 (14200 a,) ub P + (= A0, — A d;)0ut )

i+ 1
= (Mo, —d X)) (1= 0)ul_ +(1-2(1 = O)N,.a,) ul + (N\..a, + Ad) (1 —O)ul,
(3.15)
fori=1,2,...,m—land k=0,1, ..., 1 —1,where \, = 2ATZ' Apw = %. The boundary conditions at

T = T, and x = z,,. can be rewritten in discrete form as

(alh, —a¥)ul + oful = akh, (3.16)
=B, + (Byh. + B7)u;, = Brh, (3.17)

respectively. These approximations remove the second order accuracy of the scheme on the boundaries
and may have an adverse effect on the overall accuracy of the scheme. A well known solution to this
accuracy problem is to choose a new uniform grid such that the boundary value at z = 2, and & = %,
occurs half way between the first two and last two grid points respectively, the discrete approximations
of (3.12) and (3.13) then become

k _ ok
Lab(us + ) +at 18 — ot
1 k() k k k ufn B ufn —1 k
550 (u'm, +u,, - 1) =+ ﬂ1 hi = /82
after rearranging we obtain
(2ath, — ob)ul + (3abh, + of)uf = alh, (3.18)
(3850 = B, o + (355 he + B, = B (319)

It is well known that this approximation of the boundary conditions results in a second order scheme,
see [Morton and Mayers, 1996, 2.13]. To ensure that the solution of (3.11) is unique, one of the boundary
conditions must be a Dirichlet condition, see Morton and Mayers [1996] for example.

3.4 Consistency

This section is based on a discussion of consistency in [Smith, 1985, Chapter 2]. It is possible to construct
a stable finite difference scheme to approximate a certain PDE that can converge to a different PDE as

the step sizes tend to zero. Such a scheme is called inconsistent.
Consider the following initial value problem

ou

—=Lu, zeR", 7>0 (3.20)
or

uw(z,0) = f(z), zeR"
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CHAPTER 3. ONE DIMENSIONAL FINITE DIFFERENCE METHODS

and consider some finite difference scheme to obtain an approximation to the solution u(z,7) : R™ x
R* — R of the continuous problem

Lytu; =0 (3.21)
where i is a multi index, Ly is the discrete approximation of L with h, a step size vector containing the

step sizes in the respective directions and At the step size in the 7 direction. The following definition is

a well known definition of consistency, see Smith [1985] and Duffy [2006] for example.

Definition 3.4.1. (Consistent, [Smith, 1985, Chapter 2]) The finite difference scheme (3.21) is consistent with
the partial differential equation (3.20) if for any function v = v(z,7), with a sufficient number of continues

derivatives enabling Lv to a evaluated at (x,,T,), the following relationship holds

8 k
T2 = (81} — Lv) - Ly'v(z,, 1) =0 as  h,,At—0 and (z,7,)— (z,7).

T

T,2"v is also known as the truncation error.

In other words, we say a finite difference scheme is consistent if the truncation error approaches zero
when the step sizes in the respective directions tend to zero. In particular if we choose v in the definition

above to be the solution of (3.11) we obtain the following very useful definition of consistency

Definition 3.4.2. (Consistent, [Smith, 1985, Chapter 2]) The finite difference scheme (3.21) is consistent with
the partial differential equation (3.20) if

Lﬁ;v(ﬂfnﬂc) —0 as h,At—0 and (z,7,)— (2,7)

where v is the analytical solution of (3.11).

The truncation error of the -method can then be written as

Lytv(z,, ) = Afv(z,, 7)) — 0(a(z) A2v(z,, 7o) + d(z) Ayv(z, T4 1)) (3.22)

t

— (I =0)(a(x,)A2v(z,, 7,.) + d(x;) Av(z,, T0))
To compute the truncation error of the §-method we consider Taylor expansions about (z;, 7, ; 1)

ov 5 0%v
v(xi,Tk):v(mi,7k+%)—%Atg(xi,n+1) 13 At)? 32 a5 (@ Ty 1)+

1,0V 1 5 0%v
v(xi,rkﬂ):v(xi,rk+%)+§AtE(xi,Tk+1) 1(3A)? G—(xi,rk+%)+...

By subtracting and dividing by At we obtain

ov ,0%
E(xi77k+l)+ Ata'?’

Rearranging (3.7) and applying the equation to both time levels 7, and 7, , , yields

Afv(z,, 1) = (Tis s g) + -

Av(x,, 1) = v

(@) +O(k?)
ov
Ox

A o(T,Thyr) = — (T, ey 1) + O(R2) (3.23)
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CHAPTER 3. ONE DIMENSIONAL FINITE DIFFERENCE METHODS

Expanding the terms on the right about (z;, 7, , ;) yields

o 0% )
Av(w,, 7)) = (%($i77k+ %) - %AtaTﬁx(m“T’“+ %) + %(%At) W(mi77k+ %) +.. ) + O(h?)

ov 0% 23v s
A (T, Ti 1) = <ax(xi»Tk+ %) + %Atm(xnﬂw %) + %(%At)zax&.z (T Tio 4 %) +.. > + O(h3).

Similarly by rearranging (3.8) and expanding about (z;, 7, , ;) we obtain

0 LA, O ot

Adv(z, 1) = (6 25 (@i Ty y) — zAtW(fcuTﬁé)Jr%(éAt)2W(xiv”+%)+'“) +0(h)
. 0% P3v ot )
Alv(zi, Ty 1) = (8 (@ Ty g )+%Atw(xi77k+é)+é(%At)QaTzaxz(x“TkJr%)—i_”') +0(h2).

By substituting the equations above in (3.22) we obtain

. ov 1 v
Lﬁmv(x,-,Tk):—(xi,TkJF%)—k At2a 3($177'k+ DR

or
0?%v v
~alw) | G leam s )+ (20~ D3AG ()

11 A2 v

v 0%

+0 Waf gxm,mw..}
+O(n3)
v d*v v
{8T(x Tt} ) a(z )a Q(I Th+ % ) d(zi)al‘(aji?TkJr%)]

93v 0%v v
— [a(xi)m(xi,TkJr 1) + d(.%l)%Atm(x”TkJr é):| (20 — 1)%Atm(,f”7—k+ 1)

+ O(At?) + O(h?)
v LA, 0% 1 v
= — [a(xi)m(x“n+ 1) + d(xL)gAtaTax (:,U.”Tk+ é):| (29 — l)iAtm(fEi,Tk+ 1)

+ O(At?) + O(h?) (3.24)

where we used the fact that v is a solution of (3.11). From (3.24) it is clear that L;'v(z;,7.) — 0 as
h.,At — 0 for all # € [0, 1], hence we conclude that the #-method is consistent. For general values of
6 we see that the truncation error is of O(At) + O(h?), a scheme of O(At?) + O(h?) can be obtained by
letting 6 = 3. This scheme is known as the Crank-Nicolson scheme.

3.5 Stability

Stability of the §-method applied to (3.11) will be discussed using two different methods, namely von
Neumann stability analysis and a matrix method of analysis. In Smith [1985] a nice heuristic description

of stability is given:
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The essential idea defining stability is that the numerical process, applied exactly, should

limit the amplification of all components of the initial conditions.

3.5.1 von Neumann stability analysis

This paragraph is based on a discussion of von Neumann stability analysis in [Smith, 1985, Chapter 2].
We are concerned with the §-method as h, — 0 and At — 0. The first step is to represent each initial

data point as a Fourier series which is formulated in terms of complex exponential forms

ud = E A, elPsihs fori=0,1,...,m

s =0

where [ = /—1and 3, = xmxsfzmm. The unknown constants A,, s = 0, 1, ..., m are to be solved. This
requires the solution of a system of m + 1 equations in m + 1 unknowns which has a unique solution.
This shows that the initial data can be expressed in complex exponential form. The linearity of (3.11)
enables us to add different solutions of (3.11) to obtain new solutions. This additive property allows
us to investigate the propagation of one initial value only, e/#"+ for example. Since A, is constant, for
all s, it can be neglected. We need to investigate the propagation of this term as time increases, for this

purpose we let

ul: — e[ﬁl‘eat — e[ﬂihmeakAt — ,ykelﬂihz (325)

where v = e®*

is called the amplification factor. A finite difference scheme is said to be stable, in the
sense of Lax-Richtmyer, if the absolute value of the exact solution of the scheme remains bounded for

all k < lash, — 0and At — 0. From (3.25) we see that a sufficient condition is
Iy <1

Strictly speaking von Neumann stability analysis applies only to problems with constant coefficients.
For problems with non-constant coefficients von Neumann stability analysis only gives a necessary con-
dition, see Smith [1985] and Morton and Mayers [1996]. In Morton and Mayers [1996] it is stated that
von Neumann stability analysis can still be applied to variable coefficient problems locally, since insta-
bility is a local phenomenon. In Smith [1985] it is stated that von Neumann stability analysis gives useful
results even in cases where its application is not fully justified. In Craig and Sneyd [1988] and McKee
et al. [1996] they use von Neumann stability analysis as an indicator of stability for their non-constant
coefficient problems. We conclude the motivation for application of von Neumann stability analysis to
variable coefficient problems with the following quote from Duffy [2005],

Much of the literature uses the von Neumann theory to prove stability of finite difference
schemes, Tavella and Randall [2000]. This theory was developed by John von Neumann, a
Hungarian-American mathematician, the father of the modern computer and probably one

of the greatest brains of the twentieth century.
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To obtain the conditions under which the #-method is stable we substitute (3.25) in (3.14) and assume

that the coefficients of (3.11) are constant. The divided difference approximations becomes

Afut = L Mo’ elBihe
t 7 At
1
At = T —_relBih (e IBhy e—Iﬁhw)

1
= I—~"e'7""= sin(ah,)

Ayt = i k_IBihg ( IBh, 2+671ﬁhz)

- —ivk +1sin? (%) elPiha

By substituting these equations into (3.14) and rearranging we obtain

1-(1-6)a 4hA2t sin’ (%) +I(1 - 9)dAt sin(ah, )

’Y:
1+ 6023t sin® (52 ) — 1643t sin(ah,)

which results in

[1 —(1-=6)a 4}f2‘t sin® ('ng)r + [( H)dAt sin(ah, )r

{1 + 0a4hA2t sin® (ﬁg* )] ’ + {Gd% sin(ozhm)] ’

y? =

A sulfficient condition for |y| < 1is given by

2 2
sin(ahz)] < [Gdit sin(ahz)] (3.26)

(2] oz

4At ., [ Bh,
[1—(1—6‘)(1hi sm(Q)] [
By removing the common factors from equation (3.26) we see that the inequality will hold if § > 1.
Expanding (3.27) yields

2
1-2(1—60)a TSI (ﬁs ) +(1-10)%? <4}§t) sin* <ﬁ§’>

2
<1+ 29(142% sin® (ﬂhT) + 6%a? (4hAzt> sin* (6;T)

2
From the fact that a > 0 it is easy to see that this inequality will be satisfied when (1 — #)> < 6 which in

{aomit

turn is true if @ > 1. Thus we can conclude that the §-method applied to (3.11) is von Neumann stable
when 6 > 1.
3.5.2 Matrix method of analysis

To state the Lax-Richtmyer definition of stability in terms of vector and matrix norms we will need to
give a quick introduction of these norms. The following subsections of matrix and vector norms are
taken from [Smith, 1985, Chapter 2].
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Vector norms

The norm of a vector x € R” is a positive scalar valued function, ||x|| : R™ — R, that satisfies the

following axioms,
e |Ix|| >0ifx #0and ||x|| =0ifx = 0.
o ||ex|| = |c|||x]|| for a complex scalar c.
o [x+yll <[kl +llyll-

The most commonly used norms are defined as follows,

e The 1-norm: ||x||, = > "_ . |=].

=1

e The infinity norm (maximum norm): ||x||., = max;,
’]

The 2-norm gives the “length” of the vector.

€,

[N

e The 2-norm: ||x[|, = [>_7

=1

€T.

i

Matrix norms

The norm of a matrix A € R™ x R" is a positive scalar valued function, ||A|| : R™ x R” — R, that

satisfies the following axioms,

o [|A]|>0if A#0and|/A|]|=0if A=0.
e ||cAl|| = |c|||A]| for a complex scalar c.
e |A+B| <[lA]l+[B]].

o [[AB|| < [|A[l[[B]].

Since matrix and vector norms occur together it is essential that they satisfy a condition similar to the

last inequality above. A matrix norm is said to be compatible with a vector norm if

[|Ax|[ < [[A[[[x]l, [[x]| # O.

Subordinate matrix norms

Let A be areal n x n matrix and x € S C R™ where
S={xeR" [x||=1}
An example of a matrix norm that automatically satisfies that compatibility condition is

[|A|] = max || Ax|].
x €S
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To see this, let x; € S then ||Ax,|| < max, ¢ s ||Ax|| = [|A]| = ||A]|||x.]|- This matrix norm is said to be

subordinate to the vector norm and always has the following property

||| = max[[Tx|| = max |[x|| = 1
x € S x €S
where I is the identity matrix. The definitions of the 1, 2 and oo norms with ||x|| = 1 leads to the

following well known matrix norms, let A = (a; ;)

e The 1-norm: ||A||; = max; > "

1 =1

a; ;-

n

e The infinity norm: ||A||., = max; Y."_ |a; ;|-

ji=1
e The 2-norm: ||A||, = p(ATA), where p : R™ x R™ — R is the spectral radius function.
Useful definitions

The following definitions will aid our proof for the stability of the #-method,

Definition 3.5.1. (M-matrix, Johanson et al. [2002]) A matrix M € R™ x R"™ of the form

Ay —Qp 2 —Qp 3
—Qy Ay 2 —0g 3

M =
—Q3z 1 —0a3,2 Az 3

where a, ;, i # j non-negative and a, ; positive, is called a non-singular M-matrix if there exists a positive vector

x € R" such that the vector Mx is positive'.

Theorem 3.5.1. (M-matrix properties, Horvith [2004]) If A € R™ x R"™ is an M-matrix, then

o A is nonsingular,
o A~ is non-negative ( A~1 >0, so-called monotone matrix),

o the estimation

1]

A7 < ==
! e < min, (Ax),

where (Ax), is the ith element of the vector Ax and, x is a positive vector such that Ax > 0, holds.

Lax-Richtmyer stability

This subsection is taken from [Smith, 1985, Chapter 2]. Consider a finite difference scheme where the
numerical approximations along the k-th and (k + 1)-th time-rows are related by the following matrix

equation

Au"t! = Cu” + b*

1We call a vector (resp. matrix) positive if all the elements of the vector (resp. matrix) are positive.
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where A and C are time-homogenous matrices and b* is a residual vector containing boundary infor-

mation. Assuming that A is non-singular we can rewrite this relationship as
Wit — A-lCuf + A1bF
which can be expressed more conveniently as
u* ! = Bu" + f*
where B = A~1C and f* = A~'b*. Applied recursively yields

uk _ Bukil + fkfl
_ B(Buk72 + fk*Q) + fkfl
_ B2uk—2 + Bfk—2 4 fk—l

=BFu’ + BF 10 + BF2f L fRE

where u’ is the vector of initial values. To investigate the stability of the numerical scheme consider the
effect of a perturbation on the initial vector from u® to 4°. The exact solution at the k-th time step will
then be given by

" =BFa? + BF 10 4 BF AR 4 fR

The perturbation error at the k-th time level is defined by

It follows that
ek _ ﬁk _ uk _ Bk(ao _ uO) _ Bk:eO

This equation shows that the matrix B plays an important part in the propagation of the error. For a
scheme to be considered stable we require the initial error not to explode but to dampen, for compatible

matrix and vector norms we have
k k
ekl < 1B 1e]

Lax and Richtmyer define a scheme to be stable when there exists a number M € R*, independent of ,
h, and At such that

||B¥|| < M, for k=1,2 ...,1
This limits the amplification of any initial perturbation as well as rounding errors since
e[ < M{le”]|
From the fact that

IB*|| < [|BJ|*
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it follows that a finite difference scheme will be stable, in the sense of Lax-Richtmyer, if it can be shown
that

IBll <1

If this condition holds, the scheme is said to be stable under the appropriate matrix norm. For the rest of
this thesis the maximum norm (co-norm) will be used when we prove stability with the matrix method

of analysis.

Stability analysis under the maximum norm

An advantage of the following analysis over von Neumann stability analysis is that no assumptions
have to be made about the coefficients of the PDE. A key idea in the proof of stability using the matrix
method is that the matrices that need to be solved during the time marching procedure are required to
be M-matrices. We start the discussion by investigating the effect of the boundary conditions on the
structure of the matrices. When we use (3.18) and (3.19) as our boundary conditions we need to make

the additional assumption that

1
saph, +ay <0

$B85h, — BF <0

to ensure that we invert only M-matrices. Although these boundary conditions will give higher order
of convergence near the boundary, using (3.16) and (3.17) does not require extra assumptions about the
relevant parameters. For simplicity we assume that the boundary conditions are time-homogenous and

write them as

Qouy — o, uf =@, (3.28)

_Blu?ﬂ 1t BouﬁL = 32 (329)
where @, and j3, are strictly positive parameters and @, and /3, are non-negative real values.

Equations (3.15), (3.28) and (3.29) can be written in matrix form as
(L, — 0AtA)u* ' = (I, + (1 — 0)AtA)u"t' + b

fork=1, 2, ..., | — 1, where u* is the solution vector given by
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0
1
IEX -
1
L 0 J
and ~ _
0
a1 _ di _9a1 ar dy
R T ah 2w nz T an,
A=
Am — 1 dm — 1 Am — 1 Am — 1 dm — 1
T ah., 2T wZ T om,
0

For all matrices of this thesis blank entries are zeros. The next step is to prove that I,, — 0AtA is a
M-matrix. Since a(z) > 0 it is trivial to see that the diagonal of I,, — #AtA will always be strictly
positive. From the fact that non-positive off-diagonal elements are a necessary condition for the M-

matrix property we deduce the following inequality as a necessary condition for M-matrix property of
I, — 0AtA:

%a,
h. < sgn(d,) =" (3.30)
where
(2) 1,ifz>0
sgn(z) =
& —1, ifz < 0.

Assuming Dirichlet boundary conditions at both boundaries and that inequality (3.30) is satisfied we

can utilize theorem 3.5.1, with x = (1,...,1)7, to obtain
(Lo — 6ALA) [ < 1.
Thus
(L, — 0ALA) YT, + (1 — O)ALA)] | < [T — OALA) ||| (T + (1 — O)ALA)| |
<||(T + (1 — 0)AtA)]]..

a; d,
B 2 2n,

2a, 2a,
:miax{‘l ~ 7 (1—9)At‘ + e ,1}

a; d,
=+

e T

2a.
max{‘l — al(l —G)At‘ +

)

=1

where the second last equality follows from the assumption that (3.30) holds and the last equality is true
if
a; At 1

2 S 21-0)
From this it is possible to deduce that the §-method is only conditionally stable under the maximum
norm for all § # 1. This is a well known constraint, see Morton and Mayers [1996] and Dufty [2006]
for example. The key step in this proof of stability was the restrictive assumption that (3.30) holds. For

(3.31)

convection dominated problems, where % is very small, this restriction will be too severe. In Duffy

[2006] an exponential fitting method is introduced that can be used to overcome this restriction.
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Exponential fitting

In Duffy [2006] it is shown that the restrictive necessary condition for the M-matrix property in equation
(3.30) can be removed by substituting the coefficient of the diffusion term with the following function

~dh, . dh,

fla;,d; h,) = 3 coth 2a, (3.32)
The off-diagonal elements of the matrix A becomes
f(a, ,hdi,i, h.) n 26;; and f(ai,hcg, h.) 2021 (3.33)
Furthermore the proposed function has the property that
flai,di h,) > sgn(di)dizh”” (3.34)

for all h,, implying that the off diagonal elements will always be non-positive. Equation (3.34) follows
from the fact that coth® — 1 >0if 9 >0

f(w,y,e)—% =% (coth%—l) >0 if y>0

similarly from the fact that cothf +1 < 0if6 <0

f@y9+ L =L (coth 4 1) >0 if y<o.
X

Using the analysis in the previous section it is easy to see that the fitted scheme will be stable if the
following inequality holds

f(a;,d;, h,)At 1

W < 319 (3.35)

To prove consistency of f(z, y, €) with z we use L'Hopital’s rule
. L ye
lg%f(xa Y, E) - lg% Qtanh %
— lim 2 cosh? 25
e—0 2x

=X

Consistency (Revisited)

We have shown that by making use of exponential fitting we can obtain a scheme that has favorable
stability properties. Exponential fitting should not affect the order of convergence of our scheme. Second
order convergence of f(x,y, €) to z can be shown via a Taylor series expansion of coth(6)
1 1 1 2
thg = -+ -0— —0°+ —0°—+...
0 03" 1" Tos” 7
which implies that

_ B 1 /yeN2 1 1 /yend 1 1 ye>61
f@y, €)=z + ( ) (2) x3+945<2 e

=z +0(e) (3.36)
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To ensure convergence to the true solution we require the modification of the coefficients to maintain
the consistency of the original scheme. The truncation error for the modified scheme is given by

zfztv(x” 7o) = Afv(w;, 1) — 0(f(a(;),d(x:), ho ) AZv(2:, T 1) + d(2,) Ao (T,, Ti 41))

t

— (1 =0)(fla(z:), d(@:), ho ) ALv (@, ) + d(@:) Ago(z:, 72))
With similar analysis to section 3.4 we obtain

~ Ov 0% Ov
Eitotonn) = (Gotenns ) = o) dlo) i) g b wam s ) = o) ghioam. )
v 0%
= (ot ). 1) g ) + o) 5

5720 (Z‘“Tk+1)> (260 — 1) 5 At
+ O(At?) + O(h?)

ov 0%v ov
= ((%’(Ii,rw 1) - a(xi)@(x,ﬂ'“ 1) - d(xi)%(z“7k+ %)>
P v 1
— <a(Ii)aT26.’IJ (Ii77k+ 1) + d(xl)aTagL‘ ($i77k+ 1)> (29 - 1)§At
+ O(At?) + O(h?)

S a(x)ﬂ(x )—i—d(m)ﬂ(x )) (20 — 1)1AE + O(AL%) + O(h2)
= D or2on is Tk 41 ) rox is Th+1 3 =

where we obtained the second equality by substituting (3.36). Again it is clear that zﬁjv(x, 7,) — 0 as
h.,At — 0 for all § € [0, 1], we can conclude that the modified #-method is consistent. Second order

convergence can be obtained by letting § = 1.

3.6 Convergence

A finite difference scheme is said to be convergent under the relevant norm if
[[uk —v*]| =0 as At—0

for every u for which the problem is well posed in the norm. The vector v* contains the exact solutions
of the original problem evaluated at time steps t = kAt, for k = 0, 1, ..., I. The following theorem
relates convergence, consistency and stability

Theorem 3.6.1. (The Lax equivalence theorem) A consistent two-level scheme of the form
u**!'=Bu“*+b (3.37)

where b is a vector containing the boundary information, for a well-posed linear initial value problem is convergent
if and only if it is stable.

Proof. Let vF = (v(21,7.), -, 0(Zm _ 1,7 —1))T be the exact solution to the continuous operator. From
definition 3.4.2 it follows that

vl = BvF + b+ wh (3.38)
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where w* is the truncation error at time k. By subtracting (3.37) from (3.38) we obtain

Vk+1 o uk+1 _ B(vk o ulc) + Wk

:BZ(kaliuk71)+BWk71 +Wk

Assuming that v? — u® = 0 we obtain
k
VR —u < Y B wE |
i=0
If the scheme is stable it follows that ||B|| < 1 from which it follows that
k .
||vk+1 _ uk'HH < Z ||Wk—zH
=0

thus if the truncation error tends to zero, i.e. the scheme is consistent, then the scheme will be con-
vergent. The proof of the necessary condition uses the principle of uniform boundedness in functional
analysis and is outside of the scope of this project, see Morton and Mayers [1996] and references therein

for a more complete proof. O

We conclude that the exponentially fitted §-method is convergent under the maximum norm if

fla;,d;, h,)At - 1
h? 2(1—0)

holds foralli =1, 2, ..., m— 1.

3.7 A convection equation

In this section we will consider finite difference methods to solve the one dimensional convection equa-
tion

ou ou

— =d(z)— 3.39

or () oz (3:39)
on the domain (z,7) € Q = [, Tma] X RT. The initial condition is given by

u(z,0) = U(x). (3.40)

Since this is a first order equation we only need to pose one boundary condition, either at z = z,,, or
T = Ty The sign of d(z) determines the direction of information flow which in turn determines the
position of the boundary condition. If d(z) < 0 then information goes from = = z,,, to ¢ = z,,, and if

d(x) > 0 information flows in the opposite direction. To see this, note that the analytical solution of

ou ou
or ~on
u(z,0) = ¥(z)
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on the domain (z,7) € R x R" is given by
u(z,7) = V(x +dr)

where we assumed that d is constant. If d(z) < 0 the well defined problem is given by (3.39), (3.40) and
the boundary condition by

U( Ly T) = ()

if d(z) > 0 the boundary condition becomes

3.7.1 0-method
The #-method for the one dimensional convection equation is given by,
Afuf =0d,Aul + (1 —0)d, A ul (3.41)

fori=1,2,...,m—land k=0, 1, ..., I — 1, where a;, = a(z,), d;, = d(z;) and 0 € [0, 1]. If we insist

on central second order approximation for the spacial derivative we obtain

Ao@;Ous P l4ul Tt — A dQut ]

P41
= _)\mdz(l - 9)“57 T ’U,j + )‘zdz(l - e)ulj+ 1 (342)
fori =1,2,...,m—1land k =0,1, ..., —1, where \, = QAT’;. Depending on the sign of d(z) the

discrete form of the boundary condition is given by
up=a or wuf =pg"

fork=0,1, ..., [

3.7.2 Consistency
The truncation error of the -method can then be written as

t

— (1 =0)d(z,)Av(z;, 1)

Ly'v(z,, ) = Afv(x,, 7)) — 0d(z,) Av(z:, T s 1) (3.43)

By simply letting a(z) = 0 in section 3.4 it easy to see that

93v

Law(x,, 1) = —d(z:)(20 — 1)%Atm(% Tos1) + O(AE?) + O(h?)

Thus the f-method is consistent in general and second order when 6 = 1.
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3.7.3 Stability
von Neumann stability analysis

Assuming constant coefficient and periodic initial data we can make use of von Neumann stability

analysis by substituting (3.25) in (3.41) to obtain

o 1+I(1- G)d% sin(ah,)
1- Iﬂd%5 sin(ah,)

From which it follows that

1+ {(1 — 0)adt sin(ahz)} ’

|7|2 = 5
1+ [Qd% sin(ahz)]

which will be less or equal than one if 6 > 3.

Maximum norm analysis

Similarly as in section 3.5.2 the #-method for the one dimensional convection equation can be written in

matrix form as

(I, — OAtA)w* + ' = (I, + (1 — O)AtA)u** ' +b

fork=1, 2, ..., [ — 1, where the matrices L, I, and A are respectively given by,
F i
1
I, =
1
L 1 m
- o -
1
I, =
1
L 0
and i i
0
o 2% 0 2%;)1,
A — .
- dgh; - 0 dgh; :
0

From this it is clear that I, — 6AtA will only be an M-matrix when 6§ = 0, which implies that a simple

stability proof under the maximum norm, as done in section 3.5.2, is not possible. To obtain stability
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under the maximum norm we must make use of a well known first order finite difference method called

upwinding.

3.7.4 60-method for an upwind scheme

An upwind scheme uses backward difference approximations for the spacial derivative if d(x) is neg-
ative and forward difference approximations if d(z) is positive. For the case when d(z) is positive the

#-method becomes
Aful = 0d,ATuf T 4+ (1 = 0)d, AT uf (3.44)
which can be rewritten as

(20d,\, + )ut*t — 20d N s+t = (—2(1 — O)d A, + Dus+* + 2(1 — O)d, Nt !

i+ 1 i1

fori =1,2,...,m—1land k = 0, 1, ..., [ — 1. Similarly for the case when d(z) is negative the 6-

method is given by
Aful =0d,AZuf '+ (1 —0)d, A u? (3.45)
which can be rewritten as

20d A uf 4+ (1 —=20d, M, )ur v = =2(1 = O)d, A ur T+ (2(1 — O)d A, + Duf ™t

i i

fori=1,2,...,m—landk=0,1, ..., 01— 1.

3.7.5 Consistency

The truncation error of the #-method for the case when d(x) is positive can be written as

Lytv(z,, ) = Afv(x;, 7)) — 0d(2) ATv(z, 7o 1) (3.46)
— (1 =0)d(z;,)AYv(x,, 1)

To compute the truncation error of the #-method applied to the one dimensional convection equation
we consider Taylor expansions about (z;, 7, , ). Rearranging (3.5) and applying the equation to both
time levels 7, and 7 , , yields

Av(e, ) = 22 (e, m) + O(h.)
ov
Afv(z, 7 41) = %(xl, Tr+1) + O(h,).

Expanding the terms on the right about (z;, 7, , ;) yields

v 9%v , 0%
Ato(z,, 1) = <ax(xi,7'k+ 1) = %Atatax (Tis s g) + 1(3A¢) D2 (TisThs g) + - ) + O(h,)
v v 5 0%
sz(xi,7k+l) = (m(xi,Tk+ %) -+ %Atm(l’i,TkJr %) -+ %(%At) W(xi,'l—k+ %) +.. ) + O(hz)
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By substituting the equations above in (3.46) we obtain

ov Bu
Lf:v(xiaTk): (xia’rk+ 1)+ Atz (xiaTkJr%)"‘u.

aor or3
—d(z,) B::(xi,ml) (20— 1)1At 8326 (xl.,m%)+§(§At)2%(%m%)+...
+0(h,)
— (Goteam ) —d@) S wan, )
—d(z,)(20 — 1) 3 At afja (2, T 1) + O(AL?) + O(h.,)
= —d(z,)(20 — 1)1 At 8828 (2., 70+ 1) + O(AE?) + O(h,) (3.47)

where we used the fact that v is a solution of (3.11). From (3.47) it is clear that L;'v(z;,7.) — 0 as
h., At — 0 for all 6 € [0, 1], hence we conclude that the §-method is consistent. Note that this scheme is
first order accurate independent of the choice of §. A similar proof for consistency can by given for the
case when d(z) < 0.

3.7.6 Stability

In this subsection we will find conditions under which the upwind ¢-method is stable.

von Neumann stability analysis

Again assuming constant coefficients we can apply von Neumann analysis to find necessary conditions
for stability. Substitute (3.25) in (3.9) and (3.10) to obtain

1
Aju’: — - ,ykeIBzILJ[( IBhy 1)

x

1
A~ f _ h ’ykelﬁlh (1 _elﬁhw)

Substituting into (3.44) and (3.45) respectively yields
14201 = 0)d A, (eTPhe — 1)
1 —20d,), (elPhe — 1)
1 —=2(1—0)d A\, (e — 1)
 1420d ), (elPhs — 1)

For the case when d(z) > 0 we have
. [1+2(1=0)d.\,(cos(Bh,) — 1)]? + [2(1 — )d, )\, sin(Bh.)]?
= [1 —26d, X, (cos(Bh,) — 1)]2 + [20d, X, sin(Bh., )]
From the fact that cos(§) — 1 < 0 it is easy to see that |y[* < 1if § > 1. Hence we can deduce that the
scheme is von Neumann stable for 0 > % Similarly when d(z) < 0 we have
[1—2(1 = 0)d.\. (1 — cos(Bh.))]? + [2(1 — 0)d, A, sin(Bh,))?
[1 4 20d, X\, (1 — cos(Bh,))]? + [20d,; X, sin(Bh,)]?
Following the same arguments we will be able to deduce that the #-method is von Neumann stable
when 6 > 3

* =
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Maximum norm analysis

The following proof for stability under the maximum norm will have the same general structure as the
previous proofs given for stability under the maximum norm. The #-method for the upwind scheme can

be written in matrix form as

(L — OALA) 1 = (I + (1 - O)ALA)u* " + b

fork=1, 2, ..., | — 1. The matrix A is given by,
F o -
_d d
he  hy
A= :
dm -1 dm —1
oy e
0

when d(z) > 0 and by

= <
G

for the case when d(z) < 0. From this it is clear that I,, — §AtA is an M-matrix, hence we can apply
definition 3.5.1 with x = (1,...,1)T to deduce that

[|(I,, — 9A1€A)’1||oo <1
Thus

(T — OALA) ™ (L + (1 = O)ALA) | < [|(Tn — OALA) | [T + (1 — 0)ALA) ||
< [|(Tw + (1 = 0)ALA)|

i

=1

where the last equality is true if and only if

sgn(d,)d; At < 1

- <15 (3.48)

x

From this it is clear that the upwind #-method is stable under the maximum norm when (3.48) holds.
From (3.48) we see that unconditional stability only occurs when we set # = 1. Also note that when
6 = 1 the scheme will only be of first order, the following sub section gives some fundamental results on
this.
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Convergence results

Definition 3.7.1. (FDM of positive type, Duffy [2006]) A finite difference scheme of the form
u**'=Bu"+b (3.49)
is said to be of positive type if the matrix B is non-negative.

The following theorem states that finite difference approximations of positive type that approximates

(3.39) have a maximum order of convergence of one, see Duffy [2006],

Theorem 3.7.1. (Order of convergence for convection approximations, Duffy [2006]) If the scheme (3.49) is

consistent with (3.39) and is of positive type, then it is of order 1 or co.

This theorem shows us that we will not be able to find schemes that are both stable under the maximum

norm and with an higher order of convergence than the one we have obtained.

3.7.7 Convergence

Similarly as in section 3.6 we simply use the Lax equivalence theorem to deduce that the §-method is

convergent when it is stable?.

2Since it is unconditionally consistent we only need stability to ensure convergence.
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Chapter 4

Alternative Approaches for the One
Dimensional FDM

In this chapter we introduce an alternative approach for the finite difference method by making use
of parabolic equations in one space variable. Most of the results of this chapter, excluding section 4.4,
are based on [Smith, 1985, Chapter 3]. In Smith [1985] only numerical methods that approximate the
solution of the simple one dimensional heat equation are considered. We will attempt to obtain accurate

approximations for the solution, u : Q@ — R, of the following convection diffusion equation

ou 0%u ou
— =a— +

or 0r2 ' oz

on the domain (z,7) € Q where a > 0 and d are a constants and Q = [Z i, Zna] X RT. For the problem to

(4.1)

be well posed it must satisfy an initial condition u(z,0) = ¥(z) and Dirichlet boundary conditions

U( T, T) = and U( T, T) = S

4.1 Reduction to a system of ordinary differential equations
To obtain a system of ODEs we only discretisize € in the spatial direction and keep the time axis contin-
uous. Consider the following partition of %, T
Toin = To < T < oo < Tppp = Trnaxe
Truncate the domain 2 such that (z,7) € Q = [Zpn, Tua X [0, T]. The semi-discrete mesh is then given by
Q={(z,,7)i=0,1, ..., m,7 €[0,T]}

By making use of the second order approximations derived in section 3.1 we can rewrite (4.1) in semi-

discrete form as

du(z,,7) [ a d\ 2a a d ,
dulaaT) _ (h _ zh) (i 1om) = S, T) + (h2 + 2h> Wz, o1, 7) + O(R?) 4.2)
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Let the approximations on the lines of Q be denoted by u,(1) = u(z,, 7). Incorporating the boundary

conditions allows us to approximate (4.2) by

7_

o
a 2a a d )
<h2h> 7_1(7—)hQUi(T)+<h2+2h>Ui+l(T)’ for i=1,2,...,m—1

um)

Which can be written in matrix form as

dl;S_T) =Au(t)+b (4.3)
where u = (u,(7),...,u,, _,(7))" and the boundary vector, b, is given by

a d a d r
b= <<h,2_2h>a’0”0’<h2+2h)ﬂ) .

The time homogenous matrix, A, is defined as follows

- _oa o .
h3 h3
a _ d a d
hii 2h 2 h2 + 2h
A= :
a _ _d _94a a
h2 2h 4 h2 h2 2h
a _ _d _9a
L h2 2h, h? |

4.1.1 The solution of =~ d“ =Au(7)+b

The exponential of a real valued square matrix Q € R™*" is defined as

c(@= > % 2
k=0
where Q° = I and I the identity matrix!. By making use of (4.4) it is easy to see that
Qe Q=T=e (4.5)
From equation (4.5) it follows that
e Q= (YL

It is well known that the solution of

dq;S_T) = Au(r) +b

where A and b are constants, together with the initial condition «(0) = ¥, is given by

b b
—— e U+ — .
A A
Let M be a real number such that |Q;, ;| < M for all i and j. Note that [(Q*);, ;| < n*M, . , where (Q*);, ; denotes the

koask 4+ 1 .
ith row and jth column of QF. From that fact that 3 ;°_ & %! converges it follows that exp(Q) converges to a real valued

u(r) =

n X n matrix, see McLeman [2006].
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This can be used as a motivation for the proposition of
u(t)=-A"'b+¢e™ (¥ + A 'b) (4.6)

as a solution of (4.3). This equation clearly satisfies the initial condition u(0) = ¥. By differentiation we
obtain

du(T)

=A™ (¥ +A'b
dr e (T + )

=Au(7)+b

which shows that equation (4.6) is the solution of (4.3). The last equation follows directly from (4.6).

4.2 Alternative derivation of classical one dimensional finite differ-

ence schemes

From the previous section it follows that an approximate solution of (4.1) together with the initial and

boundary conditions is given by (4.6). Consider the following partition of [0, T']
O=7r<mn<...<1,=T

where 7, = kAt and At = % If the solution at time 7 is known then the solution at time 7 + At can be
obtained with

u(r 4+ At) = —A " 'b + e2Ae™ (B 4 A'b)
= —A b+ 2 (u(r) + A'b) 4.7)

AtAtA _ (t+AT)

where we made use of the fact that e A, From the definition of the exponential of a

matrix it follows that
e =T+ AtA + LAPA? + JAPA’ + .

Since we cannot afford to add an infinite amount of matrices we need to find an approximation of e2*4

in order to implement this scheme. The higher the order of approximation the more accurate, in time,
the scheme will be. A trivial approximation is given by e2*A ~ I + AtA, with an error term of O(A¢?).

The finite difference scheme becomes

w = —A"'b+ (I+AtA) (u* + A 'b)
— (I+ AtA)u* + Atb

AtA

which is the fully explicit scheme discussed in chapter 3. Different approximations of e will give

rise to different finite difference schemes, in particular fully implicit and the Crank-Nicolson scheme. To

derive these schemes we make use of Padé’s rational functions that approximate e~*A.
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4.2.1 The Padé approximations of ¢/, ) € R

It is possible to approximate €’ by

0 S pib S+T+1 S+T+2
€ :7'57702-+CS+T+19 +0(# )

Zi =0 (Le

where ¢s , 1+, 1, p; and ¢, are constants for all 7, see [Smith, 1985, Chapter 3]. The rational function

S0 P(0)
Zf: 0 q,0 Qs(a)

is called the (S, T) Padé approximation of ¢/ and is of O(S + T'). As an example consider S =T = 1

Rs +(0) =

0 _ 1+p10

= 63 64). 4.
e 1+q10—|—63 + 0(0%) (4.8)

The unknown constants p,, ¢, and ¢, can be obtained by making use of the Taylor expansion of ¢’
e =1+0+ 367+ L6° +0(0*). (4.9)
Substituting (4.8) in (4.9) and rearranging results in
(1+q0)(1+0+ 160>+ L0°+0(0%) =1+ p,0 + (1 + ¢.0)(c,0° + O(6%)).
Group the terms to obtain
(14 ¢ =p)f+ (5 +¢)0° + (5 + 56 — )8 +0(6") = 0.

It is easy to see that this is uniquely satisfied, with an error term of O(6%), by

<l

¢ =-3 and ¢ =—

)

N[ =

P, =
Thus the (1, 1) Padé approximation of ¢’ is given by

1+ 10
ef — 2

—i; — 10"+ 00",
2

The major Padé approximations are given by,

(S,T)| Rs. r(9) | Principal error term
(0,1) | 1+86 30
L0 1 -3¢
1+56 .
(171) 1729 _%03

4.2.2 Classical FDMs via Padé approximations

We have already shown how the (0,1) Padé approximation leads to the fully explicit scheme in the
introduction of this section. By approximating e2*A in equation (4.7) with the (1,0) Padé approximation
we obtain
u = —Ab+ (I- AtA) ' (u* + A 'b)
= (I-AtA)u* "' =u" + Atb
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which is the fully implicit method discussed in chapter 3.
We can obtain the Crank-Nicolson scheme by making use of the (1, 1) Padé approximation

wttt = —A7'b+ (I— JAtA) (I + LAtA) (u* + A~'b)
= (I— AtA)U ' = (14 LAtA)u* + Atb.

4.3 A -stability, L,-stability and the symbol of the method

To determine the stability of the finite difference scheme we investigate the propagation of a perturbation
made on the initial data from ¥ to ¥ at time 7,. Let the perturbed vector be given by u(7). Define the

error vector by e(7). At time 7 + At we have

e(T + At) :=u(r + At) —u(r + At)

= eAlhe(r).

where the last equation follows from (4.7). Let eAtA be approximated with the (S, T") Padé approxima-
tion. If the perturbation vector is known at time 7,, we can obtain the approximation of the perturbation

vector at time 7, , ; as follows
e" ' = Ry r(AtA)e"
which can be written in terms of the initial data as
e" ! = [Rs r(AtA)]"e’. (4.10)
We state the following useful lemma without proof,

Lemma 1. (Hulley and Lotter [2004]) The eigenvalues of an tri-diagonal m x m matrix

where a, b and c may be real or complex, are given by

)\S:a+2\/%cos(m>, for s=1,2,...,m
m-+1

The eigenvector, v, is given by

. (E)é p ST c . 2sm (E>% . msm T
v, = b sin ) ,bsm me1) 0\ sin p——

fors=1,2,..., m.
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Using lemma 1 it follows that the eigenvalues of the (m — 1) x (m — 1) matrix A are given by

2a a d a d sT
_ o (& a, ¢ 5T 411
A=t \/(h 2h> (hf; * 2hw) Cos(m) (11)

fors =1, 2, ..., m—1, and are distinct. Proofs of the following theorems can be found in Kreyszig
[1999]

Theorem 4.3.1. (Kreyszig [1999]) Let A,, Ay, ..., A, be distinct eigenvalues of a m x m matrix. Then the
corresponding eigenvectors are linearly independent.

Theorem 4.3.2. (Kreyszig [1999]) If an m x m matrix A has m distinct eigenvalues, then A has a basis of

eigenvectors for C™ (or R™).

From these theorems it follows that the initial error vector, €° = . W, can be written as an linear
combination of eigenvectors

m — 1

= g CS vS

s=1
where ¢, are constants and v, are the eigenvectors of A for s = 1, 2, ..., m — 1. Substituting this into
(4.10) results in

m — 1

e ' = [Rs +(AtA)* ) eV,

s =1

m — 1

=) c[Rs o(AtA)]'Y,

m — 1

—Z ARs n(AEA)]*v

where the last equation follows from the fact that Av, = A,v, and that f(A)v, = f(\.)v., where the
function f is a rational function. From this equation it is clear that the perturbation will diminish if and
only if |Rs +(AtA,)| < 1 when k — oo. In Gourlay and Morris [1980] and Smith [1985] R (—z), where
z = —At),, is defined to be the symbol of the method.

Definition 4.3.1. (A,-stable, [Smith, 1985, Chapter 3]) If the eigenvalues of A are within the wedge defined by
T4+ a <arg\, < m—a, a € (0,7), then the method is A, -stable when, within this wedge, |Rs +(AtA,)| < 1
foralls=1,2, ..., m—1, At >0and h, > 0.

When all the eigenvalues of the matrix are real and |Rs +(AtA,)| < 1foralls=1,2, ..., m—1,At >0
and h, > 0, then the scheme is A,-stable. For a scheme that is A,-stable it is possible that Rs (AtA,)

is close to —1 for particular s, say 5. If ¢; is large then the numerical solution may oscillate finitely as &
increases. These oscillations can be avoided by ensuring that the scheme is L,-stable, see Gourlay and
Morris [1980], Smith [1985] and Khaliq and Twizell [1986].
Definition 4.3.2. (L,-stable, [Smith, 1985, Chapter 3]) A finite difference scheme is L-stable when
m>ax|RS,T(—z)\ <1 and lim Rg,(—2)=0
z >0

z — oo

where z = —AtA, € R*\{0}.
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A similar definition of L,-stability is given in Cash [1984],

Definition 4.3.3. (L,-stable, Cash [1984]) Suppose a numerical integration method is applied to (4.3) gives a

numerical approximation of the form
u* "' =—A"b+ R(AtA) (u* +A~'b)
where R is a rational function of AtA. Suppose further
Izn>a>0<|Rs)T(—z)\ <1 and zlimx Rsr(—2)=0
where z = —At\, € RT\{0}. T};en the numerical method is said to be L,-stable.
Unwanted oscillations are damped much faster by a L,-stable scheme than an A,-stable scheme damps

oscillations, hence L,-stability is preferred to A,-stability. These definitions are based on a definition of
A-stability posed in Dahlquist [1963]

Definition 4.3.4. (L,-stable, Bui [1979]) A method to solve the following system of ODEs

ou
E = (11),
u(0) =w

where f : R™ — R", is called A-stable in the sense of Dahlquist if and only if |[u* **| = c|u”| when the method
is applied with any positive step size At to the test function

du

=

dr u,
where X is a complex constant with negative real part and ¢ < 1 is a real constant.

Definition 4.3.5. (L-stable, Bui [1979]) A method is called L-stable if it is A-stable and ¢ — 0 as AAt — —oo.

By applying the numerical method, described in the previous sections, to (4.3) we can use the definitions
above to deduce that the scheme will be A-stable if |Rs +(AtA)| < 1, where Re(\) < 0 and, L-stable if it
is A-stable and AAt — —o0

4.3.1 Stability analysis of classical schemes

In this section we are going to consider the stability of the fully implicit and the Crank-Nicolson scheme

applied to the convection diffusion equation (4.1) and the simple Heat equation.

Heat equation

The heat equation can be obtained by letting d = 0 in (4.1). The semi-discrete form of the heat equation

is given by (4.7), where
_—Zh% % -
A=
A A
I CEE
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Thus when d = 0 the eigenvalues of A are given by

4
A, = ——sin® (ﬂ) for s=1,2, ..., m—1
2m

and are real, negative and non-zero. Alternatively the sign of the eigenvalues of A can also by obtained
by making use of the following theorem,

Theorem 4.3.3. (Gerschgorin’s circle theorem, Kreyszig [1999]) Let X be an eigenvalue of an arbitrary n x n

matrix A = (a,, ;). Then for some integer i,i =1, 2, ..., n, we have
n
ai,i_>\|§ E Qi j
j=1
JF#i

Using Gerschgorin’s theorem and the fact that a > 0 it follows that

4a
—ES)\SO

for any eigenvalue, A, of A. From the Padé approximations we see that the symbols of the fully implicit
and the Crank-Nicolson schemes are respectively given by
1 1-3z

:1+z and R, ,(—2) 2

R, o(—2) =171
2

It is easy to see that |R, ,(—z)| < 1 which implies that the fully implicit scheme is unconditionally
A,-stable. From the fact that

1
szoo 1,0( Z) szool+Z

it follows that the fully implicit scheme is L,-stable. The A,-stability of the Crank-Nicolson scheme
follows trivially from the fact that |R, ,(—z)| < 1. Note

1-1z
lim R, ;(—z) = lim 2- —
z — o© 1,1( ) zaocl—'—%zj

hence the Crank-Nicolson scheme is not L,-stable and oscillations might occur. At points of discontinu-

ity in the initial data these oscillations will be pronounced, see Smith [1985].

Convection diffusion equation

If we can show that the eigenvalues of A (d # 0) are real, negative and non-zero then we can apply the

analysis of the previous section to deduce the following table,

A,-stable L,-stable
Fully implicit | Unconditionally | Unconditionally

Crank-Nicolson | Unconditionally Unstable
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The eigenvalues of A are given by equation (4.11) and may be complex?. To keep the terms under the

square root positive, and the eigenvalues real, we can implement exponential fitting. The eigenvalues

become
e tgh) o [T L 80, D2
- i) (TR DY TR 1) o ()
-t [P ()
gt (B ) ()

<0

fors =1, 2, ..., m — 1, where the function f is given by (3.32). The last inequality follows from the fact
thatd # 0 and f(a,d, h,) > 0. The negativity of the eigenvalues of A can also be shown by making use
of Gerschgorin’s theorem 4.3.3. For any eigenvalue of A it follows that

2f(a”d’ hﬂ?) f(a7d7 h‘r) d f(a7d7 h’:r) d
< — — LN 00 2T
As h2 * ‘ h2 on. | * h2 T on,
\ s _2f(a,d,h.) | fla,dh,)  d | |fla,dh,) | d
- h2 h2 2h, h2 2h, |

From a property of the fitting function (3.34) it follows that

Afladh) _
R o0

4.4 Extrapolation methods

In this section we will consider extrapolation methods to increase the accuracy in time of the classical
finite difference methods. Consider the L,-stable (1,0) Padé approximation (exponentially fitted fully
implicit method) of (4.7)

u' = —Ab+ (I- AtA)"H (u* + A 'b)

which can be used to obtain the unknown approximation at time 7,  , if the solution at time 7, is known?.
In Gourlay and Morris [1980] second, third and fourth order accurate methods for the simple heat equa-
tion with homogenous Dirichlet boundary conditions are derived. We will discuss these methods for
the more general case when a convection term is present and non-zero Dirichlet boundary conditions

are posed.

2Since the terms under the square root may be negative.
3We make use of exponential fitting, as done in section 4.3.1, to ensure the the eigenvalues of A are real and non-positive.
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44.1 Second order extrapolation scheme

Say the solution at time 7, is known, then there are two different ways of obtaining the solution at time

Ty + 2. We can simply set the time increment to 2A¢

ul,[?=—-A"b+(I-2AtA)"" (u" +A'b)

or make two time steps, with the time increment equal to At
u,f?=—-A"b+ (I-AtA) " (u* "'+ A'b)
=-A"'b+ (I-AtA)"?(u* + A™'b).

By making use of the following Binomial expansions

lI+z)y'=1l—-zaz4+2>—-2"+z" —2°+—... (4.12)
(14+2)?*=1—-20+32>— 42> + 52" —62° + — ... (4.13)

we obtain
u 7’ =—-A"b+ (I+2AtA +4At7A%) (u* + A7'b) + O(AF’) (4.14)
u;, *=—A"'b+ (I+2AtA +3A1°A%) (u* + A7'b) + O(A??). (4.15)

From the definition of the exponential of an matrix we see that
A — T4 2AtA + 2A12A% + O(AP).
Hence the approximation to the true solution, with the correct higher order terms, at time 7, . , is given
by
ut?=—A"b+ e (u' + A7'b)
=—A"'b+ (I+2AtA +2AA% + SAA* +..) (u* + A7'b).

From this it is clear that neither (4.14) nor (4.15) approximates the second order term correctly. With the

following linear combination

kE+1 k+2 k+2
uttt = 2ugy —ug

we obtain a method that is second order accurate in time. The algorithm for this second order accurate

extrapolated scheme is given by

(I—2AtA)US? = u* + 2Ath

(I-AtA)u" ' =u* + Atb
(I-AtA)up,; > =u"""' + Atb
and
B S uz-i;— 2 (4.16)

(2)

This scheme is also called the Lawson-Morris scheme, see Lawson and Morris [1978] and Gourlay and
Morris [1980].
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S, o(2) = (1422-2)/(1+4°2+57%+22°)
12 . T T T T

1 2 3 4 5 6 7 8 9 10

Figure 4.1: The symbol of the Lawson-Morris scheme, St (—z).

Stability of the Lawson-Morris scheme

The extrapolation step, (4.16), can be written as

u**?=—A""b+ SV (AtA) (u* + A™'b)
where

SM(AtA) = 2(I— AtA)™? — (I - 2AtA).

This shows that the symbol of the Lawson-Morris scheme is given by

2 1
(1422 1422

SEMO (—=2) =
It is easy to see that

lim S™(—z) =0

z — oo

Figure 4.1 shows that max_ . , [S,(—=2)| < 1 and that the symbol attains small negative values for

z > 1+ /2. We conclude that the Lawson-Morris scheme is L,-stable. The negative numbers might

introduce some oscillations but the effect will not be too severe since these numbers will be very small

in absolute value.

4.4.2 Third order extrapolation scheme

In the previous section we showed that a second order L,-stable scheme can be obtained by extrapolating

over two time steps. Similarly we can obtain third and fourth order schemes by extrapolating over three

and four time steps respectively, see Gourlay and Morris [1980]. If the solution at time 7, is known,
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then there are three different ways of obtaining the solution at time 7, , ;. We can simply take the time

increment to be 3At

uwh it = —A b+ (I-3AtA) " (u* + A~'b),

march one time step with a time increment of At followed by a time step with the step size equal to 2A¢

ul, *=-A"b+(I-2AtA) " (u* "' + A'b)
= —-A"'b+ (I-2AtA) 1T - AtA)™! (u" + A~ 'b)

or by making three time steps with an increment size of At

ul, *=-A"b+(I-AtA)?(u" +A'b).

By making use of the binomial expansions in (4.12), (4.13) and the following

(1+2)°=1-3z+62> —102° + 152" — 212" + — ...

we obtain
u = —A7b+ (I+3AtA +9AHA? + 27TAt°A’) (u* + A™'b) + O(At")
ui, = —A7'b+ (I+2AtA +4A1°A” + 8AEAY)
(T4 AtA + APA? + APA®) (u* + A'b) + O(AtY)
= —A"'b+ (I+3AtA + TAA? + 15AA?) (u* + A~'b) + O(At?)
and

u,m?=—A7"b+ (I+3AtA + 6APA% + 10A°A®) (u* + A7'b) + O(AtY).

(3)

From the definition of the exponential of an matrix we see that

A — T4 3ALA + ALPA® + 2ALPA® + O(AHY).

4.17)

(4.18)

(4.19)

(4.20)

4.21)

Hence the approximation of the solution, with the correct higher order terms, at time 7, , 5 is given by

wri=—A"'b+ eSAtA (uk + A—lb)
= —A"'b+ (I+3AtA + JALPA> + SALPA® +..) (u* + A'b).

(4.22)

From this it is clear that neither (4.19), (4.20) nor (4.21) approximates the second or third order terms
correctly. A linear combination of (4.19), (4.20) and (4.21) will match the terms of (4.22) up to O(At?)

W = gl
where 7,, 1, and 7, satisfies the following equations

h+n+n =1
9y + o +6m = 5
270, + 15n, + 10n, = 2.
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This system of equations has the unique solution
m=1 mn=-2 and n =132
The algorithm for this third order accurate extrapolated scheme is given by

(I-3AtA)u;,° =u" +3Atb

(I-AtA)u**' =u"+ Atb

(I— 2AtA)uSH* = u* ' + 2Ath

(I-AtA)u**' =u"+ Atb
(I— AtA)u*+2 = u**+' + Atb
(I-AtA)ug,;® =u""* + Atb

and
wtE = ukts Qu?;?’ + %U?S;FS. (4.23)
In Gourlay and Morris [1980] exactly the same results are obtained. In the section that follows we will

investigate stability by making use of the symbol of the method as done in Gourlay and Morris [1980].

Stability of the third order Gourlay-Morris scheme

We can rewrite the extrapolation step, (4.23), as
u"t?=—A"'b + STT(AtA) (u" + A'b)
where
SME(ALA) = (I—3AtA)™F — 3(I - 2AtA) H(I— AtA) 1 + 3(I - AtA) 2.

This shows that the symbol of the third order Gourlay-Morris scheme is given by

1 9 9
T 143z 2(1+22)(1+2) + 2t(1 + 2)?

51 (=2)
It is easy to see that

lim SP5(—2) =0.

z — oo

Figure 4.2 shows that max. >, |S{"'(—2)| < 1 and that the symbol is positive. We can conclude that the

1,0

third order Gourlay-Morris scheme is L,-stable.
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ng“(—z) = (2+1OZ+9ZZ—1323+414)/(2+162+4822+6813+4624+1225)
1 T T T T T T T

Figure 4.2: The symbol of the third order Gourlay-Morris scheme, S{*¢(—z).

4.4.3 Fourth order extrapolation scheme

If the solution at time 7, is known, then there are five different ways of obtaining the solution at time

Tk +4

utit=—A b+ (I-4AtA) ! (u* + A 'b)
ul, *=-A"'b+ (I-3AtA)""(I- AtA)"" (u* + A 'b)
wtt = —A b+ (I—2AtA) % (u* + A 'b)
wht = —A b+ (T— 2AtA)~1(T— AtA)~2 (u* + A~'b)
u, ' =-A"b+ (I— AtA)™ (u* + A 'b).

By making use of the binomial expansions in (4.12), (4.13) and the following expansion

(I1+2)*=1-4z+ 102> — 202° 4+ 352* — 562° + — . .. (4.24)
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we obtain

u;, = —A7b+ (I+4AtA + 16A1°A” + 64A1° A + 256 At" A" + 1024At°A°) (u* + A™'b)
+ O(At°) (4.25)
ul,i ' = —A7'b + (I4 3AtA + 9AFPA® + 2TA°A® + 81AL' A" + 243A1°A°)
I+ AtA + APA% + APA® + AP'A* + AP A®) (" + A~'b) + O(At°)
=—A7'b+ (I+4AtA + 13AA* + 40A°A® + 121AE*A* + 364A¢°A°) (u* + A~ 'b)

+ O(At°) (4.26)
u, ' = —A7'b 4 (I +4AtA + 12A17A% + 32A1°A° + 80At*A* + 192At°A%) (u* + A™'b)
+ O(At®) (4.27)

ui it =—-A7b + (I+ 2AtA + 4A17 A% +- 8AL° A’ + 16At" A" + 32A1°A”)
(T4 2AtA + 3APA® + 4APA® + AL A" + 6A°A°) (u* + A7'b) + O(At°)
= —A b+ (I +4AtA + 11A2A? + 26At°A® + 57TAt*A* + 120A°A°) (u* + A~'b)

+ O(At) (4.28)
and
ui ' =—A"b+ (I +4AtA + 10A1*A® + 20At*A® + 35At*A* + 56At°A°) (u* + A™'b)
+ O(At°). (4.29)

By making use of the definition, of the exponential of a matrix we obtain
A = T+ AAtA + 8AEA? + ZAPA® + ZAA* + AL A® + O(AL°).
Hence the approximation of the solution, with the correct higher order terms, at time 7, . , is given by

k+4

u” — _A—lb + e4AtA (uk + A—lb)
= —A7'b+ (I+4AtA + 8APA” + ZALA® + AP A + ZEAPA® +..) (u* + A7'b). (4.30)

We want to find a linear combination of (4.25), (4.26), (4.27), (4.28) and (4.29) which matches the terms of
equation (4.30) up to O(At*)

k+4 k+ 4 k+4

k+4 k44 k44
=ThUgy TR0y sl Uy 15U

u
where n,, 1,, 5, 7, and 7, satisfies the following equations

MmN +ns+n+n =1

167, + 130, + 12n; + 119, + 10n; =8
64n, + 40n, + 321, + 26n, + 20n; = %
2561, + 1217, + 80n, + 57n, + 35n, = 22

Since this is a system of four equations in five unknowns it has an infinite amount of solutions. In

Gourlay and Morris [1980] they propose the following solutions
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(2| s | T | 7
GM4.1|-7| 2| 0 |-
GM4.2|—5 | 8| -6 | 42
GM43| | 0|-10] 16 |-
GM44|-1| 8| -4 0 | &

The algorithm for these fourth order accurate extrapolated schemes are given by

(I -4AtA)u;,* =u" +4Atb

(I-AtA)u**'=u"+ Atb

(I-3AtA)usH* = u*+' + 3Atb

(I-2AtA)u"*? =u* + 2Atb

(T—2AtA)uly " = u* 2 + 2Atb

(I—AtA)u"*' =u” + Atb
(I—-AtA)u" 2 =u*""'+ Atb

(I-2AtA)ugf* =u""* +2Atb

(I—-AtA)u**' =u"+ Atb
(I-AtA)u* > =u**'+ Atb
(I—AtA)u* ™ =u"*?+ Atb
(I—AtA)ugi* =u""? + Atb
and
ut = gug Tt nugy A nsugy o naug )t psag (4.31)

In the section that follows we will investigate stability of the different types of fourth order schemes by

making use of the symbol of the method as done in Gourlay and Morris [1980].

Stability of the fourth order Gourlay-Morris scheme

We can rewrite the extrapolation step, (4.31), as
u"tt = —A"b 4+ ST (AtA) (u" + A7'b)
where

SM(ALA) = 0, (I — 4AtA) ™! + 1, (I — 3AtA) H(I — AtA) ™!
+ 75 (T = 2AtA) 72 + 1, (T — 2AtA) I — AtA) =2 + (I — AtA)™*
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Sil(\)M.l(_Z) Sig‘t.z(_z)
12 1.2
1 1
0.8 0.8
0.6 0.6
0.4 0.4
02 02
0 0

0 2 4 6 8 10 02 2 4 6 8 10

Sigm.s(_z) S(fg“(—z)

12 1.2
1 1
0.8 0.8
06 0.6
0.4 0.4
0.2 0.2
0 0

0 2 4 6 8 10 02 2 4 6 8 10

Figure 4.3: The symbols of the fourth order Gourlay-Morris schemes.

for x = 1,2, 3, 4. This shows that the symbol of the fourth order Gourlay-Morris scheme is given by

Th Up UE! Ma s
GOMAX( ) )
O e e R s Sl s W v E Rl s T e PRy

Clearly

lim S (—z) = 0.

Figure 4.3 shows that max, . , |S7")*(—2)| < 1, = 1,2,3,4. We can conclude that the proposed fourth

order Gourlay-Morris schemes are L,-stable.

4.4.4 Higher order schemes

We can do even better than fourth order accuracy by simply imposing the following extra constraint on

My M2y M3, Na @and 7

10247, + 3647, + 1921, + 120, + 567, = 12

which allows us to match e*2*4 up to O(At®). The unique solution of the system of equations is given
by

_ 17 _ 128 _ 18 _ _16 _ 16
h=—2 =" M=—%, Ma=-—-13 and n,= .

Figure 4.4 shows that max., . , |51, (—z)| < 1. We conclude that the proposed fifth order scheme is L,-
stable. It is clear that the methodology can be extended to higher order schemes. For example if we
chose to extrapolate over five time intervals we will be able to obtain a scheme of O(At"). This comes

from the fact that there are seven different ways of proceeding to 7, , ; if the solution at 7, is known.
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HO
51‘0(72)
1.2 T

1 2 3 4 5 6 7 8 9 10

Figure 4.4: The symbol of the fifth order scheme, S} (—z).
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Chapter 5

Two Dimensional Finite Difference
Methods

In this chapter we will extend the finite difference schemes discussed in chapter 3 to two dimensions.
The focus of this chapter will be on PDEs of the form

ou 0? 0%u 0%u ou ou

u
5 = a(%y)w + 2b(337y)3T3y + C(%Z/)(;.Tﬂ + d(lﬂy)% + 6(33,3/)37/ (5.1)

on the domain (z,y,7) € Q = [I,,r.]x[l,,r,] xR" where the coefficients satisfy the following inequalities

ac—b>>0, a>0, c¢>0, (5.2)
d>0, e(z,l,)>0 and e(z,r,)<0 (5.3)

and the following equalities
a(z,1,) = b(x,1,) = cla,1,) = 0. (5.4)

The inequalities in (5.2) must hold for the PDE to be parabolic. The inequalities in (5.3) and the equalities
in (5.4) are general enough to allow for all PDEs that arise in stochastic volatility models. For the problem
to be well posed an initial condition, u(z,y,0) = ¥(z,y), and four boundary conditions need to be
specified. A Dirichlet condition will be used for the boundary at = [, and a von Neumann condition

willbeused atz =r,

’U’(lm7 y7 T) = cl

ou
%(Tmya T) =Gy

Neither a Dirichlet nor a von Neumann condition is used as a boundary condition in the y-direction,

the only requirement is that the PDE itself must be solved on the boundaries, see Zvan et al. [2003] and
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Duffy [2006]. Using equation (5.4) and the assumption that g—;‘(a:, r,) = 0! we obtain

ou ou ou
ﬁ_d(xvy)%—’_e(:ﬂay)aiyv y_ly

ou 0%u ou
ﬁ—a(l',y)@ﬂ‘d((ﬂ,y)%, Yy=ry.

The fully implicit and Crank-Nicolson schemes require the inversion of non tri-diagonal matrices. Such
schemes turn out to be very slow, we will discuss how splitting methods can be employed to overcome
this problem. Stability, consistency and convergence of these methods will be shown on a uniform
grid. In the first section the general Taylor approximations used to obtain the discrete approximations to
our continuous derivatives will be derived. Then we will investigate different types of finite difference
schemes that can be used to approximate the solutions of two dimensional parabolic PDEs.

5.1 Discrete approximations (Continued)

This section can be seen as an extension of section 3.1 to two dimensions. Again we truncate the un-
bounded domain (2 to the bounded domain Q = [I,,7,] x [l,,r,] x [0,7]. Keeping the notation the
same as in section 3.1 we see that our aim is to obtain approximations to the true solution on the three

dimensional mesh
Q={(z,y;,7)[i=0,1,...,m, j=0,1,....n, k=01,..., 1}
with the approximation at each mesh point given by
uy = u(T, Y;, T)-
Assuming, for the moment, that the mesh points are uniformly spaced we can write

x, =1,+1ih, fori=0,1,...,m
y; =1, +jh, forj=0,1 ..., n
7. = kAt forl=0,1,...,1

where h, = Tl = % and At = . The finite difference approximations of the derivatives in

(5.1), excluding the approximation of the mixed derivative, can be obtained in exactly the same manner

n later sections it will become clear that 2 denotes the underlying and y denotes the volatility of the underlying. It is not

unreasonable to assume that g—g (2, Omax) = 0 for very large oz
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as was done in section 3.1. The difference operators are given by

At = % (55)
ko= uf
Atub = % (5.6)
Arut = uhu (5:8)
At = % (59)
At = UQ;U (5.10)
Ay M = 22" U, (5.11)
At Mhaer = 21; t UL (5.12)

We still need to derive the divided difference approximation of the mixed derivative. We give a deriva-
tion of the second order approximation to the mixed derivative proposed in Hout and Welfert [2006].
Second order approximations of the cross derivative can be derived with the aid of the following Taylor
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expansions about the reference point (z;,y;, )

ou ou 0%u 0%u ,0%u
1. .0% 3 3u 3 3u 1. .0%u
Bl Ay e SR N Sy
T3 T a v aszay T A ey T 31 oy
O Kb, b2 B b )
0 0 , 0% 0? 0?
Wi 135 e 1sTh) = U — hmai‘ i hyg—u n %h;a—g - hwhyﬁ n %h';ja—z (5.14)
x Y z 0y Y
1,08 3 o° 3 o3 1,03
~ 35 3 gmns ~ 5 gea,r T 31 g
3l 0x 3! 0x20y 3! 0xdy 3V oy
O, h2hy, h2h2, B, b
ou ou . ,0% Pu . ,0%
RIS TN P VO T e
31 =93 31T Y ox20y 31T Voxdy? 3l Y 0oys
+ O(hy, hihy, hih3, hoh, )
ou ou 0%u 0%u 0%u
; j =u—h,— —h,— +ih = +hh,— + 02— 1
u(xl—lﬂyjflv/rk) u :Lax yay+2 zaxz—'_ z yaxay—’_Q yayQ (5 6)
_ 1 @u 3., w3, Pu 1,.0%
31 Fox3 31T Yox20y 31T Voxdy? 3l Y Ooys
+ O(hy, hihy, hihS, hohi, )
2 1 3
u(r ) = u b o g O Ty O (5.17)
T x """ 0x
ou Pu 1, ,0%u
u(xi+1ayj77—k):u+hx%+%h5@+§hi$+0(hi) (5.18)
ou Pu 1., 0%
Y1, TR) =u—h,— 4+ ihP—— — —h — 4+ O(h! 5.19
u(w17yJ 1 Tk) Uu yay + 2 yayg 3| yayg + ( y) ( )
9] 0? 1,03
W@y s 1nm) = U+ by + 2h2 20 2T Ok, (5.20)

YOy Zvoy? o 3l Yoy’

To construct a general second order approximation the following linear combinations are of critical im-

portance
0%u 0%u 0%u
u(z; 4 1ayj+177-k) +u(w; - 1Y - 5 Te) = 2u+ hi@ +2h,h, dxdy + hj@ + O(hivhihya hihi’hmhz’h:j)
0%u 0%u 0%u
W(Ti — Yy Te) (T 0,y 0, ) = 2u hi@ - 2hzhyax78y + hjain +O(h;, RN, hihi,hmh?hi)
, 0%u ,0%u
w(w; — 1,y Te) F (s 11, Yy, 7o) F (@, gy~ 0y ) F (T, Y 41, T) = du+ hm@ + hya—y2 (5.21)
+O(h:, hy).
By making an appropriate linear combination of the first two equations we obtain
I+ w)u@ivn Y 10m) tul@ - ny 0 m)] = (U= w)u@ -y 000 7) (@ o, Yy -0 7))
0%u 0%u 0%u
=4 2wh® — + 4h,h,——— + 2wh> — + O(h*,h>h,, h>h> , h, h>, h?
wu+wzam2+ Iyaxay+wzaxg+ (z’zy’zy71y7 y)
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where w € . The ¢ 6 % and ‘9 % terms can now be eliminated by adding —2w of (5.21), after rear-
y &

ranging we obtam

d*u _ A+ w)u(@; 1, Y 4 0,7) Fulz 0y 7)) = (L= w)[u(@ — 0,y 40, 7) T (@ 41,y — 0570

0xdy 4h,h, (5.22)
N dou — 2wlu(z; 1,9y, ) + ulx; 4 1,32,29) +u(x, Yy, _1,7) Ful@, y; 41, Th)] Lo, hihw.hz)
The difference operator for the mixed derivative can be written as
PO L AW SV Bl (/U SN NP
ay Wi, j Ah.h,
N dout = 2wub_ —|—4Zle,j +uf o Aul ] (5.23)

5.2 Implicit Explicit schemes (IMEX-schemes)

IMEX-schemes can be seen as a generalization of the §-method in the sense that these schemes allow the
implicitness (or explicitness) of the convection and diffusion parts of the PDE to differ. The discretized
PDE for the two dimensional IMEX-method can be written as

Afuf ;= Ouglag ;A2uf T g AT 4 O [ds AU T A e AU T A 200060s AL Ul T (5.24)
+ (1= Oue)[as s A%u7 ;4 o, A0uy ]+ (1= 0)[ds s Auuf ;4 e s A u7 ]+ 2(1 = O )b s AT uy

fori =1,2,....,m—-1,j=1,2,....,n—1land k =0, 1, ..., I — 1, where a, ; = a(z,,y;), b,; =
b(wi,y;) ¢y = c(xi,yy), di; = d(z,Y;), €. ; = e(x,y;) and Ougs, Ocoys Ocrons € [0, 1]. The parameters Oy, Oco
and 6., respectively determines the implicitness of the diffusion, convection and cross derivative part

of the parabolic PDE. After rearranging we obtain

(_)\xzediffai,j + Amecovdlj)eufjll J + (_)\yyediffci,j + )\yecovei,j)ur{c t! (1 + 29dlffaz ]/\m + 29covcz g)\yy)uk e

i, — 1

+ (_Ayyediffci. )\ ecoveL J) M + (_)\wmediﬁai,j - )\wecovdi,j)uf A

LJ+1 i+ 1,7

+2X,,0 (1 w)baosful T Fub T ] = 200,05 (1 = W) O [uy F ] +aurtt o]

i+1,541 1,j41 i4+1,5—1

+ 8)\Tyb wocrme k + ! 4)\Tyb wocro%[ wrl + uk N + uk s + uk M ]

Ui 1, i1, i,j—1 ii+1

= (No(l = Oug)a;, ; — /\m(l = O )i Ul (A (1 —Oug)es s — A (1 — O )e; ;) ul (5.25)

i— 1,7 i, — 1

+ (1= 2(1 = Ouw)as, ;Moo — 2(1 = Oui)cs ;A )ur
+ (A (1= ba)ci s + A, (1= O )es )uy ;40 + (Aua (1 = ba)a, s + A (1 =
=270 (1 - w)(1

+ 8)\1‘yb W( 6C[‘0Sb) 4)\T1/b w( acmss)[uk + u7 + 1,75 + Uf j—1 + uf Jj+ 1]

i— 1,5

QCOV)di J)(l - 6)u§+1 j
-6

cross [ Uy 1,541 +u1+1171]

+ 200,005 (1 4+ W) (1= )[04 540+ 0

i—1,5 —
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fori =1,2,...,m—1,7=1,2,...,n—1land k=0, 1, ..., I —1, where \,, = 4,14;%. In discrete
form the boundary conditions can be written as
ustt=¢ for j=0,1,...,n (5.26)
k1 g k+1
Jh—’“:c forj=0,1, ..., n (5.27)
uk +f —uk
T, 2,0
W = Ol o ATu; T 4 Ove, oAFu ! (5.28)
+ (1= 0)di o AT uf g+ (1 = O)es oAfu; , for i=1,2,...,m—1
uktt — gk
- At — = ediffai, nAiu)j: ! + Hcovd'i-, nAlu,:-: ' (529)
+ (1= Oug)a;, JA2uf | 4 (1 = 0o)d;, Auy, for i=1,2,...,m—1
fork =0, 1, ..., I — 1. To ensure the stability of the scheme at the boundary, upwinding is used in

equation (5.28). In particular from section 3.7.6 we see that upwinding will ensure that the scheme is

stable under the maximum norm at the boundary for the case when 6,,, = 1.

5.3 Consistency

In this section we will prove the consistency of the IMEX-method, the proof will be of the same form as
the proof of consistency given in section 3.4. The truncation error of the IMEX-method in two dimensions

is given by

Ly, v(@e s, m) = Afv(z, y;, ) (5.30)
— Oaw[a; ;A2 (25, Y5, T 1) + €A@Yy T 1)] = O [di s AL0(2, Y5, T 1 1)
+e AT Yy Te 1)) — 29crossb7:,.7’A:yU($n Yir Tht1)
= (1= ba) i ;A%0(zi, y;, ) + € A 0(i, y;, )] — (1= O [di ;A 0(20, 95, 7a)

Fe  A,0@ Y, T)] = 2(1 = Ouess ) bi, ;A2 v(25,y5, T)

As done in section 3.4 we need to compute the Taylor expansions about (z;,y;, 7, 1) in order to ob-
tain the truncation error. Expanding v(z;,y,,7) and v(z;, y;, i + 1) about (z,,y;, 7, 1) and subtracting
results in

v

ov 1
Az—v(xiawak) = 7(xiayja7-k+%) + ﬂAtQﬁ

or (xi7yj7Tk+%)+O(At4)
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Similarly as in section 3.4 we can compute the Taylor expansions of the difference operators at time 7,
about the point (z;, y;, 7, 4 ;) to obtain

Ov 0%v v
Aol ) = (Goann i ) = BA (e )+ BGAP T wpn )+ )
o)
Nutoam) = (G amen )~ 30T )+ B0 S e )+
o)
Ao = (G ) = 00w ) + A )+ )
o)
Nutesm) = (G unno ) = 00T pm )+ HAP 5T e )+ )
+O()

whereas difference operators applied at time 7, , , and expanded about the point (x;,y;, 7, , 1) yield

v 0%v
A 0(T, Yy, T r) = <ax(xi,y]‘77—k+é)+éAtaTax(mi?yj)TkJr )

v
+%(%At)28$872 (xia ijTk+ %) + i > + O(hi)

) 0% 1 &3v
va(xﬂyﬂTkJrl): @(ffia%»ﬁ+l) Ata a 2($L79J7Tk+ )

ot )
3(341) W(xivyj77—k+%)+"' +O(h2)
v 0*v
Ayv(x'iayj77k+l) = (&y(mwyj’Tk+ %) + %AtaTay@ji’yjaTkJr%)

v

2 2
+%(%At) Dyor? (xiayj77k+§)+“'> +O(h})
) 0% Pv

Ayv('ri7yj77-k+l) = (ayg(xmyjﬂ'kﬁ— 1)+ 1Ata oy 2($“y”7—’“+ )

4
v
+3(3 t)QW(xiaijTk+ 1)+

) +0(h?)

To obtain these results for the approximations of the mixed derivative we rearrange (5.22) to obtain

2
A% 0wy, m) = 5 ; (@15, 7) + O(R2, h,hy, h?)
0%v
A:yv(xi»yj77'k+1) = %(xiayj,7k+1) + O(hZ hzhy’hz)
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Expanding the terms on the right about (z;, y,, 7, , 1) yields

O%v 1 Pv
w U Te) = | =—— (2, Y5, Ty 1) — SAL
A:(:yv(xl7 Yjs T ) <axay (.T Yir T+ 4 ) 2 araxay

0*v
l l 27 . . 1 h2 h h h2
+2(2At) 6T281‘8y(l’”y”’rk+f)+ >+O( by, )

(i3 Yy Tio %)

. 0% L v
Azyv(x-nyj)TkJrl) = m(%,ywﬁ+ %) + QAtaTﬁxay (xz‘7yj77—k+ %)

4

0*v
101 A4)2
+2(341) m(%,%ﬁ“%) +. > +O(hZ, h.h,,h2)
Substitution of these equations into equation (5.30) results in

Lf; hy ($iayj77—lc) =

v , 0%
E(xﬂyj’)rk-%— )+ At a 3( i7yja7-k+%)+... (531)

0%v 9o
a(xiayj) @('xi?y]WTk-}—%)“_( 2901,“) At a7 26 ( 1,7yj77-k+%)
v
1 2

_81} 82
—d(z:,y;) %(xiayj77k+%)+(1* Cm) At@ 97 (z i,yj,TkJr%)

3’0
+%(;At)287_28m(xiayja7_k+%)+...:|
-82’U 53

_C(‘ri)yj) W(xi;yj77k+%)+(1 _20dlff)1A 6 28 ( ivyj77k+%)

84
+l(%At)28 28 2( i?ijTk+é)+...:|
2

Ov 920
(xuyj?TkJr%)—i_(l_ ecov) Ata a (xiayjaTkJr%)

— ez, y;) [33/

2

93v
%( At) a 28 ( ’L7y]77-1v+ :|
0“v
_2b(m7‘ayj) aTay(xuwaHl) ( 9(1’055) At

or axay( iayjaTkJr%)

1/1 2 v
+§(§At) m(l’i,yj,TkJr%)—F...
+ O, hohy, h2).
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Grouping the terms and using the fact that v is the solution of (5.1) we obtain

At
th., hyv(xn Yi» Tk')

~ [ ) =) S S ) — ) G ) 632)
) T ) ) ST )~ 2 ) e (T )
a1 T 7 )+ el ) g e ) (- bt 639
1) g 7 )+ el e e )] (- 20

O3

- 2(1 - 29cross)b('xi7 y7)%Atm('xu Yis Tr + %)

+ O(A#?) + O(h2, h,h,, h2)
v PP
== [a(xi,yj)m(xi,ymﬁ+ %) + C(xnyy‘)m(%ayjaTwr ;)} (1- 29dm)%At

~ \d(z )ﬂ(x )+ e( )ﬂ(:ﬂ ) (1= 260.,) LAt
i Yj 0oz oY Th4 3 i1 Y; ordy Y Te v 3 cov)3

83
— (1 — 20..)b(x, yj)%mﬁsay(xi, U Tis 3) + O(AE) + O, by, B2).

From the last equation it is clear that L} , v(z;,y;,7) — 0 as At,h,,h, — 0, hence we can deduce
that the IMEX-method is consistent. It is also clear that this method will be of second order only if

— — _ 12
adiff - ecov - Hcross ) .

54 Stability

Similarly as in section 3.5 we will discuss the stability of the IMEX-method in two dimensions using

both von Neumann stability analysis and the matrix method of analysis.

5.4.1 von Neumann stability analysis

As done in the previous sections we will assume constant coefficients when we apply von Neumann
stability analysis. Similarly as for the one dimensional case we can investigate the propagation of initial

data points by substituting

uf] — ,yk-eIocihm elﬁjhy (5'34)

2Note that this is the 9-method in two dimensions with 6 = %, also known as the Crank-Nicolson scheme.
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where I = \/—1in (5.24), see Thomas [1995] and Duffy [2006]. We start the proof by computing A, u? ,

Ayut , A2uf , A?uf and A2 u” . for a general time step 7,
y i, g T77 1;17 :ruZJ
ur —uk .
Aruk: i+ 1,5 i— 1,7
B 2h,,
1 Iazh IBjhy Tah —ITah
- 2h g e e (T — et
= Ih yrel@ihe o I8ihy gin(ah,)
similarly
1 k Taihg Iﬁjh1 :
A,u; Ih ~v*e v sin(Bh,).

For the approximations of the second order terms we have

uk —2uf  +ul

2 K Piga,j i1,
AT i h2
1 k Taihg Iﬂjh —Iah Iah
hzye ”(e T —24e T)

5 ,
TR 2 kelaihe o 185hy (cos(ah,) — 1)

4 . ah
—_ h2 ,ykelazh 1Bjh, sin? ( 2:)

and similarly

4 - h,
Ayl | = i — kel iha o IBihy gip? <52y) ,

The cross derivative term becomes

AO k :ui‘c+1,j+17uf—l,j+17uf+1,j—l+uf—l‘j—1
ayi.g 4h,h,
_ 1 kel ihe TRy (eI(ahm-&-ﬁhy) 1 e I(@hatpBhy) _ I(aho—phy) _ e—I(ahm—ﬁhy))
4h,h,
1 )
= o n yrel@ihe o I8ihy (cos(ah, + Bh,) — cos(ah, — (h,))
1 .
= . n —— kel aitha 183y gin(ah,) sin(Bh, ).

By substituting these results in (5.24) we obtain

1— (1= 60up)Ate, — (1 = Ouoes)Atw, + I(1 — 6, e,
1 + ediffAtgl + ecrossAtwl - IecovAt€2

— i in? ahm + i %
g, = ah'2 sin 5 ch2 sin® 5

1
€, = d— sin(ah,) + e sin(Gh,)

’}/:

where

hr y
2b .
Wi =g sin(ah, ) sin(Bh,).

xz!lby
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It follows that

(1 — (1 = Ou) Aty — (1 — Opors) Atw; )2 + (1 — O, )E2)?
(1 + ediffAtsl + acmssAtwl)Z + (9c0\rAt€2)2 ’

=
From section 3.7.6 we see that the §-method for convection equation is stable when 6 > 1. We will use
this as our main motivation for assuming that 6,,, > %, which results in

(1 - (1 - 0diff>At€1 - (1 - acmss)Atwl)2
(1 + O6Ate, + ecmssAtwl)z ’

y* < (5.35)

Finding general ranges of 04, 0. and w for which |y| < 1 is a non-trivial task. Since second order
accuracy is only obtained when 6,y = 0., = % we feel that it is unnecessary to prove stability for
complete ranges of these values. We will focus on specific choices of these parameters.

ediff = Gcross = @ and W = 0

Substituting in (5.35) results in

|2 < (1—(1—-0)At(e, +w,))?
— (1+0AtEe +wp))?

From the assumption that © > % it follows that |y|* < 1 if we can show that &, + w, > 0. To show this
we will make use of the following lemma

Lemma 5.4.1. (McKee et al. [1996])

2 g 432 sinfsin¢ > 0 (5.36)

sin®? = + rsin
75 g 4

ifg>0,r>0and4qr > s°.

Proof. The inequality trivially holds if § sinfsin ¢ > 0. If § sin#sin ¢ < 0 then

qsin2§+rsin2§+§sin9sin¢
2 0 a0 s

= ¢sin i—l—rsm |sm€sm¢|

2
29 X £|sin95m¢>|

> gsin §+r51n - —

2
0 2 0
= <\/§ sin§ —r sini) + 2./qr sin§sin§ f|bm031n¢|
2
0 0 0
= q Sin§ —/r Sini) +2./qr sin§sin§ —@ 4sin2cos2sin2c052‘

S
&,
=]

o |

VERSH
VERSH

0 , ’ N
— 4/ [sin = + 2./qr smismf 1-—

<
( wion)

where the first inequality follows from the assumption that 4¢gr > s* and the final inequality from the
fact that ’cos g cos %‘ <1. O

Y
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Corollary 5.4.1.

0 ) . . .
qcsin2§ —i—rcsinzg— %sm@smgﬁ >0

if4q.r. > s2.

Proof. Simply use lemma 5.4.1 withg =g¢q., 7 =r.and s = —s.

2

4(]7‘ = 4qc’f’c Z Sz = (—Sc)z = 8

By letting

a c 2b

E, T:hfz and S = h,zhy

q:

in lemma 5.4.1 we see that ¢, + w, > 0 if we can show that 4¢r > s>. Consider

dac 4b*
>
hzhi = hih;

282

4qr =

where the inequality follows from the assumption that the PDE is parabolic. From the corollary it fol-
lows that ¢, —w, > 0. In particular we have shown that the second order Crank-Nicolson scheme is von
Neumann stable. The explicitness of a finite difference method scheme is directly linked to the stabil-
ity and the computational effort of the scheme. Explicit schemes require less computational effort but
tend to be more unstable than the slower implicit schemes. In the following subsection we discuss a
combination of these schemes where we keep the cross derivative term explicit and the diffusion part

implicit,

ediff = ]-I ecross = 0 and W = 0

Substituting in (5.35) results in

< (1 - Atw,)?
= (1+Ate,)?

1 — 2Atw, + At?w?

1+ 2Ate, + At?e?

From the fact that €, + w, > 0 it follows that |y|* < 1 if we can show that €2 > w?. Consider
e?—w!= (e, +w)(e; —wy) > 0.

where the inequality follows from the fact that ¢, + w, > 0 and ¢, — w, > 0. This case will play an

important role when we consider more modern FDMs in the later sections.
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5.4.2 Matrix formulation

Before we attempt to prove stability under the maximum norm we will rewrite the IMEX-method in

matrix form. Equation (5.25) together with the boundary conditions can be written in matrix form as

(Iim - HdiffAt(Adiff + Cdiff) - ecovAt(Acov + Ccov) - 20crossAtB)uk e (537)
- (Iex + (1 - ediff)At(A—diff + Cdiff) + (1 - HCOV)At(A‘COV + Ccov) + 2(1 - Hcross)AtB)uk e + b

fork =0, 1, ..., I — 1. To proceed from one time level to the next, this matrix equation (5.37) must be
solved. The (m+1)(n+1) x (m+1)(n+1)-matrices A, and C, contain the divided difference approx-
imations for the diffusion operator in the x and y directions respectively, whereas the approximation of
the convection operators are contained in A,,, and C,,,. The (m+1)(n+1) x (m+1)(n+1)-matrix B con-
tains the approximations of the cross derivative at the respective grid points. The (m+1)(n+1) vector b
contains the information given by the boundary conditions. The rows of I, and I, corresponding to in-
terior grid points have one as a diagonal element and zeros as off-diagonal elements. The rows of these
matrices corresponding to boundary points, at z = [, and = r,, incorporate the relevant boundary

conditions.

The ordering of the elements in u will determine the structure of Ay, Cux, Ao, Co, and B. Two different
orderings will be considered in this project, the first will ensure that A« + A, is a tri-diagonal matrix
and the second that C,4 + C,, is a tri-diagonal matrix. Tri-diagonal matrices can be viewed as banded
matrices with upper and lower bandwidths of one®. We will denote the first ordering by the subscript A

and the second by the subscript C

Uy = (Uo, 0y Ut oye-vs U ofnenen- TUo, o Uy, jye vy Upy j3enenn- SUo. s Up g v ey U )

_ . . ) ) T
U = (Up, 0y Up, 15+ sUg pjevene- SUi 0y Ui, gy e vy Wiplenene- F U 0y U, 1y« ey Uy )

A banded matrix with an upper band of b and an lower band of a can be represented in a-1-b bandwidth
form as suggested in Press et al. [1992] and Hagan and West [2006]*. For an arbitrary matrix, G, |G||u]

will denote Gu in bandwidth form.

To illustrate the structure of the matrices in (5.37) it is convenient to give a simple example. The case
when m = 3 and n = 2 will be used to illustrate the structure of the matrices A + A..., Cus + C.., B,
I, and L, for both of the orderings. Figure (5.1) shows the finite difference grid for our example. The
1-1-1 bandwidth form of A4, + A4 is given by,

SWhen A isbanded : 4; ; = 0ifi —j > aori—j < —bwhere 0 < a,b < n. The numbers a and b are called the lower

bandwidth and upper bandwidth respectively.
* A matrix in a-1-b bandwidth form means that the entry in the i*" row and j*" column in this representation actually lies in

the i*" row and ¢ + j — a — 1*" column in the original matrix representation. The entries denoted by x are irrelevant.
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3~
Smoothing condition
X Neumann boundary condition
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Figure 5.1: Finite difference grid when m = 3 and n = 2.
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Cia + Cooua can be written in (m + 1)-1-(m + 1) bandwidth form as
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M columns

X ~= ut
~ p}iyo e}ll; uio

X T Tt || uso

X 0 uy

0 up
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0 ut
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0 X uy

0 X uy

0 | smns X us

and B, can be written in (m + 2)-1-(m + 2) bandwidth form as
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The boundary vector is given by
b, =(¢,0,0,¢,h;5¢,0,0,¢,h;;¢,0,0,c.h;)"

For the second ordering of the elements in u it is easy to see that A .. + A..c can be written in (n + 1)-
1-(n 4+ 1) bandwidth form as

T col
PN k
T 0 Ug g
k
X 0 Ug 4
k
0 Ug
di,o di,o k
Fr Fia Y10
a1 di, 1 _ 2a1,1 a1 di, 1 k
Rz 2ha R2 ne R, || Wi
ai, 2 dy, 2 _ 2a1,2 ai, 2 di, 2 k
. RZ 32k, A2 . t o, || W
|Adiff,C + Acov,C |uc| = _da0 da, 0 "
Tow how 2,0
az; 1 dg1 _ 2a3,1 az 1 da 1 k
hZ ~ 2h, h2 eyl |
az,2  da 2 _ 2a2,2 az, 2 da, 2 k
hZ ~ 2h, R2 izt || Yo
k
X U‘S,O
k
X U/& 1
k
X ut,
T col

The tri-diagonal matrix Cggc + C.oc can be written in 1-1-1 bandwidth form as

k
X 0 Up o
k
0 (e
k
0 Ug o
€10 €1, 0 k
hy h Ui,o
c1,1 _ ei1 | 2¢1,1 | c1 €L || ok
nZ T 2h, R | e T 2h, || Ui
(Cane + Cunclut = ’ s
diff,C cov,C uc - _ea0 €2, 0 uk
hy hy 2,0
2,1 €21 | _ 2c2,1 | c21 €21 K
RZ T 2h, 2|z T 2R, || Y
k
0 uy
k
0 uy
k
0 uy
k
0 X Uy 5

and B, can be written in (n + 2)-1-(n 4 2) bandwidth form as
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The boundary vector is given by

bC = (ClaClacl;Oa070;07070;Crh;7crh;70rh )T~

5.4.3 Stability under the maximum norm

For this subsection we replace the von Neumann condition in (5.27) with a Dirichlet condition. It is easy
to see that if

Iim - HdiﬁAt(Adiﬁ + Cdiff) - ecovAt(Acov + Ccov) - 29crossAtB (5'38)
is a M-matrix, definition 3.5.1 can be applied with x = (1,...,1)7 to deduce that
(T — O AL (A + Ca) — O At(Aq, + Coor) — 20,0, AtB) | < 1

Hence, as done in section 3.5, the IMEX-method will be stable if we can show that (5.38) is a M-matrix

and that
Hch + (1 - odiff)At(Adiff + Cdiff) + (1 - ocov)At(Acov + Ccov) + 2(1 - ocmss)AtBHoo S 1

We will make use of the following theorems to find conditions under which the IMEX-scheme is stable

under the maximum norm.

Lemma 2. For any sequence of real numbers (z,)7_, € R we have

Z(|xb\ —z,)>0 and Z(\aﬂ —2,)=0 < z, >0 Vi

i=1 =1
Proof. The first statement follows directly from the fact that || > = Vz € R. It is easy to see that
Yo (Jay| —=x,) = 0if 2, > 0 for all 4, to prove the converse we will make use of induction. It is clear that

the statement must be true if n = 1, assume the statement holds for n = k. Then for n = k£ + 1 we have

k+1 k

0= (w] —) = 3

i=1 i=1

T

i i*xi)+|1’k+1|*xk+1-

From the fact that |z| —z > 0 Vz € Rit follows that the equation above can only be true if >°7 _ (|, —
z;) =0and |z, , .| — 2, ., = 0. By making use of the induction assumptions we see that it must be true
thatxz, >0 Vi. O

Lemma 3. Consider the parabolic PDE

ou

5 Lu
on the domain Q2 € R, Let Q denote the truncated computational domain and L the discrete difference operator.
Let the discrete operator L be a linear combination of the Taylor expansions about the reference grid point and
immediate surrounding grid points

i+ 1 j41

T ok _
Lu; , = E E Qy Uy, e

g=i—1r=j—1
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If L is consistent with L then it will always be the case that

i+1 j+1

o, ;= — E E (07
g=i—1r=j—1

aFi r#j

Proof. The linear parabolic operator L can be approximated by taking linear combinations of equations
(5.13) to (5.20) that removes the lower order terms

i+l g1 i+l g4l
_ 3 3 3 3
E E Qg (g, Yy, Ty) = E E a, ., | w@,y;, ) + Lu(x,, y,, 1) + O(h2, h2h,, h,h2, h2)
q=i—1r=j—1 q=i—1r=j—1
q#i r#j qF#i T#j
i+1 j4+1
~ k Tk
~ § : § : Qg | i, + L
g=i—1r=j—1
ati
which can be rewritten as
i+l 41 i+l g4
T,k _ k k
Lu; , = E E Qg Uy — E E g | Uy (5.39)
q=i—1r=j—1 q=i—1r=j—1
q#i  r#j qFi  r#j
O
Theorem 5.4.1. Consider a consistent finite difference scheme
to kT k1 | Tk
Afwu; = Lui 7'+ Lu; (5.40)

where T and L are of the form (5.39). If the coefficients of the difference operators L and L, excluding the coefficient
of u,, ;, that approximates the continues parabolic operator L is non-negative and

i+1 41

1+At Y > @,,>0
i—1r=j—1

q=1i ¥
a#i  r#j
P41 j41

1-At > Y G,,.>0
q=i—1r=j—1

ati T
then the 0-method is stable.

Proof. By making use of lemma 3 we see that equation (5.40) can be rewritten as

i+l j4+1 i+1 j41

o k41 = k41
— At E E a, w14 At E E Qg | up
g=i—1r=j—1 g=i—1r=j—1
qFi r#j q#i r#j

i+l j+1 i+l j+1
— ~ k ~ &
= At Z Z a, .+ [ 1At E E Qg | Ul

g=i—1lr=j—1 q=i—1r=j—1

aFi ] q#i  r#j

Ignoring the boundary conditions for the moment, note that these equations can be written in matrix
form as

I — AtX)u* ' = (I + AtX)u”.

As noted in section 3.5.2 this scheme will be stable under the maximum norm if we can show that
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o the implicit matrix, (I — AtX), is an M-matrix,

e (I-AtX)e =ewheree=(1,...,1)7,

o [T+ AX||. <1.
The second property follows directly from lemma 3. By making use of the the definition of an M-matrix,
definition 3.5.1, we see that the implicit matrix implied by the equation above will only be an M-matrix

whena, , >0 V(gr)e{(+1,j+1),(i-1,j-1),G+1,7-1),(i-1,j+1),(+1,7),0@—1,7),6j+
1), (4,5 — 1)} and if

i+1 j41
Ay S
q#t T#J
By definition of the maximum norm we have
i+1 j+1 i+1 j+1
|1+ AtX]|.. = max At Z Z la, |+ |1 — At Z Z Qg ,
qq;7lrr#1 qq;tlrr#J

Which will be less equal to one if we can show that

i+1 j4+1 i+1 j+1
Te=AtY > @, l+1-at> Y a,. <1 (5.41)
ati ati i

for all (4, j). Assume that there exists a node point (4, j) such that

i+1 j+1

1-At > Y a,. <o (5.42)

ai 7?¥;
Using lemma 2 we see that

i+1 j+1 i4+1 j4+1

At dla,l=ardy s > a,,>1
S5 S5
qFi r#j q#i  r#j
where the last inequality follows from the assumption made in equation (5.42). This implies that

i+1 541

Aty Z (lag, [ +a, ) >

g=i—1r=
qFi T#J

If we substitute (5.42) in (5.41) we see that for the scheme to be stable under the maximum norm it must
be true that

i+l j4+1

Atz Z (lag, |+ a,..) <2
qq;ilr7#1

This contradiction implies that for the scheme to be stable we must have that

i+1 j4+1
1— At Z a,.,.>0. (5.43)
q#t T#J
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Substituting in (5.41) results in

i+1 j4+1

T = Atzz —a,,)<0.

q#l 7#]

Using lemma 2 we see that T can only be equal to zero and that this will only be true when all the

coefficients are non-negative. O

In order to prove stability we are going to use theorem 5.4.1, hence we need to obtain the relevant

coefficients. These coefficients can obtained by expanding and rearranging equation (5.24)

4.k k+1 T k
At ui,j - Ledm, Ocov s 9cmss-wui,j + Ll — 04iff> 1 — Ocov, 1 — Ocross, wui,j

where

_ a d. b a d b
k — 5] i, J 5] k 5] 5] 5] k
Ledi“‘ Ocov s Ocross s mui,j - <9diff hi - ecm 2h ecrossw hlh ) u, —1,j <9d1ff hz + acov 2h - ocrossw h h ’U,i 41,5

y x zlly

Ci,j €; b; Ci,j €i b ;
+ (edm}LiJ - ecov 2hJ cross hI}Z ) uz j—1 ( dlffhi?: + ecovi - ecrosswh i.: > u"ic,j +1

b,
+ (ecross(l +w)2hTh ) 1+1 j+1 ( cross m;]/y) uf,1,j71
bz J bz‘,j "
+ (Qcmss(l )Qh " ) Wy 41T ( eross ( :vhy) U§+1,j71
( Hdlff h2 ednff h2 cross h h > Uk (5.44)
© y

From theorem 5.4.1 it follows that this scheme will be stable if we can prove that all coefficients, exclud-

ing the coefficients of u} ;, are non-negative. First we consider the case when b, ; # 0. From the fact

that Oy, Ocor, O € [0, 1] and w € [—1, 1] it follows that the coefficients of wfF !, uf*! _,uft!
wf ok pul o ub, o andwuf_ | will be non-negative if and only if w = sgn(b, ;).

For purposes of computational efficiency the implicit matrices must not be functions of the corner points
i.e. the coefficients of wf [}, ,uf*}! . _ ,uff! — andwu;*!  mustbe zero. The motivation for this
point will become clearer when we introduce splitting. For this reason we propose to keep the cross-

derivative explicit and the convection terms implicit. The difference operator becomes

+,k k41 k
At U, L"dlff 1,0, sgn(b;, J)u + Ll — 0qiff> 0, 1,557\(?77;,]-)”@,]'

where 04, € (0,1), we do not allow 04 = 1 or 04 = 0 since it is needed to control the positivity of
the off-diagonal elements for both the implicit and explicit side of the matrix equation. Control of the

positivity will be done via exponential fitting.

Exponential fitting
Using the fact that

f(z,y,e) = ¢ coth

IS
vIs
1V

|

(5.45)
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we deduce that the fitted scheme defined by

Ajufvj:[edma A2l 4 Oy, AU T d AT Fe Au"“}

2 Us, Wi, ; y @i,

+ [(1 = Oue) s, ;A2uy  + (1 — odiff)ChJAiuf,j} + 2b; AECL Dyl

f (aL ” » h )

O
i, Ci,js # h,
! ( edlff >

= 1 (a0 s 20| b, h)
dlff

_ b.,,| >
Ci,j = Ci,js ~ h:cah'r/ s
3 f ( 2 (1 _ ediﬁ) 1

will be stable under the maximum norm if the coefficients of v} ©* and ] ; are positive

3’

where

é“
||

(‘3\
||

2
| |

At ¢, At
1+ 29M }; + 29dﬁf'};—i >0 (5.46)
. At AL |b A
1- 2(1 - gdiff)T - ( ednff) h2 + 2 h ]|I > 0. (5.47)

The parabolic nature of the PDE ensures that the first inequality will always be true. Furthermore 6
can be chosen such that the constraint in the second equation is not too severe. Another possibility
is to define separate parameters that determine implicitness of the diffusion operator for the x and y
direction respectively, we will not pursue this idea further. Considering both orderings, we can rewrite

these equations in matrix form as follows

( im, A gdlffAt(AdlﬂA + CMA) At( oon + Cm\A)) k41
= (Toop + (1 — Ou) At(Ayr + Cugn) + 2AtB )05 + b,

for the first ordering, and

(L — ednffAt(AdxffC + CdlffC) At(Age + Cove))us ™
= (Iex,C + ( edlff)At( agte T Cdlﬁc) 1+ 2AtB ) LR

for the second, where the implicit matrices are M-matrices under the stability condition (5.46). As a

special case we will consider the stability of the scheme when b, ; = 0 on the computational domain Q.

Stability when b(z,y) =0

The operator defined in (5.44) becomes

a. d a. d
Le Uk — <9 . I 0 2,7 'U/k _|_ 0 . %7 _|_ 0 J uk
diff> Ocov s Ocross» @ Wi, diff cov i—1,5 diff cov i+1,4
i h2 2h, h2 2h,

(O €i,j . Ci,j €, .
+ (ediffh; - ecov 2h:) /U/;j —1 + <9diffh,2] + 9c0v%;> ujyj*,l

2a,; . 2¢, .
+ (_ediffhzd - ediffh21> UI:J
x y
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Since the cross derivative term is zero we do not have to keep the convection part fully implicit, we only
need to make sure that the convection is never fully explicit (resp. fully implicit) whenever the diffusion
part is fully implicit (resp. explicit). The reason for this is that we need the diffusion part to control the
positivity of the off-diagonal elements. Using (5.45) we see that the following IMEX-scheme will have
positive off-diagonal terms

.k — 2, k41 - 2, k41
Afu; = [deai,jA,,u + OusC; ;A0 + 0

@i, j v i g cov

covi, j =y Yy g

+ [(1 - gdiff)ai,jAzuk + (1 - adiff)a,jA2uk + (1 - acov)divjAwufj + (1 - GCOV)ei’jA

k
z i, g y i g

y 'L,j} i

where

~ (1 - acov)di.j )
a, ;= fa,,, =, h,
f ' (1 - odiff)
G, = (Ci.ﬂ(lemv)ew’ha.
: N (1 _ ediff) 1

Hence this scheme will be stable if the diagonal terms of the implicit and explicit matrices are positive.

This is trivially true for the implicit matrix, for the explicit matrix we need

2a; ;At
-

2¢; ;AL

- >0
hy

1—(1—6u) (1 — Ouie)
for the scheme to be stable under the maximum norm. Note for this very special case we can obtain
second order convergence and a scheme that is stable under the maximum norm if we choose 6,4 =

0., = % and ensure that

a; ; At ¢, ;At

== h?

>0

We can obtain a scheme that is unconditionally stable under the maximum norm if we let 6y = 6., = 1.

5.5 Convergence

Similarly as in section 3.6 we can use the Lax equivalence theorem to show convergence. Since IMEX-
schemes discussed are unconditionally consistent, we deduce that they are convergent whenever they

are stable.
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5.6 The Yanenko scheme

For equations of the form (5.1) Yanenko, Yanenko [1971], proposed the following stable and convergent

scheme
677 7“’?,.7' _ A2l AT AY uF
—Ar a; ;AL +di AU+ b AL (5.48)
ubtt —a,
B T e AT e Ayt b AL (5:49)

At
where a, ; = a(x;,y;), b, ; = blas,y;) ¢;; = c(x,y;), d;; = d(x;,y;) and e, ; = e(x;,y;) for k =
0, 1, ..., l. From these equations it is clear why we call this method a fractional step method, to proceed
from one time level to the next we first compute the solution at some fictitious intermediate time level.
It is clear that we only need to invert tri-diagonal matrices in the time marching procedure. In Ikonen
and Toivanen [2004] they note that finite difference methods which only invert M-matrices has better
stability properties. By making use of their observation and the discussions of the previous sections we
can deduce that the following fitted Yanenko scheme will show better stability properties than that of

the classical scheme®

w%tuw = f(ai,ja di,ja hT)Aiat,J + di,jAmai,j + biyjA:yuj J (550)
E+1 o
% = f(Ci,j7 €i s hy)Ajuljj— "+ ei,jAyuf,j’— T+ b’JAfya’J (551)

After rearranging we obtain

(_)\mxf(a‘m,g7d7‘,,j7 hr) + )‘xdi,j)uk i + (1 + Qf(a‘m,g?di,j? hr)ATm)uk o

i—1,4 i j

+ (_)\mmf(ai,j) di,j7 hr) - )‘xd'iwj)uk N

i1,

'71] _/\wybi,j(l _w)[uk +uf+ 1,]'71] (552)

¥ i—1,5+1

= )‘wybi,J(l + w)[u:+ 1,5+1 + ’U,f7 1
+ 4N, b wul = 20,0, wlul | Ay, ol +uy ]

) J i iy —1

and
(A flei e hy) A6 Juri Th + (L +2f(ci o€, hy) Ay ul T
+ (A fleis e hy) = Ave )ul T4
=AM+ w)uly ot uy o ] Al (L= w)uf T (5.53)
+ 4)\myb,;,jwufﬂj —2X,,b, swlul_ Lt ur LT uf o Aul ]
fori=1,2,...,m—1,7=1,2,...,n—1land k=0, 1, ..., | — 1, where the function f : RT x R x

R* — R is defined by equation (5.45).

5.6.1 Boundary conditions

To obtain boundary conditions for the Yanenko scheme we simply use boundary conditions that coin-

cide with those of the original problem. It is well known that the time-dependance of such boundary

5This follows from the observation of the previous section that exponential fitting allows for stability under the maximum

norm.
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conditions might result in a lower rate of convergence near the boundary than the rate of convergence
on the interior of the grid, see Fairweather and Mitchell [1967], Khaliq and Twizell [1986] and Kiskis
and Ciegis [1997]. All the boundary conditions that we are going to use are either time-independent or

smoothing conditions. The Dirichlet condition posed in equation (5.26) can be split as follows

Up; =¢ for j7=0,1,...,n (5.54)
ugt'=¢ for j=0,1,...,n

where upwinding is used to ensure stability under the maximum norm. we From the fact that ¢, is
time independent it follows that the von Neumann condition in equation (5.27) can be made locally one

dimensional as follows

forj= 0,1,...,n (5.55)

ub Tl =1

m, j m, J

forj= 0,1,...,n.

The smoothing condition at y, results in a two dimensional convection equation. For such problems we

have the following first order, consistent and convergent locally one dimensional scheme

Ei,o_ufo +~ -

T‘ =d, Afu;,, for i=1,2 ..., m—-1 (5.56)
uktt —
“JTt"‘):ei,oA;ujgl for i=1,2,...,m—1

As noted in section 3.7 we need to make use of upwinding to ensure the stability of this scheme under
the maximum norm. The smoothing condition at y,, results in a one dimensional convection diffusion
equation. As shown in chapter 3 such problems can be solved with the following stable and convergent

scheme
ﬂi‘ n ul

A = A AT, for =102, m (5.57)

Wt =w,, i=1,2 ..., m—1

As noted in section 3.5.2 we can make use of exponential fitting to ensure that this boundary condi-
tion is stable under the maximum norm. Note that the proposed boundary conditions do not remove
the tri-diagonal property from the relevant matrices. We conclude the motivation for these boundary

conditions with the following quote from Kiskis and Ciegis [1997]

Note that purely implicit locally one dimensional methods do not require any correction
of the boundary conditions, since they are unconditionally stable and preserve the optimal

accuracy order.

5.7 Consistency

By adding the two fractional steps in the Yanenko scheme, (5.50) and (5.51), we obtain
ubtt — gk
W = f(ai,ja d; ;, hJ?)AiaIJ +d; ;A (5.58)

+ by AL Uy + by AL Ul

Ty i, ]

2, k+1 k+1
+f(c,;,j,e,;,j,hm)Amui‘j +e Aulth

Y i, g
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Subtracting equation (5.50) from (5.51) results in

k+1 _ on k
Wi 2,5 + Ui

=—fla; ;,d: ;, h) A%, ; —d; ;A

At
+ bz\jA;yuz\j - bMA:yuf,j
+ f(ci,j7 €i s hr)Aiuljj "+ eLJAyufj '
which implies that
_ Bl k. At ~ ~
Wiy = B 2+uw Ty [(—fla: ;,di j ho) AU, ; —di jA
+bi,jA:yai,j - bi,]'A:yu');,j
+f(ci,j, ei,j; hT)Aiuf;r ! + ei,jAyuij 1]
Bl
— L Ma oA,

Substitution in equation (5.58) shows that the Yanenko scheme is equivalent to

Wt =t Wttt b
B M fad s h)A (2) +d A, (2)

k+1 k
ub bl

+ 0, A%, (2) +b; A% b
+ f(ci,jaei,jvhm)Azuk+l + ei,jA Ul?Jrl + O(At)

x i, g Yy, g

The truncation error becomes

’U(:Cmym Tk-+ 1) - U(xivyj77-k)

At
— |‘f(av i di g hy)A2 <U(xi7yja7-k+1)+U($“yj77'k)>

LAt ’U((ErnyjaTk) -

hahy

2

+d A <v(xiayj77—k‘+l)+v(xi7yj77_k))
TTAW

2

+b Au (U('T’iayj?Tk-%—l)+U(xivyja7k))
I "y 2

+ f(ci,j7 €i s hm)AiU(%aym Tk+1) + ei,jAyU(x'i7yj7Tk+ 1)

+ b AL v(T,y;, ) |+ O(AL)

zy
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where the last term is known as the splitting error. Substituting the Taylor approximations derived in

section 5.3 results in

LAt (xiayjaTk) -

hz s by ¥
%(xi,yj,TkJr%)—F ! AthSz( Ty Thgd) Fonn
— fla; ;,d; ;,h,) {g;(x,;,yj,rwr%)—i—;(%At)QaTa:;ﬁ(:ci,yj,Twr%)—i-...]
o [ ) HGA S )+ ]
— Heusseus ) [ S5 )+ HAD i )+ B0 S )+

v 0%v v
— € |:8y(wi7yja7_k+ )+ 1Ata ay (ﬂfi,yj,Tk+%)+%(;Atfm(%,yjﬂ'wr%)Jru}

0% L v Liiane OW
—2b, ; {&;ay(m“yﬂ"”*%) - ZAtm(xiaijTkJr%)—'_i(EAt) Wg(miaijTk+%)+"':|
+ O(hZ, h,h,, h;, At)

ov 8%v ov
= |:87_(1.i7yj’7-k+%) - ai,j@(xivyjaTkJr %) - di,j%(xﬂyﬂ/rkJr %)
8%v ov 8%v
_ci,jﬁin(xnyﬂTkJr %) - ei,j%(xiayj7Tk+%) - 2bi,jax8y(xuyja7—k+é)]

3 2 3
03v 0%v o3v ] (5.59)

—%At |:ci,j823(x'ivyj77—k+é)—’—ei,jm(l‘iayj?TkJré)_Qbi,j&_axay(xiayﬁ’rkJré)
+O(hZ, h.h,,h2, At)

x" %y

= O(h2, h,h,, h?, At)

ERAITE]

where we used the fact that f(z,y, €) = = + O(¢?) to obtain the second equation and the fact that v is the
solution of (5.1) to obtain the last equation. From the last equation it is clear that L;! hyv(a:i, Y, Te) — 0

as At, h,, h, — 0 hence we can deduce that the Yanenko scheme is consistent.

5.8 Stability

In this section we will discuss the stability of the fitted Yanenko scheme by making use of von Neumann
stability analysis and the matrix method of analysis.

5.8.1 von Neumann stability analysis

Again assuming constant coefficients we use von Neumann stability analysis to obtain necessary condi-
tions for stability. Substitution of (5.34) in (5.50) and (5.51) results in

5 — by, hA sin(ah, ) sin(Bh,)

ou - C 1+4f(a. . d; b, )fztsm (O‘}Q“) Id”ftsm(ah )
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and
yorr 1-b, j# sin(ah, ) sin(Bh,)
¥ 1+4f(”, ,J,h,)fgsm(ﬁh) IHh sin(Sh,)

respectively. By multiplying these two equations we obtain

N o
o B wl_w2_l(51 +ﬁ2>

where I = /—1 and

a= (1 —b,; hAif sin(ah, )sin(ﬁh,y))2

=1-—2b, At sin(ah,,) sin(Bh,) + b7, < At

i o > sin®(ah, ) sin®(6h,,)

A
=1-2b, I ; sin(ah,) sin(Bh,) + 1603, (

61: Slnﬂh 1+4f Qs 5, 7mh)

77h

At At_2 Gh.,
B, = d”h sin(ah, (1+4f Ciiy€i y)h2 in ( 5 >),

Wy = 1+4f( ‘LJ? 1]? )h2 Sln < 2 >+4f(ci=j7ei-,j7hy)hQSln < 2 )

A 2
+16f(a; ;,d; ;,h,)f(ci €50 hy) (h ;i ) sin® (a2h”> sin? (ﬁ;y),

2

At
wy, = e, ;d;, Tk sin(ah, ) sin(Sh,).

h2

and

By making use of the following identity

a+Ib‘2_a2+b2

c+Id| e+ da?
and the fact that w,w, = 3,3, we deduce that
R o? a?
7 Wyt wi+ B+ 8T W

The inequality above arises from the fact that w? + 87 4+ 52 > 0. Since « > 0 and w, > 0 we can rewrite
the equation above as

k+1

v

Q
ok - W1.

It follows that the scheme will be proven stable if we can show that
Lt

W
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Note that this will be true if we can prove

At \? . , (ah,\ ., (Bh, , , [ ah, , [ Bh,
16 <hxhy> sin ( 5 )sm ( 5 )[f(am,dw,hm)f(c,yj,ew,hy) b?, cos ( 5 )cos ( 5 )} >0

(5.60)
and
At ah, Gh, At .
4f(a1113d1,17 )h2 Sln ( 2 > +4f(cz,ﬂel,]7h’y) h2 SH < 2 ) +2b7—ﬂh h sm(ah )Sln(ﬁhy) —0
(5.61)

To show this we will need to make use of the following lemma.

Lemma 5.8.1.

f(ai,jadi,jvhz)f(ci,jvei,jvh’y) _b?j >0

Proof. If we can show that f(z,y,€) > = forall z,y,e € Rt x R x R then we have that

flai g, di ;5 he)fle e ,hy) — b?j 2 Qi 5Ciy — b?j

>0

where the final inequity follows from the assumption that the PDE considered is parabolic. Consider

the following
f(xayve)_ y th%—fﬂ
=¥ ye _
= [ o oth 1}
B cosh 0
- smh 0
_ {cosh@ smhf)]
¥ sin 0
where § = £° € R. The following Taylor expansions of cosh § and sinh § are valid for all § € R
6> 6t 6°
coshﬂ—l—i—f—f—E-l-E-i-
6 6 o
smh9—9+§+f+ﬁ+

By back substitution we obtain
0 11\, (1 1\, (1 1Y\,
f(x,y,e)—x—xm [(2!—3!)9 + <4!—5!>9 + (6!_7!)9 +]
> 0. (5.62)

The last line follows from the fact that 15 >0 and > 0 forall n € N. O

(n+1

To prove (5.60) consider the following

At \* ., [ah, Bh, 2 o fahs 2 Bhy
16(hrhv> o < 2 )Sl ( 2 )|:f<ab],dLJ7h )f(cnj’e’hj’hy)_bijcos ( 2 >COS ( 2 >:|
At \? . 2
216(hzhy) sin® < > < > Ay, 5y zJ)hz)f(ci,jﬂei,j’hy)7bij:|

>0
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where the first inequality follows from the fact that cos? (22=) cos? (6}%) < 1 and the second from
lemma 5.8.1. To see that (5.61) is true, note that it is exactly the same as equation (5.36) in lemma 5.4.1 if
we make the following substitutions

At At At

a= 4f(ai,j,di,j,hw)h—i, c= 4f(cm,eiwj,hy)h—Z and b=8b,; W
From the fact that
A 2
dac — b* = 64 (h ; ) (f(a,v,,j,di,j,hz)f(ciyj,ei,j,hy) - bfj)
>0

it follows that we can apply lemma 5.4.1 to deduce that equation (5.61) holds.
5.8.2 Matrix formulation
Equations (5.50) and (5.51) can be rewritten in matrix form as

(T — Ab(Agn + Aw))us” * = (Lo + AtB U, +b, 4 (5.63)

(Lne — At(Cupe + Con))ut** = (Lo + AfBo)ut" * + b, ¢ (5.64)

where XM,A and édm are the exponentially fitted versions of the matrices defined in section 5.4.2. Let

the boundary vectors b, , and b, . be defined as
bl, A= (Cl; 07 07 Crh;; cl7 Oa 07 th;v Cl7 07 07 Crh;)T
b2,C = (Cla C“Cl; 07 070707 03 07 07070)T

and I, - and I, . redefined as

1wy, 0| ug. o
1wy, 0| usg.,
1)ug , 01 ug ,
1 u’f_yo 1 uio
1 u’fJ 1 u}f,l
k k
Toclluf =122 and [Lofjus| = e
1 u’;_yo 1 ug,o
1 u’g,l 1 u;l
1 u’;2 1 u;Q
1 u’;o 1 u]?j,U
1wl 1| b,
1)y, 1) us,

The fundamental motivation of splitting becomes clear in equations (5.63) and (5.64). For the classical
schemes considered in the previous section a single matrix equation, with five non zero diagonals, needs
to be solved. Splitting allows to us solve two tri-diagonal system of equations instead. The fact that tri-
diagonal systems can be solved very efficiently is one of the main reasons why splitting methods became
very popular. As an aside we will give a more intuitive explanation of the error that arises when splitting

is implemented.

83
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Splitting error

Even when Crank-Nicolson time marching is used in each fractional step this splitting method will still
only be first order accurate, see Ikonen and Toivanen [2005a]. To see this consider (5.1) with b(z,y) =0
and homogeneous Dirichlet boundary conditions, this problem can be solved by applying the classical

fully implicit scheme

(I— At(Auga + An) — At(Cuga + Con))uly T =1l (5.65)
fork=0, 1, ..., [ — 1. To first order we can approximate (5.65) by
(I - At (Xdiff,A + Acov,A) - At(éouff,A + CcoV,A) (566)

+ At? (Kdiff,A + Acov,A)(édiff/A + Ccov,A))uZ+ t= ui
= (I - At(Xdiff,A + Acov,A))(I - At(édiff,A + Ccov,A))uZ+ = uz

fork=0, 1, ..., [ — 1. The last equation above can be rewritten as

_ 1
(I - At(Adiﬁ,A + Aco\«',A))u2+ ? = u}j.\
k+ 3

(I - At(édifm + CcowA))uZ+ = U,

This shows that the Yanenko scheme is a first order approximation of the fully implicit scheme. The
second matrix equation above is not a tri-diagonal matrix equation. By reordering the elements of the

solution vector we can obtain the following tri-diagonal system of equations

k+ 3

(I - At(édiff,c + CC(‘\',C))uk Loyt 2

C

5.8.3 Stability under the maximum norm

Elimination of the intermediate time step in equations (5.63) and (5.64) results in

ui+ ! = (Iim,A - At(édiff,A + Ccov,A))_l(Iex/A + AtBA)(Iim,A - At(Xdiff,A + Acov/A))_l(Iex/A + AtBA)llZ
+ (Iim,A - At(édiff,A + Ccnv,A))il(Iex,A + AtBA)(Iim,A - A‘lf(Xdiff,A + Acov,A))ilbl, A
+ (Iim,A - At(édiff,A + Ccov,A))ile‘ A-

From this it is clear that the Yanenko method will be stable under the maximum norm if we can show
that

||(Iim,A - At(édiﬁ,A + Ccov/A))_l(Iex,A + AtBA)(Iim,A - At(Xdiff/A + Acov,A))_l(Iex,A + AtBA)”oo <1

The fitting procedure ensures that (I, . — At(Aggn + An)) and (I, 4 — At(Cyga + Cuna)) are invertible
M-matrices. It follows from definition 3.5.1 with x = (1,...,1)7 that

[(Tma — At(Aggn + An)) Ml <1
and

||(Iim,A - At(édiff,A + CCO\',A))71||<>Q S 1
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From the fact that

(T s — At(Caign + Conn)) ™ Toon + ABL) (T s — At(Aygn + An)) " (Lo + ABL)| |
< (Ta — At(Caga + Cenn)) ™ol Texa + ABL) ||
(Tina — At(Auign + Acn)) ool | Texa + ABL) ||
<(Toa + AtBL)| 2, (5.67)

it follows that we only need to prove that

[(Teva + AIBL[IL <1

co —

for the scheme to be stable. From the proof of theorem 5.4.1 it follows that all the off-diagonal elements
must be non-negative for the equation above to hold. Equations (5.52) or (5.53) can be used to obtain the
off-diagonal elements of (I, + AtB,). From these equations it is clear that the off-diagonal elements
will only be non-negative when b, ; = 0, Vi,j. Hence we are not able to prove stability under the

maximum norm with the proposed method.

We have shown that the Yanenko method is unconditionally stable if we make use of von Neumann
stability analysis. Since von Neumann stability analysis is, strictly speaking, not applicable to problems
with non-constant coefficients, we have introduced an alternative method to prove stability namely, the
matrix method of analysis under the maximum norm. Using the matrix method of analysis we have
only been able to show stability for the case when b(z,y) = 0. Nonetheless, extensive experiments with

b(z,y) # 0 have as yet not resulted in a single case of instability.

5.8.4 Convergence

As done in the previous section the fictitious time step can be eliminated to obtain the desired form for
the Yanenko scheme (3.37). Using the Lax equivalence theorem we deduce that the Yanenko scheme is

convergent whenever it is stable.
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Chapter 6

Alternative Approaches for the Two
Dimensional FDM

In this chapter we extend the methods discussed in chapter 4 to two dimensions. We will attempt to

derive higher order L,-stable schemes to solve PDEs of the form

ou  0%u 0%u 0w Ou  Ou

G g8l p 2 T8 g2t Y 1

ar  “ox2 + Oxdy + Cay2 + Ox + eay (61)
on the domain (z,y) € Q = [I,,7,] X [I,,7,] Xx RT where all the coefficients are real constants and satisfies

Yty

the following inequalities
ac—b>0, a>0 and c¢>0.

For the problem to be well posed the unknown function u(x,y,7) must satisfy an initial condition
u(z,y,0) = uo(z,y) = ¥(x,y) and four boundary conditions

u(l,,y,7) = ¢
u(r,,y,7) = ¢,
u(z,l,,7) =,

s by

u(x,r,, 7) =c¢,.

Note that we simplified the problem posed in chapter 5 by assuming constant coefficients and Dirichlet

boundary conditions.

6.1 Reduction to a system of ordinary differential equations

To obtain a system of ODEs we only discretisize 2 in the spatial direction and keep the time axis contin-
uous. After truncating the domain 2 such that (z,7) € Q = [Zpi, Tuw) X [0,T] we obtain the following

semi-discrete mesh

~

Q:{(Iivy.ﬂT)|i:07 13 AR m7j:07 15 RRR] naTG [OvT}}
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By making use of the second order approximations derived in section 5.1 we can rewrite (6.1) as a system

of ordinary differential equations

du,(t)
dr

where the solution vector u, and the boundary vector, b, are defined in section 5.4.2. The choice of the

=(A,+2B,+C,)u,(r)+ b, 6.2)

ordering of u is completely arbitrary and we could have chosen to use u. instead of u,. The matrices

A, and C, are given by
AA = Adiff,A + Acuv,A
CA = Cdiff,A + Ccov,A

where A s, Awvas Canar Ceva and B, have the same form as in section 5.4.2 if we make the simplifying
assumptions of constant coefficients and Dirichlet boundary conditions. We also assume that A, and
C, are row reduced such that the Dirichlet boundary conditions are no longer present, as we have done
for the matrix A of section 4.1.

6.2 A derivation of the Yanenko scheme

As shown in section 4.1.1 the solution of (6.2) is given by
u(t) = —(A, +2B, + C,) ‘b, + " AaF2BatC (g 4 (A, +2B, +C,) 'b,). (6.3)
where ¥, is the vector containing the initial data. Consider the usual uniform partition of [0, T']
O=7m<mn<...<,=T

where 7, = kAt and At = % If the solution at time 7 is known then the solution at time 7 + At can be
obtained as follows
uu(r+ At) = —(A,+2B, +C,) 'b,
+ eAt(AA+2BA+CA)eT(AA+2BA+CA) (‘I’A 4 (AA 4 2BA 4 CA)—le)
= —(A,+2B, + C,)'b, + eAAATBATON) (y(r) + (A, + 2B, + C.)'by).  (64)
Assuming that A and C do not commute results in the following first order approximations, see Khaliq
and Twizell [1986]"
eAt(A-‘rC) _ eAtCeAtA + O(Atg) (65)
eAt(A+C) _ eAtAeAtC + O(Atz) (66)
The error introduced in the equation above is known as the splitting error. We can use equation (6.6) to
rewrite (6.4) in the following form
u,(r+At)=—(A,+2B,+C,) 'b,
+ AU AATBA) AU BATCA) (y(7) + (A, 4+ 2B, + C,) 'b,) + O(A#).

I This result can be obtained by direct substitution of At(A + C) in the definition of the exponential of a matrix.
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Let R(AtA, AtC) be a rational approximation of e2*A+C). We can obtain the solution at time 7, , , if

the solution at time 7, is known via

uwitl=—(A,+2B, +C,) b, (6.7)
+ R(AtA,, AtBL)R(ALC ., AtB ) (0" + (A, + 2B, + C,)'b,)

which can be rewritten as

ui " = R(AIC,, AIB, )" (6.8)
Ut = (A, 4 2B, + C,) by + R(AtA L, AIB)R(AIC,, AIB,) (A, + 2B, + C,) ‘b,
+ R(AtA,, AtB)u' ' 2. 6.9)

By making use of the Padé approximations of section 4.2.1 it is easy to see that

1
s LD

1 _ 9 +O(923/82)

From this we can deduce the following rational approximation for e (A+€)

eAATC) — R(ALA, AtC) + O(At?) = [T — AtA] [T + AtC] + O(AP).
By substituting into (6.8) and (6.9) we obtain

(I- AtC U, ? = (I+ AtB !
(I— AtA Ut = (I — AtA ) + (I + AtBL)(I — AtC,) (I + AtB,)] (A, + 2B, + C,) ‘b,
I+ AB UL (6.10)

The coefficient of the boundary vector, b ,, requires the inversion of (A , + 2B, + C,) which is a lengthy
procedure and defies the point of splitting. The problem can be avoided by making use of the following

first order approximation

—I+ (I—-AtA,) '(I+ AtB,)(I— AtC,) '(I+ AtB,)
-1 + eAt(AA+2BA+CA) + O(Atz)
=At(A, +2B, + C,) + O(At?). (6.11)

Substituting back into (6.10) results in the Yanenko scheme

(I— AtC )" ? = (I+ AtBo)u?,
(I— AtA UL+ = (I+ AtB)u' " 7 + (I— AtA,)Atb,.

As done in previous chapters we can rewrite the scheme in the following form

(I- AtCo)ul' ? = (I+ AtB,)u’
I— AtAJut ' = I+ AB U 2 + (I— AtA )AL,
A

to solve only tri-diagonal matrices.
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6.2.1 L, -stability of the Yanenko method

By making use of Gerschgorin’s theorem 4.3.3 it follows that B, might have non-negative eigenvalues?.
Thus we can not apply definition 4.3.3 to deduce the stability of the Yanenko scheme whenever there is
a cross-derivative term present. The explicitness of the cross derivative term will also have an adverse
effect on the A-stability and L-stability of the Yanenko scheme scheme. In this section we will show
that the Yanenko scheme is L,-stable when there is no cross-derivative term. When the coefficient of the

cross-derivative term is zero the Yanenko scheme can be written in compact form as
ut "t =[I—- AtC,] '[I— AtA,] 'u + Atb,. (6.12)

By making use of exponential fitting, as done in section 4.3.1, we can ensure that the eigenvalues of C,
and A , are real and non-positive®. Which implies that the symbol of the Yanenko method is given by

1

(1+2z,)(1+2) (6.13)

RYancnko(*ZAa *Zc) = RLO(*ZA)RLO(*ZC) =

from which it it easy to see that the Yanenko scheme is L,-stable. The same results are obtained in Khaliq
and Twizell [1986] and Ayati et al. [2006].

6.3 Extrapolation methods

In this section we extend the discussion of section 4.4 to two dimensions. L,-stability will be proved for
the case when there is no cross derivative term. Although the approximation made in (6.11) allows us to
dramatically increase the speed of computation it is only first order accurate. Whenever the boundary
conditions are non-zero we will not be able use extrapolation methods to increase the order of accuracy
near the boundary. In this section we assume zero Dirichlet boundary conditions, i.e. b, = 0. If the
solution at time 7, is known, then we can use the exponentially fitted Yanenko scheme to proceed to

time 7, |,
k+1 _ k
u, " = L,u;

(6.14)

where L, = [I—-AtA ][I+ AtB,|[I- AtC,] '[I+ AtB,] and, A , and C, are the exponentially fitted
versions of the matrices defined in section 5.4.2 after we made the simplifying assumptions of Dirichlet

boundary conditions.

6.3.1 Third order extrapolation scheme

In Khaliq and Twizell [1986] a third and fourth order accurate scheme is proposed for the simple two

dimensional heat equation. In this section and the following section we will give a derivation of their

2Since B 4 is a real symmetric matrix, all the eigenvalues of B 4 are real.
3With exactly the same arguments as given in section 4.3.1 we can deduce that all the eigenvalues of C¢ are real and non-

positive. Let A be an arbitrary eigenvalue of C4 and be v 4 the corresponding eigenvector, ie. C4va = Ava. Clearly Cove =

Ave. This shows that A is also an eigenvalue of C¢, hence all eigenvalues of C 4 real and non-positive.
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extensions on the Gourlay-Morris scheme and show that these modifications can be applied to two
dimensional convection diffusion equations with cross-derivative terms. Say the solution at time 7, is

known then the solution at time 7, , ; can be obtained as follows

ul, = Li,uf (6.15)
w0 = Lo Laul (6.16)
ul, i} = LaLoaul (6.17)
ul, ) = Lsa . (6.18)

Define
N(k,09,,0,,0,TI,I',I) =1+ kAtO, + K*At?0O, + K> At’°0,)
- (I+ kAT, + K*At°T, + K> AT )
=1+ kAH®, +T,) + k*°At*(©, + O,T, +T,)
+ KAt (©, + ©,T, + ©,T, +T;) + O(At?)
where ©,, ©,, ©,,T',, ', and I'; are square matrices. After some tedious manipulations we obtain
N(k,,0,,0,,0, 1, T, ;)Nk,®,0,06,T, T,T,)Nke,6,06,T,T,T,)
=T+ (k +k, +k;)At(®, +T))
+ AL[(K2 + k2 + k2O, + (kiks + Kok + ki ko)T.©, + (K2 + k2 + k2 + koks + ok + k. k,)O,T,
+ (K2 + k2 + kDT, + (kiks + koks + ki ky) O, % + (ki ks + Kok + ki k)T 7]
+ ALK+ k2 + k3O, + (Klky + k2ks + kT k3)©,0, + (ki k2 + Kkok2 + k1 k2)0,0, + ki kok; O, °
+ (K2 + kS + K2 + kK2 + kok2 + kL k2O, T, + (Kiky + Klks + Klks + K koks)O, T, 2
+ (K2 + K+ K+ Ky + Ky + Kl O, + (kK2 + kokZ + kK2 + kkoks)©,°T
+ (K2 + K+ kDT + (K ky + k2ks + k2 ks)DLT + (koKD + kok2 + kDT, T, + ky Kok, T2
+ (kK2 + Kokl + ko k2 + ki ko k)T, O, 0 + (koK + Kokl + ki k3T, O, + kKo kT, O,
+ (K2ky + K2ks + K2k )T20O, + kykoks T 2O, + (Klky + klks + klks + KiK.k )O, T, O]
+ O(AtY)
= Ay ks T O(AEY)
where Ay, 4+, 1, = Ay, ksy ks, 0,,0,,0,, T, T, T,). By making use of the binomial expansions in (4.12)
we obtain
Liar = X+ EAL(A, +B,) + BPAPA, (A, +BL) + BPAPPA% (AL +By) + E*A*A% (AL + BL))
-(I+EkAt(CL +BL) + KPA?CL(Cu + BL) + K°APC%(Cu + BL) + K*At*C3(C, + BL))
+ O(A®) (6.19)
=N(k,©,,0,,0,T,T,T;) + O0(At")

where

91 :AA+BA7 92:AA(AA+BA); 63 :AQA(AA"‘BA)
I‘l - CA + BA; Fz = CA(CA + BA)a Fs = Ci(CA + BA)-
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Equations (6.15) to (6.18) can be written in terms of the A-function as follows

ul = A ul + O(AtY)
u ) = A, oul + O(ALY)
ul o) = AL, 0ul + O(ALY)

(AtY)

) = Ay o 0ul + O(ALY).
Hence
ul ) = [I+3At(©, +T)) + At*(3@, + 6O,T', 4 3T, + 3,0, + 30, + 3T,7)
+ At*(30, 4+ 6O,T', +60,I', + 3T, + 30,0, +40,°T, +3I',0, +4I',0,I’, +3I'T,
+30,0, +40,I',0, +3I,0, +I'0,”+ 06, +I'’0, + I',’ +40,I',* + 3T,I',)|u’;,
+ O(AtY)
u ) = [[+3At(0O, +T,) + At*(50, + 7©,T', + 5T, + 2I',©, +20,” + 2T, *)
+ At*(90, + 130,T', +110,T', + 9T, + 20,0, + 20,°T, + 2T',0, + 2I',0,T', + 2I',T,
+40,0, +40,T',0, +4I',0, + 40,I',* + 4I',I",)|u’,
+ O(At?)
uhh? = [[+3A4O, +T,) + At*(50, + 7O,T, + 5T, + 2T, O, + 20, + 2T,?)
+ At*(90, + 110,T', +130,T', + 9T, + 40,0, + 40,°T', +4I',0, + 4I',0,T', + 4I',T,
420,0, +20,T',0, +2I,0, +20.,T,* + 2T,T,)ju’,
+ O(At?)
u ) = [[+3At(0O, +T,) + At*(90, + 9O,T, + 9T,)
+ At* (270, + 270,T", +270,T, + 27T,)|u, + O(At").
From the definition of the exponential of a matrix
o3AHAL+2Ba+Ca) _ 3AHO14T1)
=1+3AtO, +T,)+ JA*(©, +T,0, + ©.T, + T,
+ JA#(©,’T, +I,0,T, + ©,I',0, +I',0,’
+0,°+I,°0,+TI',°+6,I')’) + O0(At")
we see that the correct approximation to solution at time 7, , 5 is given by

k+3 _ 63At(AA+2BA+CA)uZ

u,

=[I+3A¢O, +T,) + JA#(©,* +T,0, + O,T, +T,?)
+ JA#*(©,’T, +TI,0.T, +O,I'e, +I',0,’
+0,°+I'°0,+TI',°+06,I',*)+...|u}.
From this it is clear that none of the methods match the second or third order terms correctly. But
we might be able to match the second and third order terms by making use of the following linear

combination

k+3 _ k+3 k+3 k+3 k43
u, =ThUyuq) Jr77211A(2) Jr77311A(3.) Jr774uA(4)
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where 7,, 05, n; and 7, satisfies

mtn+n+n=1
3771+5772+5773+9774:0

617, + T + Ty + 9y = 2
3, + 2, + 20, = 3

3 + 9, + 9, + 27, =0
6n, + 131, + 11, +27n, =0
6n, + 119, + 1310, + 27, =0
3 +2n, +4n, =0

an, + 2n, +4n; = %

3 +4n, + 21, =0

dny + 4m, + 2, = 5

h = %

This system of equations is in fact not over specified and has the following unique solution

(]

m=3 m=n=-2 and n, =1

The third order accurate extrapolation algorithm follows

(I— AtCoult ? = (I+ AtBo)u?,

(I— AtA)ut !t = I+ AB,)u' ' ?
(I- AtCo)ul" ? = (I+ AtB.)ul*
(I- AtA)u" 2 = 1+ AtBu 2
(I— AtCo)ul’ = (I+ AtBo)u >
(I— AtA )57 = (T4 AtB)uly " 2

(I— AtC.)ub’?

(I— AtA)ut*
(I— 2AtCo)ul >
(I 2AtA )utt?

A(2)

(I+ AtBo)u?

(I+AB,)u " ?
(I+ 2A¢B)u’ !
(I+ 2A¢B,)u’ ">

(I—2AtCo)u* ! = (I+ 2AtB.)u
(I—2AtA )us "2 = (I+ 2AtB,)u’* !

(I- AtCo)ul” ¥ = (I+ AtBo)u" 2
(T— AtA)us5? = (T4 AtB)ul, " 2
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(1-3AtCc)us” # = (1+ 3B )u;
(1 3AtA)ul/, = (T+3AB )"

and

k+3 _ 9. k+3 _ 9
am T alae T 1

k+ 3

_ 9 k+3
=au Waey T Wacs -

L,-stability of the third order Khaliq-Twizwell scheme

By removing the cross derivative term we obtain a version Khaligq-Twizwell scheme that uses exponen-
tial fitting to handle the convection terms. It is easy to see that the third order Khalig-Twizwell scheme

can be written in compact form as

uit? = R (AtA 4, AtC )u’,

R
where

Rirs(AtA , AtC,) = 2 (I - AtA ][I - AtC,]™H)?
— 91— 2AtA, ] I - 2AtC,] I — AtA ][I — AtC,] !
— 0= AtA, ]I — AtC, ]I - 2AtA ]I - 2AtC, ]
+ [I - 3AtA ][I —3AtC,] .

From this we can deduce that the symbol of the third order Khalig-Twizwell scheme is given by

9 9
Hinl=2am20) = g s 20y 20+ 220 (1 + 220) (1 4 2001 1 20)

1
(14324)(1+32¢)

+

From figure 6.1 we see that
max  |Rgn(—24,—20)] <1
Zp 20 20
and
lim  Rypn(—24,—2c) = 0.

zZpA, 20 — 00

Hence we can deduce that this scheme is indeed L,-stable.

6.3.2 Fourth order extrapolation scheme

The derivation of the fourth order accurate scheme will have a similar form to that of the third order

scheme in section 6.3.1. Say the solution at time 7, is known then the solution at time 7, ,, can be
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R

a2 20

Figure 6.1: The symbol of the third order Khaliq-Twizwell scheme, Rir(—24, —2¢).

obtained as follows

u =Lyl (6.20)
uZ(Z;‘ = La,Lsa 0y (6.21)
) = Lac Loty (6.22)
ul )t = L}, Loacu)y (6.23)
ul b = Loa, L3, 0 (6.24)
ul ) =Lyl (6.25)
Wbt = La,Loac Loty (6.26)
b= Lia,ul. (6.27)

Define

N(k,©,,0,,0,,0,rI, T, T,T,):=I+kAtO, + K*At’0, + kK*At’0, + k*At'©,)
(I + kAT, 4 kAT, + E* AT, + E*At'T,)
=1+ kAt(©, +T,)+ kAt*(©,+ 0O,T', +T,)
+ KA (O, +©,T, + O,T, +T,)
+ kA (0, +0.T'; + 0,0, + O.T', + T,) + O(A?)

where ©,,0,,0,,0,,I',T',, T'; and I', are square matrices. Define a new A-function which is accurate

to fourth order via the following*
N(ku ®1a 927 637 947 ]-‘la F27 F37 I‘4)N(k2a @17 827 G)B; (-)4’ Fl) F27 I‘Sa F4)
: N(kSa 917 627 G)S; ®4a Fl) F27 I‘37 F4)N(k47 (91; ®2a @37 947 ]-‘17 FZ) F37 1-‘4) (628)
= Aklvkzvksv’m + O(Ats)

“We will not give the explicit form of the fourth order accurate A-function as we did for the third order accurate A-function in

section 6.3.1, since the function expression is extremely long for this case and does not give extra intuition.
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where Ay, oy ng 0, = MErs Koy Koy ks, k4,0,,0,,0,,0,,T,,T,,T;,T,). By making use of equation (6.19)

we obtain
LkAt, = N(ka ®1a 627 637 645 F17 FQa 1-‘37 F4) + O(Ats)
where

91 = AA +BA; 62 = AA(AA +BA)7 93 = Ai\(AA +BA)7 64 = Ai(AA +BA)
r=¢,+B,, Ih'=C,(C,+B,), I's=C’(C,+B,), I,=C(C,+B,).

Equations (6.20) to (6.27) can be written in terms of the A-function as follows

wi b =Aul + O(AE)
wi b = Auso0ul + O(AE)
wl )t = Ao 0wl + O(AL)
ul )t = A 0wl + O(AE)
w b= Ay 0ulh + O(AE)
ul = A0 0w + O(AE)
ul ot = Az 0wl + O(AE)
Wil = Ay o0ty + O(AP).

The approximation of the solution at time 7, , , with the correct higher order terms is given by

B4 _ e4At(AA+2BA+CA)uZ.

Uy,

The following tables give the coefficients of the first, second, third and fourth order terms of the relevant

A-functions and eAt(Aa+2Ba+Ca)

o0) T T S T T N T Y T P =T e soy

I 1 1 1 1 1 1 1 1 1

At T, + O, 4 4 4 4 4 4 4 4 4

T, 4 10 10 6 6 8 6 16 0

e, 10 13 13 11 11 12 11 16 8

0, 4 10 10 6 6 8 6 16 0

At?

T’ 6 3 3 5 5 4 5 8

e, 6 5 5 4 5 8

0.’ 6 5 5 4 5 8
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o) A [Asoo [ Asvoo|Adrzo|Aoiino | Nozio0 | Arznio | Adoo,0| €S0
I, 4 28 28 10 10 16 10 64 0
oI, 10 37 31 19 15 24 17 64 0
e.T, 10 31 37 15 19 24 17 64 0
o, 4 28 28 10 10 16 10 64 0
I.T, 6 9 3 9 5 8 7 0 0
r.e.r, 10 9 3 11 7 8 9 0 32
r.e, 6 9 3 9 5 8 7 0 0
0,0, 6 9 3 9 5 8 7 0 0
| e,cT, 10 9 3 11 7 8 9 0 2

At?

r.T, 6 3 9 5 9 8 7 0 0
.0, 6 3 9 5 9 8 7 0 0
e.r,’ 10 3 9 7 11 8 9 0 g2
e.r.e, | 10 3 9 7 11 8 9 0 32
0.0, 6 3 9 5 9 8 7 0 0
r’ 4 0 0 2 2 0 2 0 32
I.’e, 4 0 0 2 2 0 2 0 32
re,: 4 0 0 2 2 0 2 0 32
e,’ 4 0 0 2 2 0 2 0 32
r, 4 82 82 18 18 32 18 256 0
eI, 10 109 85 35 23 48 29 256 0
e.r, 10 91 91 27 27 48 27 | 256 0
o,T, 10 85 109 23 35 48 29 256 0
o, 4 82 82 18 18 32 18 256 0
I, 6 27 3 17 5 16 11 0 0
rer, | 10 27 3 21 7 16 13 0 0
r.e.r, | 10 27 3 19 7 16 15 0 0
Ap | Ti®s 6 27 3 17 5 16 11 0 0
0,T, 10 27 3 21 7 16 13 0 0
©,e.I, | 10 27 3 19 7 16 15 0 0
0,0, 27 3 17 5 16 11 0 0
r,’ 9 9 9 9 16 9 0 0
r.e.;r, | 10 9 9 11 13 16 11 0 0
.o, 6 9 9 9 9 16 9 0 0
e.rr, | 10 9 9 13 11 16 11 0 0
e.rer,| 15 9 9 15 15 16 13 0 32
ere, | 10 9 9 13 11 16 11 0 0
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o) A [Asoo [ Asvoo|Adrzo|Aoiino | Nozio0 | Arznio | Adoo,0| €S0
©.,0.T, | 10 9 9 11 13 16 11 0 0
e, 9 9 9 9 16 9 0 0
I,T, 3 27 5 17 16 11 0 0
r,0, 3 27 5 17 16 11 0 0
e,Ir.r, | 10 3 27 7 19 16 15 0 0
e.r.e, | 10 3 27 7 19 16 15 0 0
e.r,’ 10 3 27 7 21 16 13 0 0
e.re, | 10 3 27 7 21 16 13 0 0
0,0, 6 3 27 5 17 16 11 0 0
I.°T, 4 0 0 4 2 0 2 0 0
r’er, | 5 0 0 4 2 0 2 0 32
r’e, 4 0 0 4 2 0 2 0 0
r.0,0, 4 0 0 4 2 0 2 0 0
0,’0, 4 0 0 4 2 0 2 0 0
rec-r | 5 0 0 4 2 0 2 0 32
e,’T, 5 0 0 4 2 0 2 0 32
I.I.T, 4 0 0 2 2 0 4 0 0
ape | DL€ 4 0 0 2 2 0 1 0 0
r.e.r.’ 5 0 0 2 2 0 1 0 32
e,’T,’ 5 0 0 2 2 0 4 0 32
rere, s 0 0 2 2 0 4 0 32
e, T.e, | 5 0 0 2 2 0 4 0 32
r.e.,e, 4 0 0 2 2 0 1 0 0
0,0.0, | 4 0 0 2 2 0 4 0 0
r.T, 4 0 0 2 4 0 2 0 0
.0, 4 0 0 2 4 0 2 0 0
r.e,’ 4 0 0 2 4 0 2 0 0
er’ 5 0 0 2 4 0 2 0 32
er’e | 5 0 0 2 4 0 2 0 32
e.re:| 5 0 0 2 4 0 2 0 32
0.0, 4 0 0 2 4 0 2 0 0
r* 1 0 0 0 0 0 0 0 32
r°e, 1 0 0 0 0 0 0 0 2
r’°e,’ 1 0 0 0 0 0 0 0 2
r.e.’ 1 0 0 0 0 0 0 0 82
0, 1 0 0 0 0 0 0 0 32

From these tables it is clear that none of the methods match the second, third and fourth order terms

correctly. By solving the resulting system of equations we see that the following linear combination
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matches the second, third and fourth order terms

ktd o g e ub 4
Uy IR DR o/ DRSS T DRSS o/ P DO
k+4
+ nsul A(a) Y A(G) Y A(7) +nsu A(8)
where

s 774:775:’(]7:—1?))6’ 776:2 and

=

Il
w

P
[§)

I
=
w

I

cloo

The fourth order accurate extrapolation algorithm follows

(I— AtCoul' ? = (I+ AtBo)u?,
(I— AtA)ut* ' = (I+ AB,)u' " ?
(I- AtCo)ub’ ? = (I+ AtB.)ub+!
(I- AtA)u" "2 = 1+ AtB)u " 2
(I- AtC)uL" = (I+ AtB.)uk*>
(I— AtA)ut*® = (I+ AtB,)u' " 2
(I- AtC UL 2 = (I+ AtB.)uk+*
(I— AtA)usEd = (T4 AfB)ul "2
(I— AtCoHutt ? = (I+ AtBo)u?,
(I—AtA)u ' = I+ AtBL)u, "

(I-3AtC)ul" ¥ = (I+3AtBo)us "

(

(T— 3AtA )u'h? = (T4 3A1B,)ul " 2

(I-3AtCut' ? = (I+ 3A1B.)u”,
(I— 3AtA )t ® = (I+ 3A¢B,)uy 2
(I— AtCo)ub™? = (I+ AtB.)ul**
(I— AtA)ui5d = (T4 AtB)uly " 2
(I- AtCo)ul™ ? = (I+ AtBo)u",
(I— AtA )u'*' = (I+ AtB,)u, " ?
(I- AtCutt ? = (I+ AtBo)ut+?
(I— AtA)ut*2 = (I+ AtB )u’;*%

(I-2AtCo)ul*? = I+ 2AtBo)ul”

(I - 2AtA )ul )t = (T4 2A¢B )ul*?
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(I—2AtCo)us = (14 2AtB,)ul,
(I —2AtA U ? = (T4 2AtB, )ul ™!
(I- AtCo)ut’ ? = (I+ AtBo)ut*?
(I— AtA)u" "% = (I+ AtB,)u, " ?
(I- AtCo)ul™ ¥ = (I+ AtBo)u"+?
(T— AtA,)usi? = (T4 AtB,)ul, " 2
(I-2AtCo)ult! = (I+2AtBo)ul,

(I— 2AtA,)u""? = (I + 2A¢B,)u’,
(I - 2AtCo)us*? = (I 4 2AtB,)ul* 2
(T— 2AtA )ul 5 f = (T4 2A¢B,)u’y*?

(I- AtCo)ut*?
(I— AtA)u!+?
(I — 2AtC)ul,+2
(I—2AtA )u*°
(I- AtCo)ut*?
(I— AtA)u’ !

A(T)

I+ AtBeo)ul
I+AB,)u, ?
I+2AtB.)ul*
I+2AtB,)u"*?
I+ AtBo)ul*®
I+ AtB,)u,’

(
(
(
(
(
(

(I— AAtCo)us*? = (I + 4AtB,)ul,
(I — 4AtA )us LY = (T4 4AEB )uk 2

A(8)

and

uk+4732 k+4+8 k+4 8. k+4 16,k +4

A - 3 A(l) A(Z) 3A(3) 3 TAM4)
_ 16,k +4 k+4 _ 16, k+4 _ k44
3 Wais) T 2Wh ) — FW,00 — Wy

L,-stability of the fourth order scheme

As done in section 6.3.1 we remove the cross-derivative term and write the fourth order extrapolation

scheme as

kE+3

uwht? = R (AtA 4, AtC 4 )u’
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RyraC20720)

0.8

Figure 6.2: The symbol of the fourth order extrapolation scheme, R, (—24, —2¢).

where

R (AtA,, AtC,) = 22 ([I - AtA, ][I - AtC,] )
— 3AtA ]I — 3ALC,] I — AtA,] I — AtCL] !

+ 3
+ 81— AtA, ][I - AtC,] I - 3AtA, ][I - 3AtC,]
16 (I — AtA,] ' [I — AtCL] ) [I — 2AtA ]I — 2A¢C, ]

[T —2AtA ][I — 2AtC,] " (I — AtA,]'[I— AtC,] )2

al
+2([I — 2AtA ][I — 2AtC . )3
61T — AtAL] [T — AtCL] ! ([T — AtAL] I — AtCL] )’ [I — AtA L] I — AtC,] ™

3
— [T — 4AtA [T — 4ALC,) .

From this we can deduce that the symbol of this fourth order scheme is given by

Ron(—na—20) = 32 N 16
KL T T 31 4 20) (14 2e)t | 3(1 4 324) (1 + 320) (1 + 24) (1 4 z¢)

16 2
(14 24)2(1 + 20 )2 (1 + 22,4)(1 4 220) + (14 22.4)2(1 4 220)?
1
(14+42,)(1+420)°

From figure 6.2 we see that

max  |Rgn(—24,—20)] <1
zp,2c 20

and

lim  Rgn(—24,—2c) =0.

zZpA, 20 — 00

Hence we can deduce that this scheme is indeed L,-stable.
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Comparison of the efficiency between the third and fourth order extrapolation schemes

Suppose we want to solve (6.1) by making use of extrapolation schemes. Let /i, denote the number of
time steps used for the third order extrapolation scheme and Iy, denote the number of time steps used
for the fourth order extrapolation scheme. In this section we will determine if there exists a l,; such that
the following holds:

e The third order scheme has a similar order of accuracy than that of the fourth order scheme

e The third order scheme is computationally less demanding than the fourth order scheme.

Clearly if there exists a range for l;; in which it satisfies the criteria above, the third order scheme has
preference over the fourth order scheme in this range. The third and fourth order extrapolation schemes

will have a similar order of convergence if

O(Aths) = O(Atén) (6.29)
where Aty = % and Aty = % Hence the third and fourth order extrapolation schemes will ap-
proximately have the same order of convergence if

s = T2 (6.30)

The third order extrapolation scheme solves 16 tri-diagonal matrices to advance three time increments,
this is equivalent to solving % tri-diagonal matrices to advance one time increment. The fourth order
extrapolation scheme solves 40 tri-diagonal matrices to advance four time increments, this is equivalent
to solving 10 tri-diagonal matrices to advance one time increment. From this we can deduce that the
fourth order extrapolation scheme takes <2 times as long as the third order scheme to advance one time
step. Assume it takes v seconds for the third order scheme to advance one time step. A certain level of
accuracy can be obtained with the third order extrapolation scheme using I, time steps in ly;y seconds.
Using equation (6.30) and the arguments above we see that the same level of accuracy can be obtained

with the fourth order scheme in %Tl/ 412/~ seconds. From this we can deduce that whenever

l3/4(l1/4 _ 1§5T1/4) <0

KT3 \"KT3

the third order scheme will be more efficient than the fourth order scheme. The inequality above can be

simplified to obtain the following condition
les < (32)" T =~ 12.367. (6.31)

Note that this analysis is done simply to show that there might be cases where the third order extrapo-
lation scheme is preferable to the fourth order scheme. Equation (6.31) might not be a very sharp bound
since (6.29) is not a very effective method to compare the order of convergence of different schemes. A
better method would be to equate the exact leading error terms of the third and fourth order extrapola-

tion schemes.
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Chapter 7

Extensions on the Finite Difference
Method

In chapter 5 we discussed two different finite difference methods that can be implemented to approxi-
mate the solution of two dimensional parabolic partial differential equations. Although IMEX-methods
can give second order accuracy they are computationally inefficient. Since the Yanenko method only
solves tri-diagonal systems it can be implemented very efficiently, the downfall is that the Yanenko
method is only first order accurate. In chapter 6 we showed how extrapolation methods can be used to
obtain a computationally efficient scheme that is third or fourth order accurate in time. In this chapter

we will discuss different methods of further improving finite difference schemes.

The first modification will be to replace the uniform grid with a non-uniform grid that is more dense at
a point of interest. The non-uniform grid can be chosen such that local error is minimized, see Kluge
[2002]. Non-uniform grids increase the accuracy in spatial direction whereas extrapolation increases the

accuracy in the time direction.

7.1 Non-uniform grids

Up and till now we defined our partition of the z-axis and y-axis to be uniform. In the next section we
will show how a uniform partition can be mapped onto a non-uniform partition by making use of a grid
generating function.

7.1.1 Grid generating functions

This section is based on a section from Kluge [2002]. In section 3.1 we defined a uniform mesh by an

ordered evenly spaced sequence of numbers

Tomin = Lo < Ty < oo < Tppy = Trax
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g(x) =2* + £ sinh(pz +arcsinh(£2”))

0.8

0.7

0.6

0.4F

Non uniform grid
o
(6]
T

0.3F

0.2

0.1f

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Uniform grid

Figure 7.1: Grid generating function withy* =0.4,¢=0.2,p="71and z,, =1

where z, —z, , = hfori=1, 2, ..., m. To obtain more accurate solutions at the point ¥ € [Ty, T
the number of grid points can be increased, at the expense of computational time, or restructured such
that the grid is more dense at y*. A grid generating function, ¢ : [, Tma] — [Tain: Tmad, 1S @ continuously
differentiable, bijective and strictly monotone increasing function that satisfies the following compati-

bility equations
g(xmin) = xmin
9(@max) = Trnax-

The non-uniform grid can be generated via the following relationship

z; = g(z;)
fori =0, 1, ..., m. For the case when z,,, = 0 we can use the following grid generating function, see
Kluge [2002]
o n Gy b (P
g(x) =y + , sinh (px + arcsinh ( Y )) (7.1)

where c is the density of the non-uniform grid at z* and p is chosen such that g(z,,..) = Z..... Figure 7.1
shows how the density at y* = 0.4 is increased, without increasing the number of grid points, using this
grid generating function. For some problems it might be the case that z,,, # 0, for example a down-and-

out barrier option. In such cases we can use a third degree polynomial as a grid generating function

g(x)=as(x —x")* + ay(x — ") + a,(x — x7) + a, (7.2)

!t is easy to implement any one dimensional numerical solver to obtain the correct value of p.
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where £* € [T, Tma 1S @ constant with the property that g(z*) = y*, see Kluge [2002]. The five unknown
parameters, a,, a,, a,, a; and z*, can be solved if we can obtain five equations. From the definition of x*

and the compatibility requirements at =, and ., it follows that

The gradient of g(x) is directly related to the density of the mapped grid compared to the uniform grid.
If ¢'(x7) > 1 (resp. ¢'(z*) < 1) then the density of the grid at y~ will be lower (resp. higher) than that
of the uniform grid. An extra equation can be obtained from the fact that the solution of ¢”(z) = 0 will
give the unique point where the grid is most dense?. Using the additional requirement that the grid
points are 1 times as dense at the concentration point as in the uniform case we can obtain the following

equations

Substituting (7.2) into these equations results in

Ao =Y
A3 (T — %)% + o (T — 7)* + A1 (T — T7) + Qg = Tpin
3(Toax — %)%+ Qo (Toax — )% 4 @1 (T — T7) + Qg = Tpax

a, =c

2a, = 0.

By rearranging we obtain the following non-linear system of equations

which can be solved using a numerical method. Figure 7.2 shows how the density at y* = 3 is increased
for the case when z,,, = 1 and z,,,, = 5, without increasing the number of grid points, using the second

generating function.

7.1.2 Divided differences

Let ; and h! be the non-uniform step sizes adjacent to a reference node z;,

+
hx =Tip1 — Xy

h, =z, —x,

2This is based on the observation that the solution of f/(z) = 0 will be a local extreme value of f(z).
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g(x) = a3(><—x*)3 + c(x—x*) + y*
5 T T T

451 q

35 B

Non uniform grid
w
Il

251 B

15F B

1 15 2 25 3 3.5 4 4.5 5
Uniform grid

Figure 7.2: Grid generating function with y* =3,2* =3,¢=0.2,a; = 0.2, T, = l and T, = 5

and h, and A} be the non-uniform step sizes adjacent to a reference node y;
h:,r =Yi+17Y;
h, =y, =y -1
The finite difference approximations at the respective grid points are denoted by

uy; 2 u(Ti, s, Th)-

tJ

where 7, = kAt for k = 0, 1, ..., . The spacial nodes z; and y, are generated by a grid generating
function for¢ =0, 1, ..., mand j = 0, 1, ..., n. The relevant forward and backward finite difference

approximations for a reference grid point u}, are given by

N ]hifw (7.3)
Amgh = B T (7.4)
y iy g h;
uk —uk
Atup, = et 7.9
k k
Afut = % (7.6)
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We will need the following Taylor approximations to derive the central difference approximations for

the case when the mesh is non-uniform.

0 0 0? 0? 0?
Wy 1Yy o Te) = u B o D A2 T e T 12 S (7.7)
Ox oy oz Ozxdy oy
1 .50% 3 .o A3 3 A3u 1. .50%
243 " P02, Iy L3 "
Tl s e M gy TR 2 g, T g
+ O Rt h 2Rt R R
ou ou 8%u 0%u 0%u
W(Ts _ 1, Y5 415 ) :u—h;%—l—hza—y—k%hﬁ@— N zazay +%h:jza—y2 (7.8)
_l *‘3@+§h*2h+ O’u _3 - /Jr2 O’u +lh+3@
3= 9x3 0 31'® Y oxZoy 3l ¢ Y 9xoy? 31 Y Oyd
+ O h P h b PR R R R
ou ou 8%u 8%u &%u
FEN —u+hi——h —+ L= —hth 1,294 e
U(a’;z_'_ y Yj 17Tk) u+ z 81‘ Y ay + 2" 81’2 x Ty axay + 2%y ayQ ( 9)
l+3@fi 2, Ou +E+,2 0*u ,lfi‘@
3 ox3 31T vV ox2dy 31TV Oxdy? 3!V Oy?
F O Ry P2 R bt
ou ou 20%u 0%u 20%u
i1 Y V=u—h ——h —+ i *Z=+hh B 7.1
u(l‘z 17yj laTk) u @ al’ y ay + 2y 8‘%2 + y My 8m3y + Zhy 8y2 ( 0)
Lt B P 8 g 1, ot
30T 923 31T v ox20y 31TV OJxdy? 31V Oy
+ O b hy Py R h )
_Ou 50%u 1. 30%u _
u(xi,l,yj,Tk):u—hx%—f—%hf@—ghzgﬁ—r—O(hf) (7.11)
ou u 1 03u
W(T; 41, Y5 Te) = U+hi% + %hf@ ihf@ +O(h!Y) (7.12)
_Ou 20%u 1. 30%u _
wleoys o) U=l gk s = gk g H 00 (7.13)
2 1 3
Wi Yy 15 ) = U+h+@ + lh+2@ *h+gg +O(h:4)' (7.14)

vy 2V ooy 31 Oyl

We define the following parameters to shorten the formulas in the derivation

Coi=h(h; +h)
Coi=hyh,
CGoi=hi(h; +h7)

o :=h_ (h; +h))
@o = hlh;
1= B (ho + hH).

By subtracting h; > times equation (7.12) from h}? times equation (7.11) and rearranging we obtain

ou_
or (.,

ht —h- h-
(c)“(” )+ ) + O HD).

G

u(wi—layﬂTk) +
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Similarly by subtracting h;2 times equation (7.14) from h;’2 times equation (7.13) we obtain

du hi (hy —h;) h,
5‘7y = —Zu(%,y; - I;Tk) + TU(%%,%) + Eu(mﬁijrlaTk) + O(h;—hy)

Subtracting h, times equation (7.12) from & times equation (7.11) we obtain

0%u 2

h-3 4+ ht?
ar: (., )

2 2
w(Z; 1, Y5, Te) — Zu(xmyjﬂ'k) + Zu(xiJrlvyj?Tk) +0 <h‘—|-h+
0 1 x x

Similarly by subtracting A times equation (7.14) from h times equation (7.13) we obtain
Pu 2 2 2 h,® +hi?
— = —u(z,y, 0, T) — —ulz,y;, ) + —u(z, Yy ) O | —2 ]
y? Lp,lu(z”y] 1 Th) (pou(w, Yis T) + IU(I Yiy1:Te) + < he + h )

To obtain the approximation of the cross derivative term we consider the following linear combination

of (7.7) to (7.10) that eliminates the % and 6 2 terms

hIQhZQU(xi -1 Y- 1 Te) — h;gh:,rQu(xiJr 1Y - 1 Te) — hIQh;Qu(xi - Y+ 1 Te) + h;gh;gu(xi+ LY+ 1 Ti)
= (7 = ) () = P

ou ou
—hth(hi? — %) (h + ki hiho (% —h;?)(hy + )=
2h, (R )(h; + )890 (h; z)(y+y)ay
S hthohthe (ho + BY)(RS + h) O
z Tz Ty Ty x x y Y 8x8y
93y du
. +2 - + _ 2 +2 _ p-2\(p- +
3,h, h 2 (he? = hy*)(h; + b ) 5.3 3,hy hy?(h? = h;%)(h, +hy)ay3
+ Higher order terms (7.15)

The gx?j and g%; terms can also be eliminated from (7.11) to (7.14) with the following linear combinations

_h;rQU(xi — 17yj77—k) + h;zu(xi+ 17yj7Tk)

3
(% = W Bt o (W B )g“ T hj)%
+ Higher order terms
_h:2u(xi» Yy 1 Ti) T+ h;2u(xi7 Yi+1Th)
S = et it h (528 4 L 4 hﬂ@
Yy Yy Yy a 3] Y Y Y Yy ayS

+ Higher order terms.

We are only left to eliminate the first order terms from (7.15), this can be achieved with the following

linear combination
hE2hPu(@, oy ) — b 2R P u(w oy ) — BERR Pu( -y ) B R Pl )
2,542 _2 2,742 _2
_h;r (h;r _hy )u(xz‘—lvyja’rk)"_hz (h;r _hy )u( z+17y1a7_k)
- hIQ(hIQ - h;Q)u(a:”yj — 13 Tk) =+ h;2(hI2 - h;Q)U(Imyj +15 T )
2

= —(h* - h;Q)(hZ2 —h; HYu+hth-htho(ho +h)(hT + k) Ou + Higher order terms.

x z y Ty Mz z /\ Ty yaxay

107



CHAPTER 7. EXTENSIONS ON THE FINITE DIFFERENCE METHOD

Rearranging results in

8x6y = C_1<p_1u Ti—15Y; —1,Tk Co%o—l ULy Y5 — 1, Tk <190—1u Tiv15Yi—1,Tk

Bt (bt — ho) (h* — ho)(ht — ho) h=(h+ — h)

-y Ti—1,Y5, T + - ; . - UL, Yjy T) +#7—Lwi y Yir T

(190 ( Y k) GotPo ( Y k) G0 ( w0y k)

hth- (ffr — hf)hf h-h-

— (T - LY Te) T (T Yy 1 TR) T U T, Yy 1, T
C o ( Yit1Ti) Copr (Tis Y41, Tn) Coon (Tip 15 Yy 415 )

+ Higher order terms.

The same result is obtained in Kluge [2002] by making use of matrix equations. The difference approxi-

mations are then given by

Aut = -2yl z T 7.16
J <71 1,7 CU J Cl + 1,5 ( )
ht (hi —h)) h-
Auf =——uf 42k b 7.17
s o Po "7 P1 o ( )
2 2 2
Ayr = TS ——" y Ry, 7.18
x i, g C71 k3 1,7 Co i, 7 C] i+ 1,7 ( )
. 2 2 2
A;U?J = @71u§’j 1 aufj + Zuf’jJrl (719)
ht(ht —ho) (ht —h2)(h—h:) . ho(hf—ho) |
A R RV NI LT ERELTEAY R CA ALRAY 7.20
C-10 B CotPo 7 G0 i ( )
hjh; k (hj B h;)h; K h;h; k
C—1<P1 i—1,j+1 Co§01 i+ 1 C1<P1 i+1,541°

7.1.3 Matrix formulation

It is easy to see that we can apply the non-uniform grid to the IMEX and Yanenko schemes defined
in chapter 5 and the extrapolated Yanenko schemes in chapter 6 by simply redefining the difference
operators in equations (5.5) to (5.12) and (5.23) by those given in (7.3) to (7.6) and (7.16) to (7.20). As
in chapter 5 the structure of the matrices involved can be made clear if we give a simple example. We
give the matrices, in bandwidth form, for the case when m = 3 and n = 2 (see figure 5.1). The 1-1-1
bandwidth form of A .. + A, is given by
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0 U
di,o di,o k
T hy hE U,
d2, 0 d2, 0 k
T hd hE Ya,
k
0 Uy,
0 U,
2 ht 2 (hf—hg) 2 hy !
. = Ay 1 — 7d1,1 % Ay 1 — fdl, I3} a; ; + le,l Uy,
|Adiff,A + Amv,A||uA| =| 9 ht P (h;r—h;)d 2 h;d &
fay Az, — 5 Q2,1 % Az — 5 Qg o a2,1+7 2,1 Uy,
k
0 Us,
0 uk
2 ht 2 (hf—=hy) 2 hy k
(G2~ —--dy s —4 \2 — —end,, o\t Fdi 2 ) || Ul
2 ht 2 (hi—h3) 2 he *
oy \G2,2 — Tldzz TG Q22— gt d, o\ 02,2 + Trdz,Q Uy,
k
0 X uy,
Ciia + Coova can be written in (m + 1)-1-(m + 1) bandwidth form as
k|
|Cdiff,A + Ccov,A| |uA| =
mM columns
k
X hn 0 o
_ €10 €1,0 k
hi h 1,0
€20 €2,0 k
% TRy hy 2,0
k
X 0 Ug o
0 uk
0,1
+ + -
2 h 2 (h —h ) 2 h k
1 (Cl,l - Tyel,l) o \C11 s—en o1 \Cut + e ) || Uy,
+ - -
2 2 (hy —hy) 2 h k
P (02,1 - 762,1) 20 <C2 1 o es o (C2n + Fex ) || Uy,
k
0 sy
k
0 X Ug o
k
0 X Uy,
k
0 X Uy o
0 Y gelumns X uf

and B, can be written in (m + 2)-1-(m + 2) bandwidth form as
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05 g —uL

z'e “ et
4T X X X X 0
z'e
n X X X 0
Tt
an X X X 0
e X X 0
el x 0
H,Nz TAHTH 1ch09 THI—9 o 0ATH 0609 0AT—9 - T=hT1H . =09 . T-hT—9
TN teq iy Ty veq My(Ty—Ty)  tieq tyy veq( By—Py) Py | Teq( Py— Fy)(Py—Ty) | e By—Py) Ty veqiy Ty veqly(Py—Ty) T iyiy
1 TAHTH 1ch09 THI=9 0hH1Y 009 0AT—Y I=h19 =09 I—h1-)Y
v‘\\w T 0o fig ® T1g ® 3 T T1g gy © - T To( 3 3 T Ta( 3 T T T To( © 3 z, 119 fg © - T 19 7 T T - T 10 fiqy ©

9 y*y 92y (Zy—y) Q24 Yy (Zy—Ly) 2y (Zy—Ly)(Zy— ) (Zy— L) ¥y Q44 y 9 u( Zy— ) Q4 Ly
10
an 0 X
0‘e
MO 0 X X
0°‘c
MY 0 X X X
0L
4 0 X X X
0°0, e
o1 0 X ~~ X X X

1007 —ut
\4
= |'n[|"g]
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The modified identity matrices I, ,» and L, , structure is the same as in the case for the uniform grid. The

boundary vector is given by
bA = (CH Oa 07 crh;; Cis 07 07 Crh;, 3 Ciy Oa 07 Crh;)T'

For the second ordering of the elements in u it is easy to see that Agc + A, can be written in (n + 1)-
1-(n + 1) bandwidth form as

‘Adiff,C + A ‘u](c:| -
7 col
x = 0 Us,o
0 U,y
0 U »
di,o d1,0 k
2 hi 2 }(Lg+—h‘) 2 " hy o
[ a11*7zd11 T \ G T = d1,1 ¢ a1’1+Tle’1 u,f"l
571 Ay o — %dl 2 _C% Ay 2 (hjgh:)dl,z C% a;,» + h; dy s uy 2
d d
+ T TN 3
571 az.1_h7w 2,1 _C%) az,l_(hm_hw)d 1 Cll a2‘1+h71d2’1 Uz,
X uy
X (N
o X us
T col

The tri-diagonal matrix Cggc + C.oc can be written in 1-1-1 bandwidth form as

g 0 ut
0 ul
0 ul
. . w [
802*1 (61’1 B %61,1) 7% (Cl'l o (hygihy)el,l) % (Cl,l + hTyel,l) Ullc,l
k
|Cdiff,C + Ccov,C |ué| = 3270 - u;?
T ht h;r Uy o

IS

W Wr Wx ([N NF
(=}

y

+ - -

2 id 2 (hy —hy) 2 h
?_1 <C2‘1 - Tyez,l) %0 (02,1 — 56 o1 \C21 + 3€x

e & 2 |=

and B, can be written in (n + 2)-1-(n 4 2) bandwidth form as
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z—u
'€ Coo o
5n X X X X 0
Ui X X X 0
0t X X 0
“in| o x 0
HBNB\ ﬁamﬁv OQ_L‘V ﬁ\&av o ﬁgov OSOV ﬁ\&ov _ a&ﬁ\v I on}ﬁ\v _ ﬁ\&a\v
T veqltyty (fy—fy) Py teq iy Ty 12q Py (Py— ) | (Py=Ty)(Py—Fy) | Ueq iy Py—Fy) veqlyfy  (Py—Ty)fu o teelyly
0
0
H&Hu c&ﬁv H\Sﬂv HSQV c&cv H\ch HSH\V c&ﬁ\v H\SH\V
T Tg iy © i fi T T Tg By T 110 T T fi i, x, T 110 fg ( @, T - T 1o By Tqp i, 13 T, 119 Mgy T,
92y y (Zy—Ly) Ty 94y 2y 92y (Zy—Yy) | (Zy—Lu)(Zy—{u) 94y (Zy—Ly) Q2 Yy (Zy—Ly) Ly QLY LY
0 X
0 X X
0 X X X
0 X NS X X X
z—u
|0 o)
= |"m||]>d]
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The modified identity matrices I, and I, - structure is the same as in the case of the uniform grid. The

boundary vector is given by

be = (¢, ¢,¢;0,0,0;0,0,0;¢,h;,¢.h.,c.h])".

Exponential fitting

By making use of the fact that

f(z,y,e) = % coth (%)

is a strictly increasing function of €, we see that by substituting a, ; and ¢, ; with f(a, ;,d, ;, max(h], h}))
and f(c; ;,e; ;,max(h],h;)) the off-diagonal elements of Ays + A,s and Cyge + Cec Will be non-
negative®. Furthermore, from the fact that max(h?, h;) > {h', h;, |k —h_ |} it follows that the diagonals

of Aygn + Ayya and Cygc + Coc Will be negative.

7.2 Removing the cross-derivative term

In this section we will show that the cross-derivative term of the Heston-model can be removed by

making use of the appropriate transformations*. Consider the following transformations
S —a(S,0) and o — 5(S,0)
such that
V(S,0) =V(a(S,0),5(S,0))

in equation (2.28). We obtain

OV dadV  apav

95~ 950a T 0508

OV 0adV  9BOV

90 000a " 0008

9%V 02 0V (8a)282v 923 OV (ag)Q 92V +26a 0B 92V
2

957 ~ 95290 \0S) daz o575 T \as 05 9S 0adp3
PV | 0adp BV

PV _Fa0v | (0a\'OPV 280V (09\' OV 0005
do2 902 da 0o ) 0a?  0o2 0p 0o ) 032 0o do Dadf3
0%V 0%a OV 0adad?*V 0% ov. 0B 0B 0%V <8a )] 804&8) 0%V

9590 9500 0a | 9500 902 | 9500 08 T 9S00 032  \ 9S00 ' 9005 ) 9adB

B2
2y

3To see that f(z, y, €) is a strictly increasing function of ¢, consider

o
8—f = 2.y7h20(cosh05inh0 —0)
€ sin
Yy .
= m(smh 260 — 20)
>0

where 6 = ¥=. The inequality follows from the fact that % > 1 whenever 6 # 0.

“These calculations was inspired by conversations with Daniel J. Duffy.
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Substituting into (2.28) and rearranging results in

o . Ja 282 Foade! L, 0% oV
o [rSas (07— 0) o+ b+ S G+ Uaaz] Fa
B )] ,0°3 23 Vo (’)26 ov
+ S%“F (9 0)80+2US @"‘pygsasa +2 6ﬂ
[ 0\ Do Dav o0 \*| 02V
1 2 [ - 2 —_
1298 (as) IS 5o, (80) a2
i op\*,  L080p a3\?
1.¢2( 22 eI
208 (as) roSesae T2\ o, 352
op op p s
* Sas<sas**’a >+”’aa( o0 © Sas)]aawa
Note that the coefficient of the cross-derivative term will be zero if
da O B B
US% Voo and S(1+p)8S 1/(1+p)60.
It is easy to show that
a(S,0) =InS + lU and ((S,0)=1InS — 1U (7.21)
14 14

satisfies these equations. Thus we have obtained transformations that will remove the cross-derivative

term from the Heston PDE. This is in contrast to Zvan et al. [2003] where it is said that such transforma-

tions do not appear to be possible. The non-zero coefficient of the cross-derivative term was the main

reason why we could not prove the extrapolated Yanenko scheme L,-stable in section 6.3. Now that

we have removed the cross-derivative term we can simply apply the L,-stable Khaliq-Twizwell scheme,

which we modified such that it incorporates convection terms as well, to solve the transformed Hes-

ton PDE. The main reason why we do not pursue this idea further is the complications that arise with

the boundary conditions. Suppose that we want to solve the Heston PDE on the rectangular domain

[In Sy, In S,..] % [0, o] with the boundary conditions given by

A, V(In Sy, 0) =0, Vo
A,V (In S,,.,0) =0, Vo
ApsV(InS,0,,) =0, VInS
Ape,V(In S,0,.,) =0, ¥VInS

where Ay, Aper, Apes and Ay, are linear differential operators.

Using (7.21) to remove the cross-

derivative term we see that the transformed boundary conditions are given on the boundaries of a

non-rectangular domain, see figure 7.3

ApelV =0
a+B=In Smin

Asczv =0
a+B=In Smax

5BCaV =0
ﬁ—gamm

A13(?4‘/’ =0
_B_%O'mw
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1 1.8
0.9t . 16k i
BC4
0.8 B
1.4t » .
BC
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1.2 *
0.6 1
sdh BC2 e 1r b
o 05} - )
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B
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0.3 1
0.4 *
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BC3
o1l : i 0.2t .
O Il Il Il Il 0 Il Il Il
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Figure 7.3: The original and transformed domain, where v = 2, In S,,, = 0.2, In S,,,, = 0.8, 5., = 0.2 and
Omax = 0.8.

for all @ and 3 where ﬁw, KBCZ, EB@ and ﬁw are the transformed boundary conditions. This non-
rectangular domain will have an adverse effect on the ordered structure of the matrices, we feel that the

transformed problem becomes more complicated than the untransformed problem.

7.3 Non-Smooth payoff functions

In financial mathematics we almost always work with functions that are not smooth, i.e. either the payoff
function or the derivative of the payoff function is discontinuous. These discontinuities can lower the
order of convergence of a scheme and have an adverse effect on the stability of the implied hedging
parameters, see Heston and Zhou [2000] and Pooley et al. [2003]. In this section we will give three algo-
rithms to handle these problems, namely: Rannacher time-marching, the averaging of initial conditions,

and grid shifting.

7.3.1 Rannacher time-marching

Rannacher time marching has been implemented to smooth the initial data for Heston’s stochastic

volatility model in Ikonen and Toivanen [2005b], Ikonen and Toivanen [2005c] and Giles and Carter
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[2006]. Say we have chosen a finite difference scheme, Crank-Nicolson for example, with a time incre-

ment of At. The Rannacher algorithm is then given by:

e Set the time increment to £ and make 2n steps with the classical fully implicit method.

e Change the time increment back to At and continue with the chosen scheme.

where n € N. In Giles and Carter [2006] it is shown that n = 2 is optimal. For n > 2 the first order
accurate fully implicit scheme can have an adverse effect on the accuracy of the scheme and for n < 2
the initial data will not be smooth enough. The intuition behind this scheme is that a robust scheme must
be used for the startup procedure which can “handle” the discontinuities. After a few time steps with
the first order fully implicit scheme the initial data is smooth enough for the Crank-Nicolson scheme to

be stable and second order accurate.

7.3.2 Averaging of initial conditions

In Thomee and Wahlbin [1974] and Pooley et al. [2003] they propose the following method to smooth
the initial data, ¥(S, o)

1 Sivd
W = 7/ TR W(S, —y,0,)dy
i s,

where S, | 1 denotes the point halfway between S; and S, , ,. Note that we only need to smooth the
payoff function in the stock direction since the payoff functions of the contingent claims we consider

will not be dependent on volatility.

7.3.3 Shifting the mesh

In Tavella and Randall [2000] they shift the grid such that the discontinuity of the initial condition (or
the derivative of the initial condition) falls exactly between two adjacent nodes. It is suggested in Tavella

and Randall [2000] and Pooley et al. [2003] that this simple remedy improves the rate of convergence.
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Chapter 8

Numerical solution of stochastic
volatility PDEs: Heston, Hull & White,
and SABR

In this chapter we apply the two dimensional PDE solvers derived in chapters 5, 6 and 7 to obtain

numerical solutions of the PDEs derived in sections 2.2.1,2.2.2 and 2.2.3.

8.1 Stochastic volatility models

In this section the FDM schemes derived in the previous chapters are applied to obtain numerical so-
lutions of the PDEs arising in stochastic volatility models. For illustrative purposes the valuation of
European call and put options will be considered. For all stochastic volatility models the PDE govern-

ing the value of the derivatives can be written in the following form

ov ov oV
or *Tsﬁ + (P, — ¢, X, (S, 0, t))%
El% 2V LV

+ —rV (8.1)

1
20 gz T PIste g, t 30,2

on the truncated domain (5, 0) € [0, Syl X [0, O, With the initial condition determined by the payoff

function
V(S,0,0) =T(S,0).

In order to apply the FDMs from the previous chapters we need to remove the discounting term from
this PDE and prove that the PDE is parabolic. We can remove the discounting term by making use of

the transformation V (S, o, 7) = u(S, 0, 7)e~"". Thus the pricing problem becomes

2 2 2
0 _ (8,0 2% 4 (S, 0) -2 4 (8,00 T 4 a() 2L 4 e(5,0) 2

or 052 9S00 o2 a8 o (82)

117



CHAPTER 8. NUMERICAL SOLUTION OF STOCHASTIC VOLATILITY PDES: HESTON, HULL &
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with the initial condition

where
a(S,0) = 1¢? d(sS)=rS

co(S,0)=30;  e(S,0)=(p, = ¢\ (5, 0,1))
b(Sa U) = %PQSC]U
We will also have to transform the original boundary conditions using V' = ue™"". The final step is to

confirm the inequalities. It is trivial to see that a(S,o) > 0 and ¢(S,0) > 0, for the final inequality we
have

1
ac— b = 3¢22 (1= p?) > 0.
The inequality follows from the fact that p € (—1,1).

8.1.1 European put

To find the value of a European put option we need to numerically solve (8.1) with the initial condition
V(S,0,0) = ¥(S,0) = max(K — S,0)

and the boundary conditions

V(0,0,7) = Ke "™

oV

%(Smax,O',T) —O

oV oV ov
E(S,O’,T)7d(S)%+€(S,O’)%*TV, U—O
ov 0%V oV
E(S,CHT)*M&@@*d(s)%*?"vv 0 = Omax-

To see where the first boundary condition comes from, note that when the stock price is zero then the
European put option will definitely give its owner a cash inflow of K at maturity. The value of this cash
flow at time ¢ is Ke~"". The second boundary conditions comes from the assumption that the price of a
put will be independent of the underlying for very large values of the underlying. Neither Dirichlet nor
Neumann boundary conditions are posed at ¢ = 0 and ¢ = 0,,,, instead we require that the PDE itself
must be satisfied on these boundaries, this is known as a smoothing condition. The third boundary
condition arises from the fact the the parabolic part of the PDE on the boundary ¢ = 0 is zero for all
the stochastic volatility models that we are going to consider. Similar boundary conditions to those
discussed here can be found in the literature, see Heston [1993], Zvan et al. [1998], Ikonen and Toivanen

[2005a] and Duffy [2006] for example. Equivalently (8.2) can be solved with the following boundary
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conditions
u(0,0,7) = K
g—g(&mx,a, 7)=0
%(S,U,T) d(S)g—g—l—e(SJ)g—Z, o=0
%(S’, o,7) = a(S, U)% + d(S)%’ 0 = Opax-

8.1.2 European call

Similarly to a European put, (8.1) needs to be solved with the following initial condition
V(S,0,0) = ¥(S,0) =max(S — K,0)

to obtain the correct value surface. The boundary conditions are given by

V(0,0,7) =0

%(Smx,a, T)=e""

%Z(s,a,ﬂ = d(&% +€<S7“>%Z “ =0
?}—‘T/(S,U,T):a(S,U)%+d(S)%_T‘/’ 7= T

Equivalently (8.2) can be solved with the following boundary conditions

u(0,0,7) =0

%(Sm, o,7) =1

ZZ(S,J,T) - d(S)% + 6(5,0)%, o=0
‘37:(5, o,7) = a(8,0) g:;ﬁ + d(S)g—Z,, 0= O

8.2 The SABR model

When we consider European options we need not concern ourselves with the dynamic SABR model. By

comparing (2.21) with (2.12) we see that we can use the arguments in the previous section after we make
the following substitutions,

qs = oF"* q, = Vo
S=F D=—-rS
pzr_qerzr :O

To find the value of a European option in the SABR world with a payoff W(F,c) at maturity, we need

to solve (2.21) with the payoff function as a terminal condition. Using the arguments above we deduce
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that we can obtain the solution of the problem above by solving

2
+ §u202% (8.3)

ou | o 2582u

9%u
2B
or 2 6‘P2+pVUF

OF 0o

with the initial condition
u(F,0,0) = U(F, o)

on the truncated domain (F, o) € [0, F,...] X [0, 0,..x]- We can transform back to financial variables, from u
toV,viaV(F,0,7) =u(F,o,7)e"".

8.3 The Heston model

By comparing (2.28) with (2.12) we see that we can use the arguments in section 8.1 after we make the
following substitutions,

4s = oS 4, =¢&o

Do — Gor, = po D =0.
To find the value of a European option in the Heston model with a payoff U(F, o) at maturity, we need
to solve (2.28) with the payoff function as a terminal condition. Using the arguments in section 8.1 we

deduce that we can obtain the solution of the problem above by solving

ou ou . Ju
E—TS%—FH (0 —U)a—a
0%u 9%u 8%u
1 P 1,2 7 =
T 205 g5 oS geas T2V 0550

with the initial condition
u(S,0,0) = ¥(S,0)

on the truncated domain (5, o) € [0, Sy X [0, Ona]- We can transform back to financial variables, from u
toV,viaV(S,0,7) = u(S,0,7)e”"".

8.4 The Hull & White model

By comparing (2.29) with (2.12) we see that we can use the arguments in section 8.1 after we make the
following substitutions,

gs =08 4, = &0

Do — qoA, = o D =0.
To find the value of a European option in the Hull & White model with a payoff ¥(F, o) at maturity, we
need to solve (2.29) with the payoff function as a terminal condition. Using the arguments in section 8.1

we deduce that we can obtain the solution of the problem above by solving

Ou _ gOu  Ou
or 208 "M oe
A%u 0%u 0%u
1 29U 3/2 le2 27 7 4
+ 305 5 P S g, t a0 5 84)
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with the initial condition
u(S,0,0) = ¥(S,0)

on the truncated domain (5, o) € [0, S,..] X [0, 0nw]- We can transform back to financial variables, from u
toV,viaV(S,0,7) = u(S,o,7)e"".
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Chapter 9

Numerical Results

In this chapter we compare the numerical solutions obtained with the finite difference method for a
European call in the Heston and SABR model with the known solutions. We will conclude this chapter
by giving an example to illustrate how exponential fitting improves the fully implicit method for the

evaluation of one dimensional convection diffusion equations.

9.1 The algorithm

The numerical results, regarding stochastic volatility models, in this chapter are obtained with the two
dimensional finite difference methods discussed in chapters 5, 6 and 7. For the two dimensional case we
use non-uniform grids, structured such that they are most dense near the strike of the call options and
the spot volatility, see figure 9.1. The non-uniform grid is generated with the grid generating function
defined in equation (7.1). Let S; and \S; , , be the nodes immediately adjacent the strike K. To ensure
that the strike of the option is placed precisely in the middle of 5; and S; . ,, we make use of a two
dimensional optimization procedure on ... and p to ensure that the following equalities hold:

S; +5;
K: i+ 1 i
2

g(Smax) = Smax'

We make use of exponential fitting, as shown in section 7.1, whenever there are non-zero convection
terms. For the implementation of splitting methods we have written a procedure that dynamically

reorders the solution vector such that only tri-diagonal matrices are solved.

Since two dimensional finite difference schemes require the iterative solution of large matrices, these
schemes must be implemented in a computer language that can handle large data sets. We chose to
implement the finite difference schemes in MATLAB since large sparse systems of equations are easy to
construct and solve in MATLAB. We used MATLAB's sparse function to construct the relevant matri-
ces. Once the matrices are constructed it is easy to implement the different time marching procedures:

fully implicit, Crank-Nicolson, Yanenko and extrapolation schemes. The engine for the Yanenko scheme
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Stock (S)

x
T T TITITTT 17

L

| L L 1

%

Volatility (o)

Figure 9.1: A structured non-uniform grid with a concentration point (g,, K).

is given by the following piece of MATLAB codel!

[

% Preliminary definitions

% IimlForA, IexlForA,

Iim2ForC,

Iex2ForC, boundaryVeclForA and

% boundaryVec2ForC are defined in section 5.4.2.

m

time steps, number of steps in the stock

number steps in the volatility direction.
+ boundaryVeclForA);

Change the ordering such that we can use the
tri-diagonal form of C. This is done such that
only tri-diagonal matrices are inverted

(See Chapter 5).

+ boundaryVec2ForC) ;

Change the ordering such that we can use the

tri-diagonal form of A.

ThetaAl = (IimlForA - dt=*Al);
ThetaAlB = (IexlForA + dt*Bl);
ThetaC2 = (Iim2ForC — dt=*C2);
ThetaC2B = (Iex2ForC + dtxB2);
for i = 1:1 % 1 = number of
% direction and n
u = ThetalAl\ (ThetaAlBx*u
u = orderlto2(u,m,n); %
u = ThetaC2\ (ThetaC2Bx*u
u = order2tol(u,m,n); %
end

1We omit the engines for the extrapolation schemes since they are lengthy and do not give any extra intuition.
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function u2 = orderlto2(ul,m,n)

% Change the ordering of the elements in u from order 1 to order 2.

ul = reshape(ul,m+l,n+1);

ul = ul’;

u2 = reshape (ul, (m+1l) x(n+1),1);
function ul = order2tol (u2,m,n)

% Change the ordering of the elements in u from order 2 to order 1.
u2 = reshape (u2,n+l,m+1l);
uz2 = u2’;

ul = reshape (u2, (m+1l) = (n+1),1);

The code was executed on a personal computer with an AMD 2800+ CPU and 1GB RAM.

9.2 Heston model

The benchmark solution for the value a European option in the Heston model is obtained with the VBA
code given in Vogt [2004]. For the numerical results of this section we used the following parameter

values?
K=1234, 0,=002, 7=1, r=01, p=—09
k* =1.988937, 6" =0.011876, v =0.15
Opmin = 0,  Opax = 0.2

Smi.n = 07 Smax = 300

m = 200
n = 100
=81

where m, n and [ are the number of grid points in the z, y and 7 direction respectively. The bound-
aries S, and o,,, must be chosen such that the boundary conditions at these boundaries do not have
an adverse effect on the interior point of interest. Ideally we would like to compare the finite difference
approximations to the benchmark solutions on a whole range of volatilities [0, Oma]. Since the bench-
mark solution given in Vogt [2004] is computationally too intense for the construction of value surfaces
we only compare the finite difference solution to the benchmark solution at a single volatility value.
Classical Alternating Direction Implicit schemes (ADI-schemes) are problematic when the coefficient of
the cross-derivative term is large, see Kluge [2002] and Duffy [2006]. In Hout and Welfert [2006] an un-
conditionally stable ADI scheme is proposed for the solution of two dimensional convection diffusion

2Note that the spot volatility can be quite small, this means that the boundary condition at omi» may have an adverse effect on
the accuracy of the scheme at this point. We can work around this problem my making the grid more dense near the boundary

and imposing appropriate boundary conditions. It turns out that the smoothing condition at omi, is appropriate.
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equations with mixed derivatives®. Although we could not prove the extrapolated schemes L,-stable
for the case when p # 0, we were unable to find a parameter set for which these schemes are unstable.
Figure 9.2, 9.3 and 9.4 shows the the error at ¢ = 0.02 when we use the fully implicit, Crank-Nicolson

and Yanenko schemes respectively to value a European call in the Heston model.

ATM-value ATM Average  Elapsed time
relative error (%) absolute error  (seconds)

Exact solution 13.8571
Fully Explicit | —3.7935 x 10169 —2.7376 x 10’7 6.3716 x 10168 6.52

Fully Implicit 13.8588 0.01243 0.0096 48.32
CN 14.1853 2.3683 0.0603 49.85
Craig-Sneyd 13.8598 0.01926 0.0020 18.05
Yanenko 13.8617 0.0327 0.0106 7.14
KT3 13.8569 —0.0015 3.8468 x 1074 18.05
KT4 13.8570 —0.0011 3.6191 x 10~* 32.39

From the table above we see that although the fully implicit scheme is stable, it is computationally
inefficient. The Crank-Nicolson scheme is computationally inefficient and unstable, hence we conclude
that the Crank-Nicolson scheme is not appropriate for this problem. The Craig-Sneyd scheme has better
convergence than the Yanenko method but worse than the extrapolation schemes. Yanenko splitting
is stable with a slightly higher error than the fully implicit scheme due to splitting error. Since we
solve only tri-diagonal systems with the Yanenko scheme it is almost as computationally efficient as the
fully explicit scheme where no matrix inversions are required. The lowest error is obtained with the

extrapolation type schemes at a reasonable computational cost.

From figure 9.3 we see that the instability is greatest at the strike, this supports the idea that the dis-
continuous derivative of the payoff function has an adverse effect on the stability of the Crank-Nicolson

scheme.

3Stabili’cy is proven with von Neumann stability analysis, which is not a suitable method if the initial data is not smooth.
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Error at sigma=0.02
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Figure 9.2: The difference between the true Heston solution and the solution obtained with the fully
implicit method at o = 0.02.
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Figure 9.3: The difference between the true Heston solution and the solution obtained with the Crank-
Nicolson at o = 0.02.
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Error at sigma=0.02
0.05 T T

Error

0.02F . E

001} |

-0.01 I I I I I I
60 80 100 120 140 160 180 200

Underlying, S

Figure 9.4: The difference between the true Heston solution and the solution obtained with the Yanenko

scheme o = 0.02.
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Figure 9.5: The difference between the true Heston solution and the solution obtained with the third

order extrapolated Yanenko scheme at o = 0.02.
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Figure 9.6: The difference between the true Heston solution and the solution obtained with the fourth

order extrapolated Yanenko scheme at o = 0.02.

The following tables show the results for different correlations in the Craig-Sneyd scheme, Yanenko

scheme, extrapolated Yenenko scheme and the Crank-Nicolson scheme respectively

Correlation | Craig-Sneyd Exact Absolute difference
-0.9000 13.8598  13.8571 0.0027
-0.8000 13.8197  13.8173 0.0024
-0.7000 13.7785  13.7763 0.0022
-0.6000 13.7360  13.7341 0.0019
-0.5000 13.6922  13.6906 0.0016
-0.4000 13.6470  13.6457 0.0013
-0.3000 13.6002  13.5993 0.0009
-0.2000 13.5518  13.5512 0.0006
-0.1000 13.5016  13.5013 0.0003

0 13.4494  13.4495 0.0001
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Correlation | Yanenko Exact Absolute difference
-0.9000 | 13.8617 13.8571 0.0045
-0.8000 | 13.8217 13.8173 0.0044
-0.7000 | 13.7805 13.7763 0.0042
-0.6000 | 13.7382 13.7341 0.0040
-0.5000 | 13.6945 13.6906 0.0039
-0.4000 | 13.6494 13.6457 0.0037
-0.3000 | 13.6028 13.5993 0.0035
-0.2000 | 13.5545 13.5512 0.0034
-0.1000 | 13.5045 13.5013 0.0032

0 13.4524 13.4495 0.0029

Correlation| KT4  Exact Absolute difference
-0.9000 |13.8570 13.8571 0.0002
-0.8000 |13.8171 13.8173 0.0002
-0.7000 |13.7762 13.7763 0.0002
-0.6000 |13.7340 13.7341 0.0002
-0.5000 |13.6905 13.6906 0.0002
-0.4000 |13.6455 13.6457 0.0002
-0.3000 |13.5991 13.5993 0.0002
-0.2000 |13.5510 13.5512 0.0002
-0.1000 |13.5011 13.5013 0.0002

0 13.4493 13.4495 0.0002
Correlation | Crank-Nicolson Exact Absolute difference

-0.9000 13.4857 13.8571 0.3714
-0.8000 13.8035 13.8173 0.0138
-0.7000 13.7750 13.7763 0.0013
-0.6000 13.7331 13.7341 0.0011
-0.5000 13.6896 13.6906 0.0011
-0.4000 13.6447 13.6457 0.0010
-0.3000 13.5983 13.5993 0.0009
-0.2000 13.5504 13.5512 0.0008
-0.1000 13.5007 13.5013 0.0006

0 13.4491 13.4495 0.0004

From these tables we can see that the Craig-Sneyd scheme as well as Crank-Nicolson scheme’s accuracy
decreases as the correlation becomes more negative. Both the Yanenko scheme and the extrapolated

Yanenko scheme’s accuracy are almost independent of the size of the correlation.
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9.3 SABR model

From the previous section we can deduce that the third order extrapolated Yanenko scheme gives accept-
able results. It is well known that the perturbation expansion of the SABR model requires the volatility
of the volatility, v, to be small and the time to maturity, T, to be relatively short, see Skabelin [2005]
for example. Thus we cannot compare the finite difference solutions to the perturbation solutions for

arbitrary parameter sets. Consider the following parameter set

K=100, T=05 r=002 B8=07 p=0 v=0.1
Omin = 07 Omax = 02

Fron =0, Fhx=300

m = 250
n =128
=381

where m, n and [ are the number of grid points in the z, y and 7 direction respectively. Unlike for the
benchmark solution of the Heston model in section 9.2, the pricing formulae given in Hagan et al. [2002]
is instantaneous, hence we can compute option values for a whole range of volatility like parameters.
The spot value of the second stochastic process in the SABR model is not the spot volatility of the under-
lying but is linked to the at-the-money implied volatility and the other calibration parameters, see West
[2005]

oo = f(F,0um, p, 5,0, T).

In this parameter set we chose v and T relatively small to ensure that the closed form approximations
of European options in the SABR model, derived in Hagan et al. [2002], gives accurate results. We chose
p = 0 to be certain that the finite difference scheme is L,-stable and convergent for the test case. For
the results that follow we used the extrapolated Yanenko scheme on a grid with m = 200, n = 100 and
l = 81. Figure 9.7 shows the error obtained when we use the ideal parameter set. From the figure we see
that the error spikes near the strike of the option, this is not too surprising since the first derivative of

the payoff function is discontinuous at this point.

Figures 9.8, 9.9 and 9.10 shows the error surfaces obtained if we perturb p, v and T respectively. From
these figures we see that the perturbations do not have a dramatic effect on the error surface in the
domain of importance. Figure 9.11 shows the error surface if we perturb all the parameters at once.
We deduce that the closed form SABR formulae fails to give accurate solutions for a case when all the

parameters are perturbed.
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FDM - SABR expansion FDM - SABR expansion (Domain of Importance)
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Figure 9.7: The error obtained on both the original domain and a truncated domain of importance for
the case when, K =100,7 = 0.5, =0.02, 3 =0.7, p=0and v = 0.1.
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Figure 9.8: The error obtained on both the original domain and a truncated domain of importance for
the case when, K =100,7 = 0.5, =0.02, 3 =0.7, p= —0.9and v = 0.1.
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Figure 9.9: The error obtained on both the original domain and a truncated domain of importance for
the case when, K =100, 7 = 0.5, =0.02,6=0.7, p=0and v = 1.
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Figure 9.10: The error obtained on both the original domain and a truncated domain of importance for
the case when, K =100,7 =4,r=0.02,3=0.7, p=0and v = 0.1.
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9.4 Exponential fitting

Consider an at-the-money European call option with a strike K = 50, maturity 7" = 5/12, volatility
o = 0.07 and risk-free rate r = 0.46. We compute the price and the delta of the option with both the
closed form Black-Scholes equation and the one dimensional fully implicit method, see figure 9.12. We
used the following parameters for the finite difference method, m = 80, [ = 50 and S,,,, = 200. From
figure 9.12 we see that although the fully implicit method gives a good approximation of the price, it
does not give a stable solution for the delta of the call option. This follows from the fact that the unfitted

fully implicit method is not L,-stable for convection-diffusion PDEs, see section 4.3.1.

In section 4.3.1 we showed that the exponential fully implicit scheme is unconditionally L,-stable. Figure
9.13 shows that the exponentially fitted fully implicit method gives stable solutions for both the price
and the delta of the option.

9.5 Conclusion

The accurate prices obtained for the Heston model with the VBA code given in Vogt [2004] produces
value surfaces at a high computational cost. The proposed extrapolated Yanenko scheme can be used to
obtain value surfaces at a much lower computational cost. Value surfaces obtained with the FDM can in
turn be used to give approximations of the delta, gamma and vega surfaces. Although we where unable
to prove the extrapolated Yanenko scheme L,-stable whenever p # 0, extensive experiments with p # 0

have as yet not resulted in a single case of instability.

FDM - SABR expansion FDM - SABR expansion (Domain of Importance)

0.08
0.06
0.04
0.02
o]
-0.02
-0.04

-0.06

w08 |

0.02

300 4]

Figure 9.11: The error obtained on both the original domain and a truncated domain of importance for
the case when, K =100,7 =4,r=0.02,6=0.7,p=—-09and v =1
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Figure 9.12: The price and the delta of a European call option in the Black-Scholes world computed with

the closed form solution and the classical fully implicit method.

Although the analytical solutions of the SABR model derived in Hagan et al. [2002] gives instantaneous
results, these solutions are perturbation expansions. Hence there might be parameter values for which
the analytical solutions are not appropriate. If one calibrates the SABR model and obtain a bad param-
eter set, it would be inconsistent to price non-vanilla European options with any other approximation

method*.

From section 9.4 we see that the fitting method proposed in Duffy [2006] improves the, already robust,
one dimensional fully implicit method. We used this fitting procedure to improve the stability properties

of our two dimensional schemes.

4Calibration can be done as discussed in West [2005].
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Figure 9.13: The price and the delta of an European call option in the Black-Scholes world computed
with the closed form solution and the exponentially fitted fully implicit method.
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