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CHAPTER 1: INTRODUCTION

Navigable airspaces are becomingreasinglycrondedwith an escalation ithe number of

accidents caused by human errgv®on, Yoo & Choi, 2011).Air traffic control (ATC) is a

highly complex job that requires controllets utlise specific skill set in response ta

number of varyingstimuli in order to ensure the safe passage of airci@fifety events or
occurrencesre defind by the International Civil Aviat on  Aut hor i twhichass fiany
or could be significa t I n the cont e x($kybrary, 2043) iThettermn s af
@ccurrencé refers to foperational interruption,
that has or may have influenced flight safety and that hasesotted in an accident or

seri ous (Skybrary, @04.3) Afrca shows the highest regional accident rate despite
accounting for the lowest percentage of global traffic volumey 3% of scheduled
commercial traffic (International Civil Aviation Organisation, 2013Africa also shows

steadily increasing traffic volursgwith an average annual increase of 6.2% within the region
(International Civil Aviation Organisatig 2013) With the rise of traffic volumes and high

accident rateg Africa, it isimperativeto address the issues underlying the incidentsder

to avert future incidents.

Safety occurrencesr eventsemergethrough a number of erromiginatingin two primary
sources technical and human. The International Civil Aviation Organisation (ICAO)
categorise incidents into three primary categories; controlled flight into terrain, loss of control
in-flight and runway safety relate(Bkybrary, 2013) Two of these three categoriéll
within ATC6 domain Eventscanbe initiatedby bothtechnical and human errors terms

of human errors, there are two primary sources from which the error can originatangdilot
or air traffic controller(controller)actions.This research set out to explore and identify the
underlying constructs at the base of one of the two pyima@ginators of human error;
controllers The researcthusfocused exclusively on safety events that ocearthrough the
fault of ATC. The researcharrowedits exploration down to focus @ix primaryimpacting
variables; shift work, demographicfactors, human processephysiological variables,
externalfactorsand risk factorsldentifying the factors undalying human error in ATC will

aid navigation by informing and focusing the development of prevention techniques.



1.1. Rationale

With the number of aeroplanes entering and exiting airport space, it is essential that
operations and communication run smootilg.seen from the description of thentrolleb s

job, this can be an extremely arduous task. There are a number of regulations (set forth by
the International Civil Aviation OrganizatieilCAO) that must be adhered to so as to
maintain safety standard#ncidents can range from a loss of separation to runway clearance.
The International Civil Aviation Organisation (2009) has set forth a Safety Management
System (SMS) in which they stipulate that organisations must have a formal process that

identifies haards in operations.

In accordance with these prescriptiotise Arr Navigation Service Provider (ANSP) is
alerted to any incidents that occur in the South African airspace ANIB® then investigate

the details regarding the incident, the actions tagadihg up to the incident and its primary
causes. Although these reports cover the incident and the primary source of that incident,
they do not look in depth at the underlying factors that caused the humaasetinety serve

more of a deposition functicthan an exploratory one

The literature also shows paucity in the deep rooted factors underlying human errors. The
majority of literature that addresses human errors in ATC either identify the primary cause
for the incident (for example, communicatibreakdown) but not the root underlying that
reason. This means that the impact that human factors, external factors, shift factors and
demographicfactors have on ATC capabilities has not been covered in great detail in
previous researclfEndsley & Rodger (1998) Moon, Yoo, & Choi (2011) Arvidsson,
Johansson, Ek, & Akselsson (2007), Isaac, Duchenne, & Amalberti (2002), Eurocontrol
(1996).

Little research into this particular field has been done, with a primary focus on the
development of human error idditation systems and tools. Identifying the underlying
causes of commonly occurring incidents will help future studies in designing interventions
that may help eliminate these errors. Lastly, little if any research has been done in this field in
South Arica. ANSP ensures that the details of the incident are properly investigated but
there has been no research that looks at all the incidents together and identifies the underlying
causes and trends. Identifying causes at the root of incidents in the/Socan region will

guide future studies in tailoring solutions specific for the South African context.



1.2. Aims

The primary aim of this study was to explore and identify the underlying factors of human
errors inATC. A number of factors were explored, witie aims of the research to establish

links between thesix core variables (human factordemographidactors, eternal factors,

shift variables,risk factorsand stated causal factprand the safety events as well as to
establish links between the corariables and the types of errors that occurred. In
establishing links between the variables, the events and the types of errors, this research was
able to identify the core factors underlying human error in safety events in air traffic control.

1.3. Researt Questions

The research questioase posited as a means of identifying the underlying factors of human
error in ATC. The questions are divided in relation to two primary facets of the research;
safety events and human error. The research questien®nsolidated into four primary

guestions:

1. Are there particular times in shifts when safety events are likely to occur?
2. What event variables amttmographiwariables are common between events?
3. Which humarfactors externaffactors,risk factorsand stated ausal errorsre related
to safety events in air traffic control?
1 Which human factors amgedictors okafety events?
1 What exteral factors are predictors eafety evers?
1 What risk factors arpredictors of safetgvents?
1

What stated causal factors gredictors of safety events?

The first three questions relate to the safety events and aim at establishiing shifiic
variables, demographics aedent variables are common between events as well as which
human factors, riskactors, external factorsand stated causal factore related to safety
events in ATC.The establishment of which variables are predictors of safety events will

inform question four.

4. Are human factors, external factors, causal factors safgty events related to
different types ohumanerrors?

1 What errors are human factors related to?



1 What errors are external factors related to?
1 Are safety events related to certain types of human @rrors

1 Are stated causal errors related to certain types of human errors?

Questionfour aims at estaldhing links betweethe human an@xternal factorghat were

found to predict safety events and human error types as well as establish a link between
human error and the events themselves. The firstjgabtion aims at establishing what types

of errors stety events are related to. This will inform the research as to which human errors
are predictors of safety events. Next, the research investigates which of the predicting human
and external factors are related to human errors that predict safety events.

1.4. Structure

This researchutilized ANSP safety event reports in an attempt to identify key conceptual
factors at the root of ATC. Hreport sets out a conceptual background in whiclstiay is
contextualizedand thevarious concepts exploredeaexplicded The conceptual background

is concluded witha reminder ofthe research questiomsd the technical terms usethe
methodology section proceeds and covers the sample, instruments and procedure, ethical
considerations and data analysis. The researshltseare then presented followed by a

discussion of the results and a conclusion.

1.5. Acronymsused
For convenience, Table 1 lists the@ymsused.



Table 1. Acronyms used in the research

Acronym Meaning

ATC Air Traffic Control

ATM Air Traffic Management

ANSP Air Navigation Service Provider

FL Flight Level

FPB Flight Progress Board

FPS Flight Progress Strips

HMI Human Machine Interface

LoS Loss of Separation

RAT Runtime Analysis Tool

RI Runway Incursion

RISC Runway Incursion Severity Callator
RIT Radio Telephony

SACAA South African Civil Aviation Authority
SSE Safety Significant Event Scheme
SSi Station Standing Instruction

STCA Shortterm Conflict Alert

TRACON Terminal Radar Approach Control




CHAPTER 2: CONCEPTUAL BACK GROUND

This section provides a brief theoretical background relevant to the Sthdyliterature
review starts by providing a brief description of the responsibilities and roles obaT&l|
asthe general rules and guidelines under which they opetateen moves on to covéne
approach tchuman errotthis researcladoped and the unddying core factors thatwill be
addressed namely; demographicvariables, shift variables, external factors and human
factors The theorypresented in theeview ams tolocate tte study within the literature and
aid in contextualising itA systems approachkasadopted a®\TC wasregarded as a system

and factors within that systemere evaluated and their impacts on one another explored.

These factors magotentialy not always reside withia controlleé sasks,for example but

may lie within the processes in plaead system designs

2.1. Air Traffic Control

The primary djective of ATCis ensuringthe safe and orderijmovement ofaircraftthrough
a nation's aspace (J.S. Office of Personnel Managemeh®78). To acamplish this, ATC
work is divided into three major functional groups n a mmdflight briéfing and
assistance, and advisory \@ees to pilots during flight, foviding control and separaticof
en route air traffic; andantrol and separato n o f air t (Ut Office of a t

Personnel Management, 1978, p. 4)

These thregrimary functionalservicesare divided among tb three different aitraffic
fadlities - flight service stations, air route traffic controéntres and air traffic control
terminals(U.S Office of Personnel Managemge@®78) These three ATC facilities control
different areas and heights and are in constant communication with éactastthey hand
aircraft over from one area to the nexthis involves efficient coordination and
communication between the control aredbe areas and corresponding facilities responsible
for them can be seen in figure ATC manages a number @frimaly phases ground
operations (which oversee from the gate to the taxiway to the runwaypftaded climb,
cross country flights and approach and landitickens, Mavor, & McGegl997)

Air route traffic control cemes use radar surveillance to isspead, altitude and directional

instructions to pilots in order to keep aircraft properly separdtbdse are referred to as

clearance issues throughout the research. A complete clearance issue includes complete



speed, altitude and directional informatiofn incomplete clearance lacks one of these
dimensions. In addition to their respoiislities for en route aircraftthey also provide
approach control servisdo aircraft operating within their assigned aigaS. Office of
Peasonnel Management, 1978)ATC terminal staff dependon radar was well aa visual
view of the runways(referred to in the research as radar and visual monitanng)der to
issue control instructions hHat provide separati@ This assure the orderlymovement of
aircraft that are departing, landing amgbproaching for landingThis is done through the
conveyance of essentithffic information to pilotsregardingclearances andther crucial

procedural instruction@J.S. (fice of Personnel Management, 1978)

Figure 1 Thedifferent areas of control. Airraffic Navigation Systems, 2011.
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In order to maintain certain separatisrbetween aircraftcontrolless have to beapt at
interactng with pilots,controlles anda wide range of stimuli & well asmaking decisions
based on this range of inp#ollowing this, it is apparent that tlwentrollermust be able to
execute multiple cognitive functions simultaneously (Moon et al., 2@dpending on the
stationcontrolless assume during their shift, they will deal with a wide variation of stimuli

and objectives.

Station standing instructions (Spkonvey amultitude of regulations and procedures that
must be adhered @t alltimes | ncl uded i n t hodatiesGah AT COande t he



the correctphraseology to be usedmong othemaspecs. TheDuty Priority states that the

ATCO i gve firsh prigrity to separating aircraft and issuing safeigrnings... god

judgment shall be used in prioritizing all otheroysions of service, based on the
requirements of the situation at hand, wi t |
(SSI1'6s , Part 4 A Ge nsectiand.7.1Q ghasrpeovidesnthe sqopecande d u r €
primary purpose of ATC.

There are a numberf different control areas thatontrollersmay assume during a shift.
Controllersin different control facilities rely on different types of stimuli to perform their
tasks. For exampleontrollersin the tower depend on a direct visual of the airporiisivh
controllers in TRACON (Terminal Radar approach control) andoeite environments
depend on computdrased, partially automated radar displéysickens et al., 1997)This
demonstrates the range of cognitive tasks required by controllers in ordemfdete
different tasks successfully The variety of visual stimuli presented by differing
technological displays coupled with the dynamic nature of the constantly changing images
which change according to prioritiesDuring standard operations, caslters must take
various contextual complexities into account in order to manage traffic successfully
(International Civil Aviation Organization, 2005Complexities may include dealing with
adverse meteorological conditiongngested airspace and malfunctions, all of which are
considered in this researchhis calls for a number of different types of cognitive functions
such as attention and information processing in order to successfully perform the task. This
also calls fora high level of situational awareness in order to maintain an awareness of the
aircraft in the control area as well as project and predia ther ¢ pathd i reafitypased on

a twodimensional monitor. Air traffic control is a highly complex taskt ttemuires high
levels ofinformation processing bgontrollersin order to cope with thenentalwork load as

wellast h e toaplexib/.0

Complexity may be increased when the common practice of combining sectors is
implemented. It is stated thidie @mbining of positions shall only be done under low traffic
volumes(CAA Standards & Procedures Manual, 20I)e decision to combine sectors lies

with ATC Planners on position and relies soletygood judgement as no accurate prediction

tool exiss with the capacity to predict traffic demands beyond 30 mini@as\ Standards

& Procedures Manual, 2013) The SSIs do not specify exac
decisions regarding sector combinations. Controllers are cautioned against combining

positions premairely as this may result in overload of sectors.



Previous research has found thantrollersreport and prioritise key goals in the following
order; avoidingviolation of minimum separation standards, avoiding deviations from
standard operating proceduresoiding any disorder that may result in overload and lastly,
making unnecessary requests to the pig¢amster, Redding, Cannon, Ryder, & Purcell,
1993) These goals are focused on preventing safety events and are disoussed detail

in the next section.

2.2. Safety Events

It can often be difficult to identify the scope or extent cfadetyoccurrenceas it can be
difficult to establish wheran occurrence really bag (Eurocontrol, 2003)There are two
principal safety events that can occur through erroneous Air Traffic Controlling, namely; loss
of separation (LoS) and runway incursions)(Rlhis sectiorexplicates these primary safety
events, providing a brief description tie safety ®andards andvhat is consideredna

infringemen of those standards.

Runway incursions. A runway incursion is defined aBany occurrence
aerodrome involving the incorrect presences of an aircraft, vehicle or person on the protected
area of a surfaced esi gnated for t he | arnldermatpnaleCivil t ak e
Aviation Organization, 2007)The South African Civil Aviation Authority $ACAA)
Standards and Procedure Manstdtes that aerodrome control is respolesifor issuing
information and instructions in order to preventlisions betweerircraft flying in taking
off, landingandaircraft in the vicinity of the aerodrome traffic zone. The aerodrome is also
responsible forircraft and vehicles, obstruct®mnd other aircraft on the manoeuvring area
(CAA Standards & Procedures Manual, 2Q13grodrome controllers are required to
maintain a constant visual watch over the area the aerodrome is responsiblerfiar to
ensurethat it remains free of obstrtions, vehicles and other obstructions when needed for
aircraft movement§CAA Standads & Procedures Manya013)

If any vehicles are operating on a runwagcluding runway inspections or maintenandbg
runwayis to be kept sterileThis means thavhile theseoperationsare in progress, no aircraft
are to be allowed to linep on therunway. This procedure does not appb normal
vehicular crossings bunly to vehicles that will be on the runway for an extended tiRoe.

example, there are 3 dlarrunway inspections at O.R Tambo at dawn, dusk, and late night.



For the main inspections (dawn and dusk) the Inspection Team consists of a vehicle from Fire
and Rescue Services, Aviation Safety and Airside Operafofd Standards & Procedures
Manual, D13) The runway must be kept sterile from any aircraft for the duration of these

three daily inspections.

When permission has been giMe cross or enter a runway, thentrollermust make use of

a strip on the Flight Progress bodfPB) so as to servas a memory cud:light Progress
Strips(FPS)aredisplayed on the flight progress board so as to provide the maximum visual
presentation ofthe traffic situation andpossible traffic conflicts(CAA Standards &
Procedures Manual013) FPSare only to le removed from the progress boaafter
transfer of the aircraft to anotheirAraffic ServiceUnit or controlling sectorln addition to

this, the Advanced Surface Movement Guidance and control systestSM@BCS) displays
information and is used to ass&TC in ensuring that runways are sterile before issuing
landing or takeoff clearance

Loss of Separation A Loss of separations ¢S) involves an infringemenof both
horizontal and vertidsseparation miniman controlled airspacénternational Civil Aviation
Organization, 2013)The SACAA Standards and Procedure Manc@ahtains the regulations
regardingminima for horizontal separatioand sets theninimum separation & Nautical
Miles (Nm).Vertical separatioms infringed upon wherthe vertical distance between aircraft
falls lessthan the prescribed minim@he SACAA Standards & Procedure Manwsglecifies
the standards and regulations regarding vertical separé@éw Standards & Procedures
Manual 2013) The vertical sparationminima arel,000 ft up to kght Level (FL) 290
between all aircraft an@,000 ft between all aircraft above FL41® LoS is an event in

which either horizontal or vertical separation minima are infringed upon.

Safety Standardsand Ratings Thereare a number of procedures that are considered
compulsory forcontrollers These procedures include the practicere#dback issuing
traffic information and using radio telephony (R/T) phraseol®®pgadback is defined as a
procedure whereby the recmig station repeats a received message or an appropriate part
thereof back to the transmitting station so as to obtairiiromation of correct reception
(ICAO Annex) Traffic information is issued in a strict format that must be followed and
forwarded to mcraft in the airspace andR/T phraseology sets out the phrasing of

communicatios to be used when controlling.



Safety everstare scored according to sevemdtyd frequency. Therae a number of different
systems used to calculate the severity. In Sddtlta, the primary rating systems are the
Runtime Analysis Tool (RAT)the Safety Significant Event schen&SE andthe Runway
Incursion Severityalculator(RISC).
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Figure2. Safety event scoring systeReceived fromANSP, 2013.

A safetyevent | assi fied as an O6AO6 is considered a
narrowly avoided, a 0BO6 class event an inci
significant potential for coll i si obgampla 6Cd
time and/ or di stance to avoid a collision,

definition of runway incursion such as the incorrect presence of a vehicle, person or aircraft
on the area of a surface designated for the landing andotbké aircraft but with no
immediate safety consequences and lastlp& 6 c| assi fication as an
information, inconclusive or conflicting evidenffegure 2). The events are then rated 1 to 5,
depending on the frequency with whithe events occur (from extremely rare to very

frequent). Following this, the most severe safety event is rated A1 and the least severe as E5.



2.3. Human Error

It has been estimated that between 60 and 90 percent of major incidents in complex systems
sudh as aviation are caused by human e(Rouse & Rouse, 1983, as cited in Wickens &
Hollands, 2000 Human errors are generically defined
planned sequence of mental or physical activities fail to achieve its intendenneytand

when these failures cannot be attr {(Shmon,ed t o
et al., 2011, p. 9)

This research adopted an information processing apptoacategorimmg human error.In
partiaular, it was guided by the scheme developed by Norman (1981, 1988) and Reason
(1984, 1990& 1997) (figure 3). The schemefollows the generalformat thata human
operator is mety stimuli from the environment andas the potential to interpret the
information correctly or incorrectlyGiven that interpretatignthe human operatanay or

may not have the intention to carry out the right acitmoresponse to the stimwind finally

mayor maynot execute the intended action correctly (Wickens & Holland80R0

There are three distinct types of errors; sl
which result from some failure in the execution and or storage of an action sequence,
regardless of whether or not the plan which guided them was @éetpy achieve its

obj ec((Gdamoeed al., 2011, p. 9) Mi st akes are fAfailures
inferential processes involved in the selection of an objective or in the specification of the
means to achieve it, irrespective of whether or notatkons directed by this decision
scheme run ac(Samoret ah, 011, p. 9)pAE seandrom figure 3, mistakes

are errors in interpretation or in choice of intentions. Slips occur when the right interpretation
occurs in conjunction with theorrect intention formulation but the wrong action is generated
(Wickens & Hollands, 2000).



Mistake Slips

Knowledge Rule l
Interpretation |—» Plan
Stimulus _ . . _ . .
Evidence Situation — | Intention of Action | Action Execution
Assessment

Lapses & Mode errors

Memory

Figure 3.Information Processing Context for representing humam.efeken fromWickens
& Hollands, 2000p.494

Following the working defittions, human operating errors can occur in two ways; through an
action that goes according to plan when the plan was inadequate or when the action is
deficient despite a satisfactory pléReason1990) In summary, Reason (1990) argues for
three primaryclassification types of errors; skitlased slips, rulbased mistakes and
knowledgebased mistakes.Execution failures correspond to skill based levels of
performance and planning failures with rule and knowldufged level{Reason, 1990)
Planning failres are classified as mistakes and execution failures as slips or lapses

(Rasmussen, 1986Figure 2 shows a summary of these errors adapted from Rasmussen.

Execution failures Planning failures
Slips Lapses Rule-based Knowledge
mistakes based mistakes

FigureA Executi on and planningudaenhufrs86)Adalpy ed
2013.



Errors are defined in ATC as ffactions or

n

deviations from organizational or air tra

(Internatonal Civil Aviation Organization, 2005, p. .5FExamples of errors include not
detecting aeadbackerror by a pilot and clearing an aircraft to use a runway that is occupied.
This research took these errors and classified them into a type of erroexdmople,a
controller that failed to detect an error ieadback has displayed an error in situation

assessment which is indicative of a knowledge based error.

2.4. Factors Underlying Air Traffic Control

A largenumber of cognitive skills are requireg controllersincluding; perception, attention,
memory, information processing, decision making and atteifEanocontrol, 1996) These
cognitive skills need to be readily availablecamtrollersand are often used concuntly. In
addition, they are likely to interact with other factors relating to shifts derdographic
variables in influencing the occurrence of safety eve@tgynitive task analyses analysed
knowledge structures, mental models, skills and strategies afuteControllersand found
that primary tasks reported bgontrollers were primarily behavioural but included
maintaining situation awarene&eamster, Redding, Cannon, Ryder, & Purcell, 1993)

This sectionreviews the fadors and theoretical constructhat contribute tocontroller
performance The theoretical constructs were identifi@cinly through a literature review.
However, when analysing the safety report data, several additional factonely, shift
variables, gternal factors and risk factorg)ere identified that and these were then included

in the review below. Thus an iterative process was used to identify the relevant factors.
Working definitionsaregiven for each concept, linkse made té\TC and a briemotivation

is givenfor their inclusion in the study.

2.4.1. Shift variables (Covariate 1). Shift variables includéime since starof shift
(in minutes), time since position takeover (in minutes), time since last break (in minutes),
hours since lastign off and days since last day offs previously stated, there are a number
of different control areas thabntrollersmay assume during a shift. Time since start of shift
indicates the time since thentroller commenced that particular shift, whilsine since
position takeover indicates the time sincedbatrollerhas assmed a position. For example,

a controllermay work an hour on the aerodrome position, have an hour break and takeover a



position on ground controls on which a safety event octinty iminutes later. In this case,
the time since start would be noted as two and a half hours whereas time since position

takeover would be noted as thirty minutes.

ANSP havestatedthat most events occur within the first 30 minutes of a ghifthefirst 30
minutes after returning from a break or assuming a new posRoster designs areot
standardised at the moment aaek dependent on the airpolANSP is in the process of
standardising rosterfRegardless of the unstandaedigimes, all rosterfollow the guideline
that controllerscannot work more than eight consecutive days without a dayvaff shifts

of 7 hours longThe duration of breaks differfrom 30 minutes to 2 hours depending on the

situation

2.4.2 Demographic Factors (Covariate 2). Demographicfactors refer to factors
relatingthe structure of populations and often include age, gender and language knowledge
(Stangor, 2011)Demographicvariables differ with each individual ancbuld potentially
impad acontrolle® s p e r f Thedenaograpkidactors taken into account in this study
were limited by the information provided in the reports and included age, gender and
language proficiencyThe International Civil Aviation OrganisatiohQAO) grades Eglish
language proficiency on a scale from to 1 (lowest) to 6 (highs®rder to conformto
ICAO Language Proficiency requirements, pilatsntrolless and all others who use English
in Radio Telephony (R/T) communication must be at ICAO English Layguzevel 4

(Operational) oraboveL evel five designates Oextended6

2.4.3 Human Factors (Covariate 3). The study of human factors is definedfttse
scientific discipline concerned with the understanding of the interactions amoragsama
ot her el e me n(lnternatiohal Exgoromiss tAssaciation, 201Hffective human
performance is fundamental to ensuring operational safety in aviation. The human factors that
are broughtto ATC can lead to umitended errors of task management and professional
judgement(Skybrary, 2013) The human factors considered in this research were workload,
memory, mental models, attention, task engagement, situation awareness, information

processing, decisiemaking and humamachine interface.



Workload.Rapid advancements in technology have resulted in complex work systems
in which operators must adapt their performance to suit dynamic environments, concurrent
task demands, time pressureldactical constraintéSheridan, 2002)Consideration must be
taken for the workload placed on the operation of these complex syldteffsSanderson,
Neal, & Mooij, 2007) Workload refers to theapacity to process information in a task
situation, with processing capacity dependent on the availability of processing modules,
attentional resources and the state of the orga(@anilard, 1993)Workload is a function of
the task demands placed on an operator and the capacity of the operator to meet those
demands (Hopkin, 1995 as citedLioft, Sanderson, Neal, & Mooij, 200AVorkload covers
a broad spectrum of man activity but this researdimitedits scopetoinclue onl y &éd ment
wor kl oadd thehdasearth mentahdapasitiegthe capacity of the operator to meet
task demandsgnd physical cordination(task demandgHancock & Meshkati, 1988)

Increases in air traffic derigiand complexity have substantially increased the demands on
controlle s ment al wor kl oad (Wickens et al ., 1997
can lower performance (Wickens et al., 1997) and that workload is influenced by traffic
volumeand canplexity (Moon et al., 2011)This would suggest that increases in workload
increase the probability of errorgicrease in traffic volume is a form of job stressor in the
work environment. Endsley and Rodgers (1998) founddbiatrollerswere significarly less

likely to make mistakes with lower levels of subjective workload than high levels.
Environmental stressors pact on acontrolleb s  w o askraffic motbme and complexity
(external stressors) increasentroller workload. FResearch shows than individualts
performance decreases when workload incre@easkens, Gordon, & Liu, 1998 his study
considered both the environmental stressors and the subjective vibes mentalworkload

at the time of the eveniThe subjective viewof mental workoad was provided bgontrollers

in the safety event reports immediately after the exmng scale of 1 to 5. One deedtow,

two; mediumlow, three medium, four medium high and fivehigh mental workload The
subjective rating was taken for bothffimload and complexitgeparatelyboth impacting on
controllerworkload. The environmental stressors considered in the research were the traffic
load in the form of number of aircraft on frequency at the time of the event and aircraft
movement in the ha leading up to the event. Environmental stressors also included

investigator analysis of the traffic as being complex or not.



A number of airports irSouthAfrica were included in the investigation reporeachwith
varying traffic volumes andtaff recessary to deal with the different traffic volumeSor
example, for the financial year 2011/204he of the international airportdocked 62000
international movements and 1000 domestic movements. For the same peaiookher
international airport registered 1400 international flights and ® domestic flights
(Airports Company South Africa, 2013)The traffic volumes for the two airports differ
significantly and these traffic volumes will ultimately affect the woaklo It has been
suggestd by investigatirg officers thatthe qualities of ATC services deterioratden traffic
loading increases above quiet. Due to the nature of the maedittmwhich controllers
interact (i.e. viaadio), it is difficult to predict eact traffic loading before hand anaust be
established through snapshot values of the amount of aircredtdmfrequency at a point in
time. It is thus difficult to predict exactly when traffic volumes will increase above quiet.

Mental Models.Mentaimodel s are the fimechanisms whe
generate descriptions of system purpose and form, explanations of system functioning and
observed system states and predictions about
cited by Zang, Kabe& Hsiang, 2009, p.2). This is a cruciapect of ATC as it represents a
controleb s knowl edge of flight | ocations, condi t
designated area. Following from this, mental models adjusted to be more sispatibic
are known as mental/traffic picturé8urocontrol, 1996) Mental or traffic pictures are the
Aact ual ment al picture of a situation repre
actual situation based on the mentald®l and the actually perceived external cues. A series
of ment al pictures represents the actual me I
(Eurocontrol, 1996, p. 10) The mental picture represents the meptedure of the traffic
situaton and the necessary actiongantroller has taken and should take. Mental imagery
plays a significant role in air traffic control and has been equated to concepts of situational
awareness and mental modg$orrock & Isaac2010)

Shared mental odels occur when the members of a team organise their knowledge of team
tasks, equipment, roles and goals in a similar fasflionm & Klein, 2006). Team mental
models allow team members to coordinatertbehaviours, especially when both time and
circumstance prevent lengthy communication and strategising among team mgunmbe&s

Klein, 2006) Under these restricted circumstances, team members must rely-exigpirey

knowledge to predict the actions of teammates in order to respond in a coordinated manner to



urgent, high staked task demaridsn & Klein, 2006). ATC work primarily on their own but
they must be able to eardinate with othecontrdlers as well as pilots. A certain degree of
shared mental models is required betweentrollersand pilots in order to be able to-co

ordinate and anticipate actions.

Information Processing.A number of vulnerabilities inherent in human information
processing have been found in ATQVNickens, Mavor, & McGee, 1997)information
processing assumes that human beings receive information from the environment, act
cognitively on that information in a number of ways and emit some response back to the
environmentWickens, Gordon, & Liu, 1998)This complements the model used to classify
human error as there is a stimulus (the environment), some assessment of that stimulus and a

reaction.

Information is received through various cell receptors for the senses,ynaigét, hearing,

smell, taste and feeling. This implies that information can have any form; visual, sensual or
auditory (Sinanovic & Johnson, 2007The most crucial forms of information to ATC are
visual and auditory informeon. Information processing (figure 5) is dependent on a number
of faculties including perception, working memory, sensory memory and attentional
resource§Wickens, Gordon, & Liu, 1998)Sensory memory holds detailed memory for a
short period of time (foexample visual sensory memory is held for approximately two to
three seconds). Perception adds meaning to the information by comparing it with other
information stored in long term memogWickens, Gordon, & Liu, 1998)0nce the meaning

has been assigned the information, it is either reacted to or transferred to working memory.
Working memory refers to both the short term memory for what is currently being processed
and a form of conscious in which human beings compare and evaluate cognitive
representions (Wickens, Gordon, & Liu, 1998)The greater task uncertainty, the greater the
amount of information that must be processed during task execution in order to achieve a

certain level of performand&albraith, 1984)
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As can be seen from figufe information processing consists of perceptual coding, central
processig and responding. Perceptwaikcodingi s t he #Aprocess by whic
transl ate environment al s t (vom Hippelt Jonaes, Hiltont o me r
& Narayam, 1993, p. 921Perceptual encodingnd by extension the 6rf¢
referred to in figure Bncludethe registry of sensory informatiorControllers are confronted

with stimuli from various sources (such as radar displays, visual displays and radios) and
must make use of all sessin order to register all crucial sensory information from the

various sources. For example, a controller may need to encode perceptual information from a
radar display or a communication from a pilot. Controllers also have to be able to pick up on

and espond to Short Term Conflict Alerts (STCA8).STCA is warning system thadlerts

controllers to both potential and actual infringements of separation standards. It can thus be

seen that controllers are required to encode information through a nunseeses.



Central processing incorporatastions that draw oattentional resources such as decision
making and working memory. Responding requires both response selection and response
execution. These constitute the information processing procedure ahrhemgs Research

has found weaknessesaantrollerinformation processing with relation to detecting subtle or
infrequent events, predicting events in thd@@ensional space and in temporarily storing and
communicating informatio(Wickens, Mavor, &McGee, 1997)Detecting infrequent events
would show errors in sensory registration, problems of prediction would show errors in
central processing whilst problems with storing information shows problems with working
memory (central processing) and probéewith communicating information showsrors in
response execution. The errors in information processing that emerge through this research
will be equated to errors in the relevant stages of information processing; perceptual
encoding, central processiagd responding. In this way, the research will be able to state in

which stages errors in information processing occur.

It has been posited that schemata play a vital role in information processing in that they shape
what we see and hear as well as howstege information and access that information at a

later staggvon Hippel, Jonides, Hilton, & Narayam, 1993) A°. schema i s a fApl .
outline , especially a mental representation of some aspect of experience , baseu on
experience and memory, structures in such a way as to facilitate (and sometimes distort)
perception, cognition, the drawing of inferences, or the interpretation of new information in
terms of existing knowlSehdngadcproessihg tcondhpossibly2 0 0 6 ,
inhibit perceptual encoding in that schema guide interpretation and selective attention. This is
supported by the model used in this study as attention resources guide perception (figure 5)
which is in turn guided by schema. Schemtdailitate the interpretation of incoming
information by allowing the perceiver to rely on prior conceptualizations in order to
understand specific instances and current circumstances (von Hippel, Jonides, Hilton, &
Narayam, 1993). In this way, perceivewith adequate schema do not need to pay much
attention to either relevant or irrelevant information as they can rely on previously stored
information and expectancies. An individual that lacks adequate schema must rely on an
effortful integration of infomation (von Hippel, Jonides, Hilton, & Narayam, 1993).

By facilitating selective attention, schemata essentially enable perceivers to devote attentional
resources to relevant information whilst ignoring irrelevant information (von Hippel, Jonides,

Hilton, & Narayam, 1993). Following figure 5, the attention resources facilitate perception



which leads into response selection. A breakdown in percetion would lead to erroneous

responses.

Memory. Memory is a critical factor in establishing effective mental yries and
situation awareness itontrollers(Shorrock 2005) Memory is a cognitive function that is
fundamental to mosof acontr ol | er 6s tasks and is a com
Shorrock (2005joundthat 38% of memory errors in ATC involved @léire to complete an
intended actiorand state that controllersrely primarily on working memory and lortgrm
memory Wor king memory is a Atemporary store f
that are currently occupying consciousness and canamgpulated and moved in and out of
shortt e r m méQGulmanyAoM., 2006) Working memory is used to encode, store and
retrieve information regarding aircraft and the environng8hbrrock, 2005put its capacity
constrains cognitive abilities in numerous domain@radley & Tenenbaum, 2013)
Information isconstantlydisplayed for thecontrollerto visually scanfor changesbut the
controlleris required to keep information such as aircraft degepy, callsigns, route, flight

level, aircraft type and location in his/her working mem@igorrock, 2005)

Working Memory
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Figure 6.A representation of memory functions. Taken fidfitkens & Hollands, 2000,
p.242.



Longterm memoryis e f i ned as, fa type of memory cont a
periodsranging from 30 seconds to many decades, often differentiated into episodic memory
for events and experiences and s e mg@aintan,c me mc
2006, p. 429) Long term memory has no known capacity, is fairly permanent, and supports
information retrieval with little conscious effort whilst working memory retrieval requires conscious

effort.

The model of memory functions (figeshows encoding in éhfirst stage which involves

the acquisition of information into the memory system and can take place by encoding
information into working memory or transferring information from working memory to-long

term memoryLearning or training requires the latemcoding(Wickens & Hollands, 2000)

The second stage (referred to as storage) is the way in which information is held (or
represented) in the two memory systeméckens & Hollands, 2000) Retrieval, the third
stage, refers t o eoinfoentaton ia the memory systems. l mateead s t h

cannot be retrieved, it is known as forgetting.

When accessing declarative memory, an individual is conscious of doifGasdstein,

2008) Declarative memoryegards the accumation of fact and data derived from learning
experienceCohen & Poldrack, 1997)In other terms, it represents the outcomes of a
number of processes which identify, appreciate and accrue the appropriate response to objects
and persons encountered. Any complex event will entail information about visual objects,
sounds, odours and so forf@ohen & Poldrack, 1997)For example, controlling entails
information from radar displays (visual) and infaton from radio telephony
communications (auditory). Declarative memory is the system which chunks the information
from the various information sources and binds them together to present the individual with a
coherent representation of the evé@bhen & Poldrack, 1997)Declarative memory ist

form of explicit memory for facts and events and is used to consciously remember facts,
knowledge and eventf@Osipova et al., 2006)Procedural memory is a type of implicit
memory whichoccurs when previous experience improves performance on a task even
though one may not consciously remember the ef@olidstein, 2008)Procedural memory

thus enables an individual to retain learned connections between stintilresponse
(Tulving, 1987)

Decisiontmaking. Aviation is a complex, safetgritical enterprise where decisions

can affect the lives of hundreds of people as well as have vast economic consequences



(Eurocontrol, 2009) From an information processing perspective, decision making
represents a mapping of copious information received to one or few resgdficsksns &
Hollands, 200Q) Decision makingcan be defined as a task in which (a) an imldial must

select one choice from a number of choices, (b) there is information available with respect to
the decisions, (c) the time frame is longer than a second and (d) the choice is associated with
uncertainty (Wickens, Gordon, & Liu, 1998)There arethus a number of factors that
influencedecision makingincluding the degree of uncertainty regarding the consequences of
decisions, familiarity and expertise regarding the circumstances in which decisions need to be

made as well as the time requiredtfoe decision proces$\ickens & Hollands, 2000)

According to an information processing approachdéexision making there are critical
components oflecision makingselective attention, working memory and long term memory.
Decisionmakinginvolves cue reeption and integration, hypothesis generation, hypothesis
evaluation andselection and the selection and generation of actiofNéckens & Hollands,

2000). This follows the general layout of both the human error and information processing
approaches adagd by this research which involve to some degree the stimulus, an
assessment of the stimulus and action formation. There are a number of cognitive limitations

to factor intodecision makingThese include the amount or quality of the information cue,

the anount of time allocated for eadlecision makingactivity, the attentional resources

all ocated to the activity, the amount or que
an i ndividual 6s ability t o retri lmstheanr el ev e
individual 6s working memory capacities (Reas

Aeronautical decision makingis carried out in dynamic and complex environments
characterized by H#structured problems, copious amounts of information, uncertainty,
competing goals, timeonistraints, high levels of risk and collaboration or task sharing among
multiple individuals (Zsambok & Klein, 1997) Eurocontrol (2009) suggest a model of
decision makingthat incorporates situation awareness and goals. Irmibael, the goal
informs the planned action. The planned action incorporates the perception, understanding
and forethought. This in turn informs the anticipated result which leads into an action
(decision) and subsequent result. This result§éadk intothe goal and forms the deciston

making loop(Eurocontrol, 2009)
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stimulus, sensation, idea, thought or activity enabling one to use information processing

systems with limited capacity to handle vast amounts of information available from the sense
and nf€imanr Ay M.s2006) Attendion can be subdivided into four

primary groups; selective, focused, sustained and dividdtained attention refers to the

organs

ability to sustain attention over long periods of ti(Pemeter, Hernande@arcia, Sarter, &

Lustig, 2011) At any given time there is a larganount of information sent to our brains

through our senses. In order to be effective our actions must be directed to one object or

location at a timgChica, Bartolomeo, & Luianez, 2012)A selective mechanism is thus

neccessary in order to select relevant information so that only these bits of information are

processed deeply. It is posited that attended objects are processed to high levels leading to

consa@ous awareness and voluntary reactions to tf@hica, Bartolomeo, & Luianez, 2012)

Focused attention is the ability to attend only to relevant stimuli and ignore distracting ones

(Nebel, et al., 205). Divided attention occurs when we distribute our attention to two or

more tasks. The ability to divide attention depends on a number of factors including practice
and difficulty of the tasl{Goldstein, 2008) Although dvided attention distributes mental

resources, they are limite@ebel, et al., 2005)Both focused and divided attention are

u



aspects of selectivityControllersmust be able to divide their attention without limiting their
cognitive resources so that they are able to respond to all stimuli regardingltA$ Crucial

for controllers to be able to use aspects of selectivity in complex situations when there are
conflicts and numerous sources of informatdBustained tention 5 also important as a

controllerneeds to stay constantly vigilant during their shift so as not to miss any cues.

Sustained attention is similar to vigilance, and some researchers use the terms

interchangeablvi gi | ance has been dttentian mestbe fosusedanc ur i n
a source in order to det(ae& Claistie t987Msictedlby b ut i
Donald, 201} and refers to the fdability of organi

to remain alert to stimuli overgroo n g e d p e r (Waroh,SParasfiraman, &Maithews,

2008, p. 433) This form of attention that detects infrequent events is known as vigilance.
Donald (2008) posits that definitions of vigilance overlook the coxipe related to the
significant events and defines vigilance as,
monitoring a situation or display for critical signals, conditions or events to which the
observer mu s t respondads ddfiitiomia mate apt2dd @BC, as p . 3
controlles encounter frequent significant events as opposed to infrequent. Their sustained
attention is required to monitor all events both frequent and infrequent.

Coupled with these frequent evergsntrollersmug alsoanticipatepaths or events that may
occur (i.e. are not currently occuring) and patterns that may materialise into a critical event.
This stows how complex the nature otantrolle s j ob i s and the | evel
is above and beyonaherely detecting critical infrequent events. The definition posited by
Donald (2008) incorporates cognitive processes such as the ability to identify, recognise and
interpret the information presented. This definition incorporates the complex cogstge t
required bycontrollersin order to remain fully vigilant. The vigilance decrement is a
decrease in performance over time resulting in decreases in efficiencies through slower
detection timegLanzetta, Dember, Warm, & Bercth987) Sawin and Scerbo (1995) posit

that a decrease in performance most commonly oedtasthe first 20 to 35 minutesANSP

have posited that most safety events occur within the first 20 to 35 minutes of a shift, if this is
found to be true therhis may be attributed to a decreasedatectionperformance or a

vigilance decrement.

Studies have more recently come to focus less on influencing factors on vigilance decrements

but on the role of attention resources in the vigilance decre(w&atm etal., 2008)



Traditionally, vigilience decrements were found to be caused by declines in arousal, more
recently, evidence has shown that vigilance tasks impose substantial demands on the
information processing resources of the observer (Warm et al., 2008)approach to
vigilance decrement postulate that the workload placed on operators performaing vigilance
intensive tasks drain information processing resources, leading to lowered vigilancdfstates.
safety events occur mostly within the first thirtyrmaies of the shift, this is likely not due to a
vigilance decrement as the decrement decreases performance over time and by extension,
safety events would occur further in to shifts than only within the first thirty minutes. These
notiors of performance ah vigilance consider constructs such #ssk engagement and

mental alertness.

Task engagement and mental alertne3ask disengagement has been studied under
a number of varying rubrics including absemnhdedness, mind wandering, stimulus
independent thaght and task unrelated thoudtheyne, Solman, Carriere, & Smilek, 2009)
Regardless of its | abel, gener al consensus
reduced allocation of attention resources to environahdaskr e | at ed sti mul i 0
al., 2009 p.93. Mind wandering occurs frequently and individuals are often caught thinking
spontaneously about personal priorities, memories and other thoughts that are unrelated to the
task at handlLevinson, Smallwood, & Davidson, 2012 has been found that when
deprived of a task or involved in a task with insignificant demands on working memory,

individuals devote their spare resources to personal musings (and task unrelated thought).

There are two primary differences in attentiapses. The first difference concenask
unrelated thoughts whictranslateto absent mindednesad disengagementThe second
involvesand preoccupation with performance on a task that deploys attentiogsponse to

an environment al de mand (Smalkvood, etxalc, 2004 Thisie ne 6 s
relevant tocontrollers whose attention is drawn to another stimulus or problem, disengaging
them from their primary &k. If acontrolleris inadequately trainedr is new to the job

his/her attention resources are likely to be depleted more quickly. Alternatively, bediefs

the expectations of the task excaadhercapabilitiescould result inthoughts about thesks

of making incorrect decisionsand concerns about performanceesulting in task

disengagement.



Studies have found that a variety of external factors influence disengagement. Disengagement
has been found to be high when the rate of stimulus presenigslow, frequency of targets

is low or task duration is lon¢Smallwood, et al., 2004With regard to thesafety event
reportsused in the current researctertain information was available which indicated
conditions tlat could have been related to task disengagerii@ést.reports did not directly
measure disengagement but rather provided detail regarding the conditions surrounding the
safety event which research has demonstrated to be related to disengagement. Tte presen
of these conditions does not necessarily mean that disengagement occurred but rather taken to
be indicative of possible disengagement. Indications of disengagement thatnclgdedin

the analysis weréecline in traffic load (slow rate of stimuli)padequate break allocation

(long task duration) and distraction (reduced allocation of attaitr@sources The reports
explicitly stated distractions such asbjectunrelated conversatiomhe decline in traffic

load and break allocations are not direndicators of disengagement but were taken to be
indicative of possible disengagemeritask disengagement is also promoted through
protracted, unvarying, familiar and repetitive tasks (Cheyne et al., 2008) possible that
disengagement may be mapplicable to certain airports that experience low traffic loads or

alternatively at times in which there is little traffic loading.
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Cognitive processetransform sensory information into behaviour using logical operations.
Energetical processes regulate the state of the organism and indirectly influence the
processing of informatio(Gaillard, 1993) Every activity has angiimum activationlevel at

which a taskis best performedThe inverted Wcurve (figure8) shows the relationship
between energetical levels (activation) and the efficiency with which tasks are performed.
Performance efficiency on a task is low when thiévation (energetical)evel is either too

high or too low(Gaillard, 1993) It can thus be seen that if activation levels are low (through
slow frequency of targets, long task duration and boredom), optimal performansksis ta

not achieved.

Situation Awareness (SA)Situationawareness israunderstanding of the state of the
environment (including relevant parameters of the syst8m)constituteghe primary basis
for subsequendecision makingandby extensionperformance in the operation of complex,
dynamic systemgWickens & Hollands, 2000)SA is formally defined as @p er sono s
perception of the el ements of the (Endslkey,r on mer
1995, p. 65)Durso et al. (1999) apply SAtoavi i on and posit that it
extraction of environmental information, integration of this information with previous
knowledge to form a coherent mental picture, and the use of that picture in directing further
perception and anticipating futue eventso (p.284) . Expandin
understanding of a complex system extends SA research into dynamically changing
environments where operators are responsible for achieving certain (Ratss, et al.,
1999) Controllersmust continuously be aware of the location of each aircraft in his/her
sector, the aircraft parameters (such as speed and heading) and their projected future locations
(Endsley & Rodgers, 1998n highly complex situations, the is anincrea® in the cognitive
nature of the task, highlighting tipertinent role of SAn order to understand the state of the
environmen{Durso, et al., 1999)

There are different levels of SA that must be applied to the situatiorallbavs one to
ascertain the degree to which an individual is situationally aware. At the lowest level (level

1) the operator needs to perceive relevant information (in the environment, system, self, et
cetera.). Level 2 comprises that initial percaptiplus the integration of that data in
conjunction with task goals. Lastly, the highest level (level 3) requires the prediction of
future events and system states based on the understanding gained at level 2 and subsequently

allows for effectivedecisionmaking (Endsley, 1995)For example, a&ontroller perceives



two aircraft whose future paths display a loss of horizontal separation (level 1), realises that
task goals are to maintain a safe separation distance (level 2) and predicting that maintaining
original flight paths would deviate from this distance, changes flight paths so as to maintain
separation. It is clear from this example that errors may occur at varying levels of SA. It is

thus important to identify at which levels of SA the errors ardgrenantly occurring.

Endsley identikes certain internal and external factors that will affect SA. External factors
include the workload, stress, interface design, task complexity and autor(iatidsley,
1995). Internal factors include experience, commuation, preattentive processingthe
unconscious collection of information from the environmengttention, working memory,
perception and mental moddEndsley, 1995) Applying this concept of SA to the context
of ATC, SA would entail a mental piatl of the location, flight, conditions and intentions of
aircraft within an area in relation to each otl@GATCSA, 2013) Situation awareness was
stated as the primary cognitive task reported coptrollers and included maintaing
understanding current and projected positions of aircraft icdh&olled s sect or i n
determine events that require or may require controller ac{i@gamster, Redding, Cannon,
Ryder, & Purcell, 1993) Contrdler understanding of aircraft projections (the future
positioning of aircraft) is essential to ATC.

Some theorists have warned against considering SA as a causal agent in that when SA is
considered as part of cognition, there is the danger of circulaonmiggy in which SA is
presented as the cause of itg€lfach, 1995)Flach (1995) posits that SA& but another box

in the information processing model. The differentiation and reduction of these concepts
effectively confuse rmd complicate rather than clarify these concepts. This research will
consider the circular nature of SA as a causal agent and its effects on the validity of

conclusions if SA is found to be a significant predictor of safety events.

Human-machine interface The construction of complex soeiechnical systems has led
to a greater demand for O6knowledge workerso.
function is to engage in rational work that requires discretionary decisiaking. The
primary reasonhtese people are present in complex sociotechnical systems is to engage in
adaptive problem solvingVicente, 2002) There arevarious control areas that controllers
may assume during a shifthich rely ondifferent types of sthuli to perform thevarious

tasks. Thevariety of visual stimuli presented by the various technological displaysiged



with the dynamic nature of the caastly changing images displayed according to priority
This study adopted an ecological apmto@ao human factarin that it was characterised by
four principles; the reciprocity of person and environment, the representative design of
experiments and evaluation, the primacy of perception and initiathite analysing the

environment.

The ecologtal approach to human factors and husmeachine interface (HMI) compliments

the models used in this research. The various models (such dscik®n makingand SA
models) stress the importance of perception and analysis of the environment. The ecological
approach builds on this by recognising the crucial role that environment scanning and
perception have on the reciprocal nature of the HMI. Furthermore, the ecological approach
looks at specific problems of designing hurtmmputer interfaces for complex
sociotechnical system@icente, 2002)Air Traffic Management (ATM)s a complex system

that requires computer systems designed purely for the tasks of aircraft management. This
study investigated the sociotechnical systemsipéo ATM, noting any delays or errors in

systems as well as errors in the use of the system, capturing the reciprocal nature of HMI.

24.4. External Factors (Covariate 4). This study consided a wide range of xernal
factors, namely;recreational fghts in the airspace, airspace design, complex traffic
scenarios, workplace design, distracting phone calls, weather phenomena and combined
sectors. These factors were extracted from report analyses as the primary external factors that

were investigatechitheANSPreports.

Recreational flights in the airspaceNumerous reports involved recreational flights such
as skydiving charterand paraglidingn the airspaceWhen there are recreational flights in
the airspace, aindow is initiatedin which the rereational flights operatéControllersare
responsible for instructing departing and arriving aircraftwinich fly track to follow A
flight track is the path followed by the aircraft and there are a number of tracks that run next
to each other on whichircraft can be placed’he window created by recreational flights
changes flight tracks and the controllers need to be aware of these changes and apply them to
aircraft entering and exiting the airspace. Changing the flight track may place aircraft on a
track that ensures buffer of the required 5nM from the boundary of the windowhich the

recreational flights operate



Airspace design.Airspace organisation provides strategies, rules and procedures by
which airspace is structured to accommodateerhfit types of air activity and volumes of
traffic (Department of Transport, 2010following this, someairspaceare more complex
than others, with varying sizes, flight paths and traffic volumestlagsemust be known by
the controllers The airspace design may include vast areas to be controlled lzptneller
or small airspacethat can be complex with many aircraft movemglesving little room for
error.Complex airspace desigmsreconsidered in this research to de external factor that

may have an impact arontrollerperformance.

Complex traffic scenarios.Some reports included situations in which an unusual
complex traffic scenario manifested. This could be due to variable flight informatroraft
low on fuel or other situations in which a common scenario manifests into a complex

scenario in which theontrollerhas to adapt plans to accommodate the complex scenario.

Workplace design.Organisational desigtraditionally refers to the division and -co
ordinaion of taskqRobbins, Judge, Odendaal, & Roodt, 200@jorkplace design was taken
here not as a fixed structure but rather considered two facets of workplace design that
emergé through the report analysis; workplace staffi as well as physical ts&@g. The
owor kpl ace designd variable in this study
The physical workplace design included for example, the layout of the tower consoles in
relationto the tower windows. In tkiexample, the layout makes it difficult foontrollersto
execute a proper visual scan of both the runway and taxiway (Byuv&hen thecontroller
sits in the normal control position the consoles are too high to the left of the controller to
comfortally scan the runway/taxiway to the left. This is considered poor workplace design.
Any physical hindrance in the design of the workspace was considered to be a poor

workplace design angtasincluded in this variable.



Figure9. Photograph of a workiation. Taken fronanincident repat.

Ergonomics refers to the science of work; the individuals involved, the way work is done, the
tools and equipment used, the place worked in and the psychosocial aspects of work
(Pheasant &Haslegrave, 2006)Anthropometrics is concerned with the matching of the
physical demands of the working task (including monitoring runways and performing visual

scans) to the workplace (among othéP)easant & Haslegrave, 2006)

The other aspect aforkplace design encompassed notions regarding the staffing design of
the workplaceThe staffing design was largely concerned with whether there was adequate
staffing at the time of the events as well as the supervision present at the time of the event.
The reports included details regarding individuals having to work extended hours due to
peoplebeing booked off sick or absent from work. Cases like this were considered to be
indicative of poor staffing designs as theraswot an adequate amount of staffailable at

the control centres. With respect to supervisibard are timewhentraffic loading is low in

which casethere may be aatk of management supervision. The lack of supervision may
stem from beliefs that the situation will be able to benioved without supervision
(Eurocontrol, 201Q) Regardless of the reasoning, this research considered a lack in

supervision as a form of poor staffing designs.

Weather phenomenaWNeather phenomenaereincluded in the analysias any weather
phenomenon that incurred a change in operations. This may have incladtter patterns
that are cause pilots fty under instrument meteorological conditions (meaning that pilots
fly primarily by reference to instruments as opposedisaal referencesthange in runway

use or weather avoidance.



Combined sectorsThe combination of sectors follows strict rules regarding capacity
levels as well as which sectors may be combined. For example, approach control may be
combined with aerodroenControl, and flight information services may be combined with
area control(South African Civil Aviation Authority, 2009) Snapshot values can be
determined to provide th@ntrollerswith the means to determine demand ptiocollapsing
sectors. The Air Traffic Management (ATM) capacity docunmsgismaximum capacityat
30 movements per hauk movement is considered to be any one aircraft that either lands at
or departs from an airporRace levelsare used talescribe thdevel of activity within the
declared capacity of each sector. Pace levels form the basis for a comparison between
different sectors and airports, and are expressed as a percentage of the declaredTdapacity

pace levels are described as follows;

1 Paceével 1: 20% (Light)

1 Pace level 2: 40% (Light Moderate)
1 Pace level 3: 60% (Moderate)

1 Pace level 4: 80% (ModerateHeavy)

1 Pace level 5: 100% (Heavy)

Combining sectors should be done when expected traffic remains below 90% of merged
sector capacityRisks of combining sectors include underestimation of traffic and controller
overload(Skybrary, 2013)

2.45. Risk Factors (Covariate 5). These factors were extracted from report analyses,
taken from stated risk factors irstggated in theANSP reports. The most relevant and
frequently stated risk factors that were included in the analysis faduee to respond to
alerts, unclear position takeover, poorardination standards, failure to pass essetial
traffic information, poor radiodlephony(R/T) phraseology and lack of memory cues in the

environment.

Position handover/takeoverThis is the process by which a controller on position is
relieved of her duties and hands over to another controller. There are a nupitoeedires

that need to occur before, during and post handdwexbriefing assimilates the new



controller with the situation, what movements the current controller is dealing with and what
needs to be dongSkybrary, 2011) The operational handover checklist for each section
should be followed during the handover process and the outgoing controller must ensure that
all relevant information has been passed(8kybrary, 2011) The checklist includdor
example; weather, equipment, situation and traffic. Post -baed the handing over
controller remains at the control position until such a time that it is clear that the taking over
controller has full command of the situati@kybrary, 2011)If any of these procedures are

not carried out correctly or not all relevant information is passes, it may result in an unclear
position takeover in which the taking over controller does not have all the information

required to estblish full command of the situation.

Co-ordination standardsCoordination standardmd procedures aim at establishing safe
and efficient mechanisms for the notification, exchange and transfer of flights between ATC
units (Eurocontrol, 2012) Co-ordination lies largely on the communication of information

regarding flight progress, flight plans and control information to necessary ATC units

(Eurocontrol, 2012)Coor di nat i on i s ancatidniofrihe differerd eledmbngs offi o r g
a complex body or activity so adgqPearsal 2006abl e

p. 210) Coordination standards apply to control@ntroller communications as Weas
controllerpilot communications. All parties must be aware of flight progress, flight plans
and control information in order to work effectively. Adherence to these standards includes
the use of correct R/T phraseology as well as passing esseafti@l information. These
concepts were discussed in the safety standards and rating section. Recall that traffic
information must be passed to aircraft in a strict format using R/T phraseology.

Memory CuesThere is a large amount of information thatctess controllers whilst on
position. Information must be managed so as to ensure that important information is not
missed or forgottefEurocontrol, 2013)A lack of memory cues in the environment refers to

controller error wih respect to flight progress strips (FPS). If a controllerdtsr¢por fails to

move a FPS to indicate the movement of an aircraft, there is a lack of memory cue to serve as

a reminder of the movements. For example, a controller may fail to move @ fRikate a
runway occupancy, which would serve as a memory cue that the runway is occupied when a
vehicle requests permission to enter the runway. The lack of memory cue may lead to the
controller clearing the vehicle to enter the runway, causing a RI.

t



24.6. Stated causal errors (covariate 6)These factors were taken straight from the
reports as the stated primary cause of the events. There were eight posited primary causal
factors; memory lapse, mishear readbackhearback incomplete clearancessised, error
in timing of clearances, misjudging aircrafadar and visual monitoring failures, incorrect

assumptions regarding separation and instructions issued to the incorrect aircraft.

Readbackhear-back Readb ac k i s def i ned ebgthetrdtavingipr oc e
station repeats a received message or an appropriate part thereof back to the transmitting
station so as to obtain confirmation of correct recept{&urocontrol, 2013, p. 1Jollowing
this definition readback is the practice by which the receiving station repeats the message
and heaback is the practice in which the transmitting station listens to thebwasad to
ensure that the message has been correctly received. An uncorrected erronebaskread
(knownasaheanack error) may | ead to the aircraftd
This deviation may not be detected until the controller observes the divergence on his/her

radar displayEurocontrol, 2013)

Clearance IssuesRecall that ATC centres use radar surveillance to issue speed,
altitude and directional instructions to pilots in order to keep aircraft properly separated.
These are known as clearance issu@scasionally, controllers issue clearanchkat tare
incomplete in that they may lack an aspect of the clearance such as altitude clearances.
Controllers may also issue a clearance too soon or too late, effectively clearing an aircraft to
an altitude too early or late resulting in inadequate separattween aircraft. Clearances
may also be issued to the incorrect aircraft. When this occurs, the intended aircraft does not

receive the clearances needed, whilst another aircraft receives the incorrect clearances.

Radar and visual monitoring failuresControllers depend on radar was well as a
visual view of the runways in order to issue control instructions that provide separations. This
entails both radar and visual monitoring in order to ensure the orderly movement of aircraft

that are departing, lamdy and approaching for landing.

Misjudging aircraft projections.Controllers need to assess both the current positions
of aircraft as well as the projected position of aircraft. Aircraft projection is the future

positioning of aircraft based on currerdsgioning, direction and speed. It is essential for



controllers to be able to assess aircraft speed and direction in order to assess whether future
projections allow for the maintenance of separation standards. When aircraft projections are
misjudged, thefuture projections as not correctly perceived, occasionally resulting in a
reduction in separation standards between aircraft.

As can be seen, these primary factors can be linked theoretically to the constructs introduced
under human factors. Memory lapsean be connected with memory constructs or to the
memory components in the central processing stage of information processing. Mishear of
readback misjudging aircraft, radar and visual monitoring failures can be related to errors in
the various in theperceptual encoding stage of information processing. Issues with
incomplete clearances, timing of clearances and instructions issued to the wrong aircraft can
be rooted back to errors in the central processing stages of information processing. Before
anyanalysis is done, it can be seen that all of the stated primary errors are related to issues in
the stages of information processing.

The stated primary causes are considered here as it is important to capture the opinions of the
investigating officers. Té stated primary causes that are found significant in predicting
safety events can then be evaluated in terms of the theoretical constructs that underpin them.
This will assist in the overall evaluation of what human factorsatitbe root of the errors

that lead to safety events in ATC.

2.5. Research Questios
1. Are there particular times in shifts when safety events are likely to occur?

2. What event variables and demographic variables are common between events?
3. Which human factors, external factors, risktéas and stated causal errors are related
to safety events in air traffic control?
1 Which human factors are predictors of safety events?
1 What external factors are predictors of safety events?
1 What risk factors are predictors of safety events?
1 What stated @usal factors are predictors of safety events?
4. Are human factors, external factors, causal factors and safety events related to
different types of human errors?
1 What errors are human factors related to?

f What errors are external factors related to?



1 Are safay events related to certain types of human errors?

1 Are stated causal errors related to certain types of human errors?

2.6. Jargon used

For convenience, Tableli@ts thejargonusedin the conceptual background

Table2. List of jargonused

Jargon

Explanation

Aircraft projection

The future positioning of aircraft based on current positioning, direction a

speed.

Clearance issues

The issue of speed, altitude and directional instructions to pilots in order

keep aircraft properly seped

Essential traffic

information

Information regarding clearances as well as other crucial procedural

instructions

Instrument
meteorological

conditions

Weather conditions under which pilots fly primarily by reference to
instruments as opposed to visteferences

Loss of separation

An infringement of both horizontal and vertical separation minima in

controlled airspace

Mistakes

Failures in judgmental and/or inferential processes involved in the selecti
an objective or in the specification of teans to achieve it, irrespective of
whether or not the actions directed by this decision scheme run accordin

plan

Radar and visual

monitoring

The constant scanning of runways and radar in order to maintain separai

between aircraft and ensure trelerly movement of aircraft.

Runway incursion

Any occurrence at an aerodrome involving the incorrect presences of an
aircraft, vehicle or person on the protected area of a surface designated-
landing and takeoff of aircraft

Safety event

Safety eents or occurrences are defined as any event which is or could k

significant in the context of aviation safety.

Slips and lapses

Slips and lapses are errors which result from some failure in the executic
or storage of an action sequence, regardiessether or not the plan which

guided them was adequate to achieve its objective.




CHAPTER 3: METHODOLOGY

This researchobk the design of quantifying trends in qualitative data. The resesign

was crosssectional, exploratory and naxpermental as there is no manipulation of the
situation or variablesno control group and no random assignment of participants (Rosnow &
Rosenthal, 1999)

3.1. Sample

A sample refers to a set of observatiovisch forma part of an entire population (Helk
2008) The researclstudy wasbased orarchival data in the form of incident reports that
provided descriptions ofsafety eventghat occurredin civil aviation inthe South African
airspaceThe sample includes all reports from the years 2010 thrmugf@12with 32 reports
from 2010, 27 from 2011 and 25 from 2012 makirtgtal of 84 incident reportsThe reports
cover all airports in the South African airspaceered by the ANS

Factors underlying human errors will be analysisingthese afety eventreportsprovided

by ANSP. These incident reports are drafted and collatedAN$P incident investigatcs.

The sample for this study wahus South Africarcontrollerswho have infringed certain
airspace regations resulting in @afety event As the entire population of incident reports
from the years 2010 to 2012 in South Africa was udes constitutes random, independent
sample In terms of thedemographicvariables, the mean age of tbentrollersinvolved in

the events is 32.40 withx 0 (32.40, 5.44fand a minimum age of 21 and maximum of 52.
The most common occurring gender was male (Mo=1), with 72 males (77.4%) and 21
females (22.%) making a sum total of 9&ntrollers The most common occurring sector is

reported as tower/approadid@=11).

3.2.Instruments and procedure

Peamission to gain access to theports was granted byANSP. Full nondisclosure
agreementsvere signed,allowing the researcheraccess to the reports. Theports were
assessed byb researchers. One researat@reredyears 2008 to 2018s part of a separate
study,and the years 2010 to 2002recovered by this study.



The incident reports are based on the Human Error in Air Traffic Management (HERA)
model @ppendix 1)This system is the preferred techniqueoag air traffic investigators and
shows high interater reliability(Lyons, Boive, & Van Damme, 2003ncident investigators

from ANSP have been trained in the HERA systelncident investigations follow the
detection and atification of a safety occurrence. Investigators perform factual information
gathering in which they assemble evidence and information regarding the event. A
preliminary report is cmpiled through various methods. For example, if a safety event
occurred m a radar environment the radar recordings are impounded and reviewed. If it was a
nontradar environment only the audio or frequency recording is impounded and investigated
In this step, causal factors are consolidated with the views of the individualsad in the

event and may prompt controller memory of details that were omitted straight after the event
(Eurocontrol, 2003)An analysis phase follows in which arguments are put forward regarding
why the safety event occed and what technical, operational and underlying factors were

involved.

In order to classify errors for incident analysis, the HERA technique aims to describe two
types of factors, namely; the error and the context. In describing the error, the event is
described in terms of what occurred (the error type), how it occurred (the error mechanisms)
and why the mechanism failed (the information processing levels). In evaluating the context,
the investigator notes when the event occurred, the individualsvedjothe tasks being
performed, the time sequence of the event and which information was inyBlwextontrol,

2004) This analysis is then consolidated into a final report accompanied with
recommendations for the issues thlabuld be addressed, proposed remedial action as well as

thecontrollersto receive remedial actiqiEurocontrol, 2003)

3.3. Ethical Considerations

Since the study made use of archival data, no ethical approval regardésg acparticipants

or samples was requiredNSP gave permission for the reports to be used for research
purposes. The archival data (in the formADSP safety event reports) contains information

that is both privileged and confidential and was requiedemain so. The company
concerned is responsible for protecting the rights of their employees as well as the individuals
involved in the incidents. A nedisclosure agreement was signed by the parties involved

(the University of the Witwatersrand a®dNSP) stipulating the terms and conditions of the



mental alertness project (appendix 2). Some of the safety esots name thecontroller
involved in the event, thus in order to eresaonfidentiality and anonymity, no identifying
information was repoed in this researcland the namewereomitted from all analyses. As
per the nordisclosure agreement, should this report be publisABIEP will be provided

with a copy of the proposed thesis and given a period of thirty days to review the thesis.

Safety events reports have been kept in a confidentialinen file to which only the
researchers and supervisors had access. As per thisatosure agreement, the copies of

the safety event reports will be returnedANSP once the research report is firsgld and
associated proceedings have concluded. A copy of the report and results will be made
availableto ANSP on conclusion of the research as well as for the WITS library. In the case
that results are reported at conference(s) and in journal(s), tteatemes will comply with

the agreement stipulated in the rdiaclosure agreement. The agreement specifies that
ANSP requires 30 days to review the research report and to stipulate changes to be made
should they find any part of the report to be comméycmejudicial. In addition, the nen
disclosure agreement stipulates tAMNSP might request that the research report and other

publications be withheld from publication for a year after completion (Appendix 2)

3.4. Data Analysis

Thereweretwo primatry parts tothe analysis Firstly, content analysisvasperformed on the
safety eventreportsprovided byANSP. Although the reports were coded to some extent
within the HERA framework, the reports were highly textual and require further analysis.
The resarchers developed a model that allowed for ¢bding of the informationin the
reportsinto various component3he frameworkwasdevelopedo capture botHactors that
emergedfrom literature as well asothersthat emerge from the reports themselvebhis
analysis allowedfor a more indepth approach to the reports in which the reseawhgable

to extract constructpertinent to the studyA number of the reports involved more than one
controller at fault. These reports were divided into the numberoofrollers involved in

order to effectively capture the errors for each controller. When analysing event variables
these reports were counted as one. This meant that these reports were viewed to represent one
safety event but also captured the aspectsliahe controllers involvedOnce the reports

were summarised into the model, they were then coded into quantifiable units of analysis.



The second part of the analysis involved statistical procedategperformed in SPSS
Descriptivestatistics were used in describing the sample and gaining insight into the shift and
event variablesThe second component of trstatistical analysis waaimed atestablishing
relationships between human and external factors, and safety events and human errors
respectively This wasperformed in a number of stepsitially a hierarchical cluster analysis

was performed othe individual human factorsmbrella variable as there were too many
components for a cluster analysislierarchical clustering is a methated to inestigate
grouping in data, over a variety of scales of distance, by creating a cluster tree called a
dendrogramMathWorks, 2013)The technique used agglomerative clustering which means
that the procedure starts with each objepresenting an individual cluster; these clusters are

subsequently merged according to their similgiitpoi & Sarstedt, 2011)

The analysis clustered variables using Wards Method lgnéxtensionused a squared
Euclidean distance, which is an agglomerative, complete linkage proceMomi &
Sarstedt, 2011)his method essentially draws a straight line between two variables to assess
their proximity and ultimately their similarity, which teen compared with other variables

and grouped according to similariylooi & Sarstedt, 2011) The Agglomeration schedule,
dendrograms and distance matrices were reported.

The dendrogranrepresents a multevel hierarchywhere clusters at one level are joined as
clusters at the next higher level and thus allows for the discerning of what level of clustering

is most appropriate in the specific applicatitathWorks, 2013)The dendrogram was ed

to determine the number of clusters for each umbrella variable. This was determined by
looking at the point atvhich breaks occur at greatly increased distance lefMizoi &

Sarstedt, 2011)The squared Euclidean distances r eported in the O6coe
the Agglomeration Schedule and the differe(d)ebetween distances establishes the number

of clusters. Small coefficients indicate that relatively homogenous clusters have been merged
whilst large coefficientsiow that groups containing dissiar members have been merged.

A coefficient cut offin SPSSies around 9.@Gebotys, 2000)

The Agglomeration chedule reportshe variablesthat areclusteredas well as thestages at
which they were clusteredThe dendrogranftree) provides a visuatepresentatiorof this
schedule. Using the schedule, the dendrogasich agglomerative schedulde researcher
discerned the number of clusters under each umbrella varialblenbrella variables

containing less than 8ub variables did not have th@nimum number of variablegquired



for a hierarchical cluster analysis. The sub variables were thus chosen as the clusters under
those umbrella variables. This was the casalémision makingmental nodels and mental
alertnessOnce the number of clusters per umbrella variable was established, variables were
recoded into those clustershis approach was adopted as there were too many variables
under each umbrella variable to enter into a cluster sisalyhe second part of the analysis
involved the clustering of the clusteréuiman processegariables unclustered physical
variables and unclustered external factors variadnlesnd the eveniss well arrors. These
clustered were then evaluated ah@as noted which variables clustered around the events

and errors respectively.

The variables that were clustered around events as well as errors were then put through a
logistic regressionin order to establish the overall association betwéem and stablish

how well these clustsipredictevents andiariables.Logistic regression provides knowledge

of the relationships and strengths among variatfiege, 2013)Logistic regression was
chosen instead of a discriminant étion analysis as the data included dichotomous response
variables and categorical explanatory variables. Logistic regression is a method for testing
relationships between one or more quantitative and/or categorical explanatory variable and
one categoricabutcome(Seltman, 2013) Logistic regression ultimately models the success

probability as a function of the explanatory variables.

Logistic regression faces a number of assumptions that are less stringent than the assumption
of normality in discriminant function analysis. Logistic regression assumandom
independent sampling, linearity between the Independent variables and logit of probability
and model satisfaction. This means that there are no assumptions of normekirtyl or
homogeneity of variance for the independent varialles. minimum number of cases per
independent variable is 10, using a guideline provided by Hosmer and Lem@sbswer,
Lemeshow, & Sturdivant, 2013Jhis requiement is met with the number of cases for each
variable sitting at 94n=94). To test linearity, random IVs were chosen and entered into
binning methodsBinning is a process in which individual data values are grouped into one
instance of a graphic elemt (IBM, 2011) No differences were found between results
including bins and those including original clusterBhis may be because clustering is to
some extent a similar process to binning, in which individual data valeegremped with
others.Each regression looked at model fit, ensuring that the last assumption is met for every

regression.



A limitation that this study faces is the consequences of a small to moderate sample size on
logistic regressions. The phenomenonsaifall studies reporting large effects is due to
systematically induced bias away from the riNiémes, Jonasson, Genell, & Steineck, 2009)

This study employedbgistic regression ol small to moderate sample sizeeaning tht

some cases may overestimate the effect measure. It is noted in such case that discretion must

be used when interpreting results.



CHAPTER 4: RESULTS

4.1. Introduction

The results sectiopresentghe outcomes of the study through the répgrof the statistical
analyses performed. This sectistiarts with reports of the results in relation to safety events,
effectively answering research questions 1 toll®dwed by results in relation to human egror
answering research question 4. As tieisearch is extremely technical in nature, the reader is
reminded of the summary tab{@able 3 of all jargonused on pag&8. The results are
reported in a constant format for each section, evaluating the cluster analysis in which the
agglomeration sadule and dendrogram are provided followed by the results of the logistic
regressions] t i's noted that when factors are ref
denoted that it showed to be statistically significant in thesghare facet of the dpstic
regression at the 5% level of significance (j®5). Factors are only considered to be
significant predictors if statistically significant and not merely becaleg occurred most
frequently.

Where large odds ratiosccur, these aneoted as ainitation of logistic regressions and may
reflect an overestimatioaf the chances of the event occurrih@grge odds ratios reflecting
overestimations are possible outcomes in logistic regressions used in studies with small to
moderate sample sizdt is posited that these overestimations occurred when there were few
observations for one of the explanatory variabldenies, Jonasson, Gené&ll Steineck,

2009.

4.2. Shift Variables, event variables and demographic variables

The first research question asked wéther there ae particular times in shifts when
safety events are likely to occurThe most common occurring tinoé a safety evengince
the startof shift was 30 min M0=30). The most frequent occurring reported minutes since
last break is 20M0=20) andthe most common occurring time since position takeover is 32
(M0o=32). The most common occurring duration of breaks was 60 min, with 12 being the
most frequent number of haureported since last sign offdble 3). Because of the high
range of times repted for time since starand minutes since last bregR=441 & R=225

and the extreme high values, means cannot be lookddrahese variableas the extreme



numbers pull the mean in one direction, ultimately positively skewuliegn The modal
values ad means do not allow for any decisive conclusions to be drawn. In order to get a
better understanding of times in a shift in which events occur, the data must be grouped into

time periods.

Table3. Descriptive statistics of shift variables.

Time since Time since  Minutes Duration  Hours Days
start (min) position sincelast  of last since last  since last
takeover break break sign off off day
(min)
Mean 153.26 44.89 50.80 59.49 38.12 5.34
Median 123.50 32.00 41.50 60.00 24.00 2.00
Mode 30 32 20 60 13 2.00
Std. 116.92 41.49 42.75 40.28 39.94 11.97
Deviation
Range 440 186 225 240 215 60
Minimum 1 1 0 0 1 0
Maximum 441 187 225 240 216 60

Table 4.Frequencies for grouped time since start of shift.

Minutes Frequency Percent Valid Percent
0-30 17 18.1 18.5
317 60 9 9.6 9.8
6171 90 4 4.3 4.3
91-120 11 11.7 12.0
1217 150 11 11.7 12.0
1517 180 6 6.4 6.5
18171 210 7 7.4 7.6
2117 240 5 5.3 54
24171 270 5 5.3 54
271- 300 4 4.3 4.3
301- 330 3 3.2 3.3
331- 360 4 4.3 4.3
361- 390 4 4.3 4.3

> 391 2 2.1 2.2
Total 92 97.9 100.00




When grouped into time periods of 30 minutes, the most frequent occurring times are within
the first 30 minutes (f=17) followed by minutes 91 to 120 (f=11) and minutes 121 to 150
(f=11) (Table 3. Of the 92 reportedrties since start of the shift, 18.48% of the controllers
were involved in an event within the first 30 minutes of a shift, 11.96% within minutes 91 to
120 and 11.96% within minutes 121 to 150. If grouped into hours, the first hour is the highest
with 28.26%o0f the safety events occurring within the first hour, followed by 23.91% of
events occurring between the™nd 158 minutes. When grouping time since position take
over into time frames of 30 minutes, the first 30 minutes of a position takeovernsgte
frequent occurring timef£23), followed by minutes 31 to 6@<10).

A logistic (logit) regression was run on the shift variables Bo8 and RI respectively
showing that there was sufficient evidence to suggest that one of the IVs (time sifjce sta
grouped shift times and groupdidne since position takeover) is a predictor la§S
(c?(3=21.47, F.0< .05 and RI €23=21.47 p=.0 < .05) Only time since start was found to

be asignificant predictofor both LoS (c? () =5.11 p=.02< .05 andRI (c? ) =5.11, p=.02 <

.05). The directionof the predictiorfor LoS was positive | gt ¢ ) but negative for

RI 1 gt ¢ ™). Itis interesting to note the change in direction between the prediction
of LoS and RI. The directionsuggest that the longethe time since start & shift, the more

likely a controlleris to be involved in &0S butless likely to be involved in RI. The odds

ratio showed tat at 1minute into the shift,@ntrollerhas a 0.14 % probability of incurring a

LoS. At 30 minutes, acontroller has a .25% chance of incurring L@S, although the
probability of a safety event remains low in both cases. The odds thus increase by 1.7% of
that proportion with every minute on shit 30 minutes, a controller has a .46 #xance of
incurringa LoS and a .84% chance at 90 minutés¢.120 minutes, a controller has a 1.54%
chance of incurring LoS and a 2.80 % chance at 150 minutes. Here we see that there is a
steady increase in the probability of controllers incurangsS as the time since the start of
their shift increases.

The Hosmer and Lemeshow test shows that there is insufficient evidence to suggest that the
model does not fitor LoS (c%7y=.79, p=1.00 > .0% or RI (c%7)=.1.08, p=.1.00 > .05)This in
turn implies that al | of t he t estdepéndeats s umpt

variable, interval independenanable (assumed linearity) and a model that fits.

The second resarch question asked Wwat event variablesand demographicsare
common between eventsWhen grouped into shift times (6:0013:00, 13:0120:00 and



20:01-05:59 South African times and 8:0015:00, 15:01i 22:00 & 22:01i 07:59 UTC),
frequencies show thavents most frequently occur in the first shift (8i1005:00 UTC) with

a frequency of 46 of the 78 reports (59%), followed by the third shift (22@2:59 UTC)
reported in 20 of the events (26%) and lastly the second shift time reported in 120f tte repor
(15%). Thisresultshows that the first shift (6:0013:00 Central African time) is the most at
risk shift of incurring a safety everlVhenthe data igrouped into time periods of an hour,
the most frequent occurring time is 12:013:00 UTC {=12), followed by 05:01i 06:00

UTC (f=8) and 10:01' 11:00 UTC {=8). This shows that the most at risk time is 12:01 and
13:00 UTC which fall in the last hour of the first shift. The next most at risk times fall
between 05:01 UTC and 06:00 UTC as well as 1Q0C and 11:00 UTC.

The most frequent occurringpe of weather is repoed as undefined in the repo(ts40),
with &lea® as the next most frequent occurringf=19) followed by Instrumental
Meteorological Conditions (f=11). The most common occurring der was reported as
aerodrome and approach combine®0, 21.3%), followed by approach£15, 16.00 %.

The most frequent occurring severigyel of the incidenscored by the rating scale (figure 2)
was minimal (f=21, 27%) followed closely by margind=20, 26%) and significant (f=19,
24%). Of the 78, only seven were rated as seVeik §%). Descriptive statistics show that

the average number of aircraft on radio frequency at the time of safety eventsis 8 (
& §YO @& ¢ @with the most cmmon occurring number of aircraft on frequency set at 2
(Mo = 2). The average movement per hour was 2945 ¢ @ BYO p & p with the

most frequency set at 4R16 = 42). Analysing the statistical frequencies, it can be seen that
22 of the 44 reporttmovements per hour (50%) were above 30 movements per hour. Recall
that theATM capacity document set®aximum capacity at 30 movements per hour. This

shows that 50% of the reported movements per hour were above maximum capacity levels.

When evaluatinghte combination of sectors, cross tabulation showed that aerodrome and
approach sectors were combined in two instances, with more than 30 movements per hour,
tower west and east combined once and radar west and east sectors combined four times with
traffic volumes of more than 30 movements per hour. This implies that 7 of the 22 (31.82 %)

occurrences of more than 30 movements per hour occurred on combined sectors.

Of the 93controllersinvestigated, 72 were male (73%4) and 21 were female (22%). In
orde to see the relevance of these findings, they must be placed in context of the employee
demographics of controllers in South Afridaf the 355ANSP employees in 2013254



(71.5%) were male and 101 (28.5%) were females. WithinAtRSP staff, 28.35% of the

males were involved in an event whi&.79% of the females were involved in safety events.

As only access to the demographics from 2013 was given, the percentages cannot be taken as
absolutes but rather as indications of the ratio of men and womelwvadvim events. The

percentages show that a greater percentage of men are involved in safety events.

The most common occurring English proficiency was level 6 wittortroller reported at

level 4, 29 at level 5, and 64 at levelfhe mean age of tlentrollersinvolved in the events

is 32.40 with x 0 (32.40, 5.442and a minimum age of 21 and maximum of B22013,

ANSP staff ages ranged from 22 to 63, with a mean age of 3366, (33.66, 8.272 These

mean ages mirror the mean ages of controllevelved in the safety eventslogistic
regression showed that none of the demographic variables (age, gender and language
proficiency) are significant predictors of either RP§= 8.30, p=.08 > .05) or LoSc{)=

8.30, p=.08 > .05).

4.3. SafetyEvents
Theanalysis was performed with respect to the two types of safety events;antl@SRlI in

orderto establish whether different human factors were associated to different evenlftypes.
it was established that the variable in question was a predictortmfRioand LoS, then
subsequent analyses were performed on the variable laldelledt typé which included
both Rl and LoS.

The next question asked Wwich human factors are associated with safety events.
Cluster analyses were performed on thenanfactors variablesthat had more than three
component variables. This method was adopted in order to focus the research by
amalgamating similar component variables into fewer representative vari&#eall that a
hierarchical cluster analysis ameans of imestigating grouping in datéMathWorks, 2013)
which starts with each object representing an individual cluster which are subsequently
merged according to their similarifylooi & Sarstedt, 2011)In this way, the component
variables under the human factors variables with more than 3 component variables were
clustered into groupings so as to minimise the number of component vari@hles.the
clusters wereestablished, the variables were recod@étlis meant that, for example,

information processing was coded from 1 to 4 (1 representing detection of information errors,



2 representing interpretation, 3 representing visual errors and four auditory). This ultimately
allowed for the amalgamation of siam variables so as to compress many variables to fit
under one. This allowed each variable to be entered into a cluster analysis with other human

factorsand the Los and RI variables.

Table 5. Variables and component variables pre cluster analysis.

Inf ormation Processing  Situation Awareness Memory

Component 9 Monitoring failure i Erroneous i Forgot planned actiol
variables f Failure to scan runway Perception 1 Inaccurate recall of
1 Similar call signs 1 Erroneoushearback temporary memory
1 Information Overload Y Misjudged aircraft 9§ Rarely used
f Misjudged Aircraft projection information
projection {1 Instruction issued to § Working memoy
1 Error in Auditory wrong aircraft failure
detection 1 Failure to recognize
1 Ambiguous risk
instructions issued
1 Incorrect detectio of
visual information
Attention Human Machine Workload
Interface
Component 1 Divided 1 Poor label 1 High complexity
variables 1 Selective management 1 Low Complexity
9 Focused 1 System delay 1 High volume
f Sustained T Insufficientuse of  § Low volume
1 Vigilant tools M Underload
{1 Poorradarimages 9 Overload
1 Subjective traffic

complexity rating
1 Subjective workload

rating




The variables with more than three component variapleble 5) included information
processing8 component variables3ituation awarene¢5 component variablesinemory(4
component variables)attention (5 component variables)humanmachine interface(4
component variableggnd workload(8 component variables)The clusters othesehuman
factors variables were decidedly interpretabte that majority of the clusterrbeaks and
clusterings were clear and easily translatEBde summary of clusters chosen under each
variable is presentedin Table 6. The table shows the number of clusters that the
agglomeration schedule alluded to, the number of clusters chosen and egechisters
wer e. Thé&o sd/eamboa le s 6 Ahe pemairingrhanain processing variables that

had 2 or less subomponentsvere recoded into one variable

Table 6.Summary of the human factors clusters.

Information Processing

Situation Awareness

No of Clusters suggested 4 a3
No of cluster chosen 4 4
Clusters Quality of information received Communication
Interpretation Situation Assessment
Visual detection errors Perception
Auditory detection errors Distraction
Attention Memory
No of Clusters suggested a 2 3
No of cluser chosen 2 3
Clusters Vigilance Forgot Action
o Working memory
Divided Rarely used info
Human Machine Interface Workload
No of Clusters suggested a 1 4
No of cluster chosen 4
Clusters 2 Overload
System Underload
System Use Subjectiverating of workload

Complexity

Nine subvariables under theuman factorsheadingwere entered into the cluster analysis

with the LoS variable.

These subvariables included; information processing cluster,

situation awareness cluster, attention cluster, workload clustemony cluster, human



machine interface cluster, mental alertnessntal modelsand thedecision makingcluster
According to the gglomeratiorschedule(Table7), breaks occur at greatly increased distance
levels around4 clusters(d=3.25. The5" cluse r 8 sficiento(#.£5) lies higher than the
recommendeduclideandistanceof 9.00, suggesting that between 3 and 4 clusters should be
chosenAs the first increased break lies at #ib cluster, lustersmost adequalbg explain

the data.

Table7. Agglomeration Schedul®r human factorsvith LoS.

Stage  Cluster Combined Coefficients Stage Cluster First Appears  Next Stage
Cluster 1  Cluster 2 Cluster 1 Cluster 2
1 1 10 .00 0 0 6
2 2 5 .50 0 0 3
3 2 8 2.00 2 0 4
4 2 7 5.25 3 0 6
5 4 6 10.25 0 0 7
6 1 2 15.50 1 4 9
7 3 4 21.17 0 5 8
8 3 9 27.75 7 0 9
9 1 3 60.80 6 8 0

The € ndrogramdbs O6clusters combineddé col umn
(Table 6) show that mental models and LoS were clustered together in the first stage,
followed by attention with decisiemaking, human machine interface and memory variables.
Workload was clustered with situation awareness, information processing and mental
alertness variablas the final stagesThree clusters were chosen as the best ig¢sigof the

data Thesethree clusterchosen were(a) mental models and Los, (dgcision making
attention, humanmachine interface and memory and (c) situation awareness, workload,
information processing and mental alertnegslogistic regressioranalysis(Table 8) run

with mental models (covariates) anaS (dependentvariablg showed that there was
insufficient evidence to suggest that mental models amgaificant predictor of LoS
(c?1=1603, p=21 > .05.



Dendrogram using Ward Linkage
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Figurel10. Dendrogram using Ward linkage to cluster human factors with LoS

Table8. Logistic regession between LoS and mentaidels

Variable Significant  Beta Direction Odds Ratio Confidence Interval

Mental Models -79 -ve 46 .13 Y 1.

The same nine variables were then entered into a cluster analysis with the Rl vahable.
agglomerationchedule(Table9) shows thabreaks occur at greatly increased distance levels
at staget (d=.75) suggesting thas clugers best describe the data. Again mental models are
clustered with Runway Incursions in the firkevel, whilst attention human machine
interface decision makingand mental alertness are clustered together in subsequent stages.
Situation awareness, wddad and information processing ateen clustered together and
only in the final stageare mental models clustered wilkcision makingfigure 11. The
clusters are thus similar to the previ@amalysis for LoSn that theywere;(a) mental models
andRl, (b) decision makingattention, humamachine interface and mental alertness and (c)

situation awareness, workload and information procesginigpgistic regressior(Table 9)



analysisrun on mental models and Bhowedthat there wa insufficient evidace to suggest

that mental modelarea predictor of R[c?3)= 2.756, p=10> .05).

Table9. Agglomeration schedule for human factors with RI

Stage Cluster Combined Coefficients  Stage Cluster First Appears Next Stage

Cluster 1 Cluster 2 Cluster 1 Cluster 2
1 3 9 .00 0 0 2
2 3 6 .00 1 0 5
3 5 10 .00 0 0 4
4 5 8 .75 3 0 5
5 3 5 1.75 2 4 8
6 2 4 3.00 0 0 7
7 1 2 5.33 0 6 9
8 3 7 9.62 5 0 9
9 1 3 29.10 7 8 0

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine

o] ] 10 15 20 25
| i 1 1 1
Mental_Cluster g
Rl 10—
Attertion_cluster 4
Hum_Mach_Cluster T
Decision_Cluster 1
=
Alert_Cluster a—
Memory_Cluster ]
Info_Proc_Cluster 2
Sit_Aware_Cluster 3
Workload_Cluster 5

Figure 11. Dendrogram using Ward linkage to cluster human factors with RI.



Table10. Logistic regression with Mental Models and RI

Variable Significant Beta Direction Odds Ratio Confidence
Interval
Mental Models X 1.01 +ve 3.00 .76 Y 1
(p= 3.00)

Logistic regressioranalyses werghen run on the human factorsvariablesindividually
(covariateswith both LoS and R{dependenvariable§. These had to be entered separately

as entering all nine variables at once required more casewénarpresent in the datd/hen

entered in together, the model could not be fitted because the number of observations is less
than or equal to the number of model parametéhge analysis(Table 11) showed that
information processingis the only predictor of both LoS and RI(c?3=27.44, p=.00 &
C?%3=28.62, p=00). When a logistic regression was run on the individuamnan factors
variablesand event typevariable (both Rl and LoS coded into one variable), information
processingvas again the only significant predictof=24.%, p=00).

Table 11. Summary of logistic regression onfanmation processing (covarigteand events
(dependent).

Variable Significant Beta Direction Odds Ratio Confidence Interval
Information Processing \% 2.27 +ve 9.67 2. 59 4.070
Errors (p=.001)

The more information processing errors an individual displays, the more likalfiety event
will occur 1 . Controllerswith poor information processing skills are 9.67 times more
likely to cause a safety eventlowever, he largeconfidence interval (2.59 to 36.0Mflects

a possible overestimatiothat might be related to the small numberobfiservations for
information processing as an explanatory variablentes, Jonasson, Gené&ll Steineck,
2009.

In terms of the assumptions oktkest, the Hosmer and Lemeshow test indicates that there is

insufficient evidence to suggest that the model coedit (c2»=1.98, p=371).

The individual factors of information processitdgtection errors, interpretation errors and

errors in perceptual and auditory detectiagre entered into a logistic regression wotsth



LoS and RI respectivelgnd there was suffient evidence to suggest that at least one of these
factors predicted both LoSc?i3=24.55 p=.00 < .05)and RI(c?3=27.44, p=.00 < .05
Interpretation errors and auditory detection errors were significant precétooth LoS and

RI (Table R). Controllers exhibiting interpretation errors are 46 times more likely to incur a
Rl and 6.53 times more likely to incur a Ld$owever, these results regarding interpretation
errors should be treated with caution due to the large confidence intervals tassacia
them. Controllersdisplayng difficulties in auditory detection are I3times more likely to
incur aLoS and 68 times more likely to incur a .RDnce again, however, the confidence
intervals are very large indicating that other factor might Haeen responsible for the
predictions.Following these predictions, it can be seen that interpretation errors auditory

detection errors preditibthLoS and RI

Table 12 Logistic regression with information processing components (covariates) and sefdty e
(dependent variable)

Variable Predicted Significant Beta  Direction Odds  Confidence
variable Ratio  Interval
Los X -21.20
Quality of (p=1.00)
Information received RI X 21.21
(p=1.00)
Los \Y; 1.88 +ve 6.53 1.32 Y
Interpretation (p=.00)
errors RI \Y; 3.83 +ve 46.00 5.17 Y
(p=.00)
Los X -21.20
Visual detection (p=1.00)
errors RI X 21.203
(p=1.00)
Los \Y 3.51 +ve 3350 2.63 Y
Auditory  detection (p=.00)
errors RI \% 4.22 +ve 68.00 7.6Y 601.44

(p=.00)




The next question asked vhich external factors are associai with safety events.
Sevenexternalvariables were entered into the cluster analysis with LoS and RI respectively
to establish which external variables clustered around safety events. These vantilodes! i
recreational flights in the airspace, airspace design, complex traffic scenarios, workplace
design, distracting phone calls, weather pinemwa and combined sectors. The
agglomeration chedule(Table 13) showed thabne cluster best explains the algti=9.5).

The first stage of the analysiavgrecreational flights in the airspace clustered witsparce
design. The LoS variable wanly clustered in the last stage and is thus not saam.

Tablel13. Agglomeration schedule for external factorighw.oS.

Stage Cluster Combined Coefficients  Stage Cluster First Appears Next Stage

Cluster 1 Cluster 2 Cluster 1 Cluster 2
1 4 7 9.00 0 0 3
2 2 5 18.50 0 0 4
3 4 6 32.17 1 0 6
4 1 2 49.33 0 2 5
5 1 3 68.42 4 0 6
6 1 4 89.71 5 3 7
7 1 8 129.50 6 0 0

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
o] 4 10 15 20 25

1 1 1 1 1
Recreationalflightsintheairspace 4 J
Airspacerestrictiondesign 7

Unusualcomplextrafficscenario 6

Poorworkplacedesign 2
) J
Distractingphonecalls a
Weatherphenomenan 1 —
Combinedsectors 3
LoS g

Figure12. Dendrogram using Ward linkage to cluster external factors with LoS.



Logistic regression analyses showed that there was sufficient evidence to suggest that at least
one of theexternal factors (Independent variables) is a predictora8 ht the 5% level of
significance ¢2»=17.56 p=.0L < .05). Analysis of the variables in the equat{®able 14)

showed that poor workplace desigri{,=6.00, p=.01< .0%is a significant predictor of LoS,

with airpats with poor workplace design 7tBnes more likely to cause an LoBowever,

the confidence intervals is fairly largéhe Hosmer and Lemeshow test shows that there is
insufficient evidence t oc%ss0.tigpe.88>.060hat t he mo

Tablel4. Logistic regression external factors (covariates)lantsl (dependent).

Variable Significant  Beta Direction  Odds Confidence
Ratio Interval
Poor workplace design \ 2.06 +ve 7.81 151Y 40.44
(p=.01)
Combined sectors X A7
(p= 58)
Recreational flights in X -1942
airspace (p=1.00)
Distracting phone alls X -.001
(p=1.00
Unusual complex traffic X -37
scenario (p=64)
Airspace restriction X -.65
(p=.51)
Weather Phenomenon X 1.01
(p=.28)

The same variables (covariates) were then entetedaicluster analysiwith Rl (dependent
varieble). The @glomerationschedule(Table 15) showed that the largest distance break
occurs at the" stage(d=1.67) suggesng thatthreeclusters best explagu the dataAgain,

the first stage clustereecreational flights with airspace designthe Dendrogram (figure
13). The next stage clusteradeather phenomena with complex traffic scenarios. The
following two stages clustemworkplace design with combined sectors and Runway

Incursions.The three clustersvere thus; (a) recreational flights and aiese design, (b)



weather phenomena and complex traffic scenarios and (c) workplace design, combined

sectors and Runway Incursions.

Table15. Agglomeration schedule for external factors with RI

Stage Cluster Combined Coefficients  Stage Cluster Firg Appears Next Stage
Cluster 1 Cluster 2 Cluster 1 Cluster 2
1 4 7 1.00 0 0 5
2 1 6 2.00 0 0 6
3 2 3 3.00 0 0 4
4 2 8 4.67 3 0 7
5 4 5 7.00 1 0 6
6 1 4 10.27 2 5 7
7 1 2 21.88 6 4 0

Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
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Figure B. Dendrogram using Ward linkadge cluster external faors with RI.



The sameseven external factoraere entered int@ logistic regression using RI as the
dependent variablélhere was sufficient evidence to suggest that at least one extér@al

factorsis a predictor of Rl at #15% level of significancec§7=19.11, p=.0aL < .05). Analysis

of the variables in the equati¢hable 1§ showed thatvorkplace desigis a predictor of Rl

(c?1=10.29 p=.0 < .05) The odds ratio shows that poor workplace designs are 9.95 times

more lkely to incur R} but the confidence interval is once again fairly largée Hosmer

and Lemeshow test shows that there is insuff
fit (c%=6.25 p=62 > .05.

Table16. Logistic regression external factqcovariates) and RI (dependent).

Variable Significant  Beta Direction  Odds Confidence
Ratio Interval
Poor workplace design \% 2.29 +ve 9.95 2.44 Y
(p=.01)
Combined sectors X -.83
(p=.35)
Recreational flights in X 19.53
airspace (p=1.00)
Distracting phone calls X -.19
(p=.84)
Unusual complex traffic X .27
scenario (p=.74)
Airspace restriction X .50
(p=.63)
Weather Phenomenon X =77
(p=.42)

The components of workplace design; physical set up and staffing procedures exe ant
covariates into a logistic regression with Los and RI (dependent variable). The omnibus test
of model coefficients showed that at least one of the covariates (staffing and physical design)
predicted LoS¢?3=9.66, p=.02 < .05) as well as RPg=11.30, p=.01 < .05



Table I7. Logistic regression with workplace design components (covariates) and safety events

(dependent variable).

Variable Predicted  Significant Beta  Direction Odds Confidence
variable Ratio Interval

Poor physical LoS \Y 1.98 +ve 727 1.89 Y
workplace design (p=.00)

Poor workplace X 19.89

Staffing design (p=.30)

Poor physical RI \Y} 1.97 +ve 720 1.94 Y
workplace design (p=.00)

Poor workplace X -19.87

staffing design (p=.22)

Physical workplace desigfTable 17)showedto be a significant predictor of both Rl and
LoS, with airports with poor physical workstation setting 7.27 times more likely to incur a
LoS and 7.20 times more likely to incur a Bloth show signiftant confidence intervals,
suggesting that physical workplace desngay not bepredicing of safety eventss strongly

as suggested by the odds ratios.

The next question concerned whichisk factors are related to the eventslLogistic
regression was penfmedon risk factors with event typas thedependent variableRisk
factors include failure to respond to alerts, unclear position takeover, pawdioation
standards, pilotontrollercommunication, failure to pass essential traffic information, poor
R/T phraseology use and lack of memory cues in the environthergs showrthat at least
onerisk factor predictedLoS (c?7=25.21, p=.00< .09 and RI €%7=28.17, p=.00 < .05).
Analysis of the variables in the equatighable 18) shows that poomdherence tao-
ordination standardsc{;=3.81, p=.05< .05 a well as lack of memory cugin the
environment ¢%;=8.00, p=.01 < .05 are significant predictors of safety events. The
directionof the betas and odd ratics suggestedhat controllersdisplaying pooradherence to

co-ordination standards af6.26times more likely to incur &0S and stations that lack a



memory cue are 15.05 times more likely to incur &l. It is noted again that there is a
possibility of overestimation as reflected in the lacgafidence intervals?oor adherence to
communication standards was shown to be an insignificant predictor of Ranvadtds ratio

of .05 and confidence interval of 1.01. A lack of memory cue in the environment showed to
be a poor predictor of LoS with an odds ratio of .08 and confidence interval of only .46.
Hosmer and_emeshow tests show that thereswetsufficient evidence to suggest that this
model does not fita?7=3.58, p=.8 > .05. These results show that poor coordination
standards are a strong predictor of a LoS, whilatk of memory cues are a strong predictor
for RI.

Table 18 Logistic regression risk factors (covariates) and event type (dependent).

Variable Predicted Significant Beta Direction Odds Confidence
variable Ratio Interval
Failure to LoS X 71
respond to alerts (p=.55)
RI X -.34
(p=.79)
Unclear position LoS X -.66
takeover (p=.63)
RI X 1.01
(p=.50)
Poor co LoS Vv 2.79 +ve 16.26 1.01
ordination (p=.05) 259.88
standards RI \Y; - -ve .05 .00 VY1
(p=.05) 3.00
Pilot controller LoS X -.46
communication (p=.61)
RI X .78
(p=-44)
Failure to pass LoS X .84
essential traffic (p=.30)
information RI X -

(p=.27) 1.32




Poor R/IT LoS X -

phraseology (p=.10) 1.30
RI X 1.47
(p=.08)
Lack of memory LoS \% - -ve .08 .02Y
cues in the (.01) 2.48
environment RI V 271 +ve 1505 2.30 Y
(.01)

The next question asked Wich stated primary causal errors related to eventsA
logit regression was ruon statedcausal errors (covariates) andeat type (dependent
variable).The stated causal errors included memory lapse, mishear ebaekdincomplete
clearances issued, incorrect timing in issuing of clearances, misjudging aircraft, radar and
visual monitoring failure, incorrect assumptions regarding separation, and instructions issued
to the wrong aircraft. Logistic regression showed that at least stegedcausal error is a
significant predictor of LoS,cfg=30.91, p=.00 < .05), analysis of the variables in the
equation showed that four factors are significant predictors of LoS; incomplete clearances
issued, misjudging aircraft, radar and visual monitoring failures and incorrect assumptions
regarding sparation (Table 19 Misjudged aircraft projections shows to be a weak predictor
of LoS with an odds ratio @.25anda largeconfidence interval. The same can be said for
incorrect assumption regarding separation which shows a small odds ratio of Hsraal
confidence interval of .76. Following this, it can be said that there arstatexcausal errors
that are strong significant predictors of LoS, namely; incomplete clearance issues and radar
and visual monitoring failures. Controllers issuingomplete clearances are 13.86 times
more likely to incur a LoS and controllers that make incorrect assumptions regarding
separation are 10.59 times more likely to incur a ld&wvever, the confidence intervals are

extremely high, indicating that cautionneeded in interpreting these odds ratios.

Three out of these four errors are rooted in the interpretation or situation assessments, which,
according to Reasonds representati o4asedf hume
mistakes. It would thuve expected to find that knowledge based mistakes predict these

errors.



Table B. Logistic regression on causal errors and LoS.

Predictor Significant Beta Direction  Odds Confidence
Ratio Interval

Incomplete clearances issued \% 2.63 +ve 13.86 1.32 Y
(p=.03)

Misjudged aircraft projections \% 2.11 +ve 8.25 1. 0 56.54
(p=.05)

Radar and visual monitoring \% 2.36 +ve 10.59 1.28 Y

failure (p=.03)

Incorrect assumption regarding \% - -ve .07 .01 Y

separation (p=.03) 2.66

Logistic regressio showed that at least osgtedcausal error is a significant predictor of Rl,
(c?=44.70, p=.00 < .05), and analysis of the variables in the equation showed that only two
causal factors; incomplete clearance issues and radar and visual monitorings faile
significant predictors of Rl (Takk®). The odds ratios and confidence intervals show that
neither incomplete clearance issues nor radar and visual monitoring failures are strong
predictors of RI. The confidence intervals of only .42 and .70 ctispdy indicate thatone

can be fairly confident about the accuracy of the odds rdthus leads to the conclusion that

there are no causal errors that boast strong prediction of RI.

Table 20 Logistic regression on causal errors and RI.

Predictor Significant Beta Direction Odds Ratio Confidence Interval
Incomplete clearance V -5.23 -ve .01 .00 Y. 42
issues (p=.02)

Radar and visual \% -3.80 -ve .02 .00 Y .70

monitoring failures (p=.02)




The results for the analysis with respect to safetyntsvare sumarised inTable 21 This
constitutes the o6first stepd in the anal ysi
their relation to safety events.

Table21 Summary of findings from 6step oneb

Safety event type Predictor Predictor type

RI Time snce start of shift Shift event
Interpretation errors Human Factor
Lack of memory cues Risk Factor

LoS Time since start of shift Shift event
Auditory detection errors Human Factor
Poor workplace design External Factor
Poor coordination standards Risk Factor
Incomplete clearance issues Causal error

Radar and visual monitoring

4.4. Human Error

The next question asked whicthuman errors are related to human factors. The
same 9human factorghat were used in the first stage (information processlagter,
situation awareness cluster, attention cluster, workload cluster, memory cluster, human
machine interface cluster, mental alertness, mental models adediséon makingluster)
were entered into a cluster analysis wtie human errotypes(knowledge based mistakes,
rule based mistakes, lapses and slip$le agglomeratioscale(Table 22) showedthe first
largest break around stadeor 5 suggesting the® or 4clusters best explaga the data. The
Dendrogram showedknowledge based mistakedustered wih attention anddecision
making rule based mistakedustered with lapsesnd humarmmachine interface, and slips
clustered with mental models and nay The three chosen clusters reethus (a)
knowledge based mistakes, attention dadision making (b) rule based mistakes, lapses and
humanmachine interface(c) mental models, memory and mental alertness and (d) situation

awareness, workload and information processing.



Table22. Agglomeration schedule for human factors with human errors

Stage Cluster Combined Coefficients  Stage Cluster First Appears Next Stage
Cluster 1  Cluster 2 Cluster 1 Cluster 2
1 1 7 .00 0 0 3
2 2 10 .50 0 0 4
3 1 13 1.17 1 0 6
4 2 3 2.67 2 0 6
5 4 12 4.67 0 0 7
6 1 2 7.33 3 4 9
7 4 9 10.67 5 0 9
8 6 8 1717 0 0 10
9 1 4 24.28 6 7 11
10 5 6 31.78 0 8 12
11 1 11 40.60 9 0 12
12 1 5 91.08 1 10 0
Dendrogram using Ward Linkage
Rescaled Distance Cluster Combine
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Figure ¥. Dendrogram using Ward linkage to cluster human factors with humans.e



Logistic regression showed thdttete was insufficient egtence to gsggest thaknowledge
based mistakes predictegtrors inattention €%3=.00, p=99 > .05 or decisioamaking
(c?1=.101, p=.B > .09. Further logistic egressionanalysesshowed that there was
insufficient evidence to suggest thale based mistakes predictman machine interface
errorsat the 5% level of significare €%1=1.03, p=.3 > .09 nordo lapses ¢*1=.14, p=.1

> .05. Lastly, logit regression showed that there was insufficient evidence to suggest that
slips predict errors imental modelgc?)=.35, p=55 > .05) or memory(c?;)=.01, p=.94 >

.05) atthe 5% level of significance.

When the components of information processfdgtection of information, interpretation,
visual and auditory errors) weeanterel into logistic regressions with the four primary error
types (knowledge and rule based mistakskps and lapses) it was shown that lapses are
predictors of bothinterpretationerrors (c%1y=6.193, p=.013) and auditoyetectionerrors
(c?1=9.79 p=.00 > .0%. The odds ratios and Beta valu@sible ) showedcontrollerswho
experience lapses a8el5times more likely teexperience auditory detection err@isd 7.5

times more likelyto incur interpretation errors whilst controllind\gain, however, the
confidence intervals are high indicating that caution should be exercised in interpreting these

results.

Table23. A summary of the logistic regression on information processing faanolesror types

Variable Predictor Significant Beta Direction Odds Confidence
Ratio Interval

Quiality of information None X

received

Interpretation errors Lapse P=.013 2.2 +ve 7.5 1.534Y 36.66

Visual detection errors None X

Auditory detection Lapse P=.002 2.10 +ve 8.15 2.9 30.

errors

The next question asked whicthuman errors are related to external factors. The four
human error variables were entered separately into iaregression with the same seven
external factor variablegsed in the previous analyses (recreational flights in the airspace,

airspace design, complex traffic scenarios, workplace design, distracting phone calls, weather



phenomena and combined sectofd)least one xternal factor vasshown to be a significant
predictor of lapsescg;=16.18Q p=.024 but no other human errorg/hen evaluating the
variables in the equation, workplace design was the only significant prediétgr§.82,
p=.00< .05. The Beta( ¢g& v T and odds ratiq.09) indicated that organisations
with poor workplace(both physical and staffing)esign areonly .09 times more likely to

incur lapsesn controllersthan organisations witadequate workplace desigrhe odds ratio

and confidence interval of .42 show thairkplace desigis not a strongpredctor of lapses

The Hosmer and Lemeshow test showed that there was insufficient evidence to suggest that
the model does not ficge=3.78 p=.88 > .09 When the components of workplace design
(physical setting and staffing procedures) were entered into a regression it was foand agai
that physical workplace desigwas the only significant predictor of lapses?g=18.11,

p=.00 <.05). The Beta( ¢& ¢ 1 and odds ratio of8.53showed thapoor workplace
designsare strong predictor of lapses. The confidence intervald(54 Y 75.64 is large,

indicating that caution should be exercised in interpreting the results.

Cross tablation showed that 34.5 % of recorded poor workplace designs occurred within
combinel aerodrome and approadectors,followed by 17.2% in Radar West arighst
combined. They also showed that 46.4% of reported poor workplace designs occurred in
Internatioral Airport X, followed by 14.3% alnternational Airport Y.

The following question asked whichhuman errors predict safety events When
clustering eventype (LoS and RI) with error tygs(knowledge and rule based mistakes, slips
andlapses)the squaredudidean distance shaed thatonly one cluster should be used but
it is interesting to note that lapseasile based mistakeand knowledgebased mistakes
clustered with RI, whilst Lo®lustered with slipsThe Euclidean distance pasie second
stage(d=20.67)wasabove the recommended lew9.00.

When a logit regression was run on event type and the four errorthgreswas sufficient
evidence to suggest that one of the error types is a predictor safety e¥gpt$9.48, p=.00

< .05 (Table 24).Lapses were reported as a significant predictor of safety events
(c?1=16.97, p=.00 < .05). Controllers who have lapses are 21.56 times more likely to cause a
safety eventHowever, the confidence interval is high athetrefore caution needs to be

exercised in interpreting this result.
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Figure B. Dendrogram using Ward linkage to cluster human errors with LoS and RI.

Table 2. A summary of the logistic regression on event type (dependent variableriam types

(covariates)

Predictor Significant Beta Direction  Odds Ratio Confidence Interval

Lapse \% 3.07 +ve 21.56 5.00 Y 09:
(p=.00)

Rule based X 1.69 +ve 5.40 .66 Y 44

mistakes (p=.12

Knowledge X .03 +ve 1.03 .20 Y 5.

based mistakes (p=.97)
Slip X 1.21 +ve 3.37 .69 Y 16

(p=.13)




Logistic regression run on the human error types (covariates) and LoS (dependent variable)
and RI (dependent variable) respectively, there is sufficient evidence to suggestidhsat at

one of the covariates is a predictor of both Lo%=18.09, p=.00 < .05) and Rt?4)=19.48,

p=.00 < .05) Analyses of the variables in the equation show that lapses predict both LoS and
RI. Controllers experiencing lapses are 17.73 times miaky ito incur a LoS. The odds ratio

(.05) shovg that lapses are not strong predictors of RI.

Table 5. Logistic regression with lapses (covariates) and safety events (dependent variable)

Predictor Significant Beta Direction Odds Confidence
Ratio Interval
Lapse LoS \% 2.88 +ve 17.73 4.23 Y 1
(p=.00)
RI \% -3.07 -ve .05 .01 Y
(p=.00)

The next question concerned whiclliuman errors are related tothe stated causal
errors. A logit regression was run onuman errorgcovariates) andtatedcausal errors
(dependentvariablg. Stated ausal errors includememory lapse, mishear oéadback
incomplete clearances issued, incorrect timing in issuing afaees, misjudging aircraft,
radar and visual monitoring failurencorrect assumptions regarding separaficand
instructions issued to the wrong aircrafbgistic regression revealed that rule based mistakes
are predictors of assumption, with individsidisplaying rule based mistakes 2.5 times more
likely to make assumptions regarding separation. Slips are shown to predict radar and visual
monitoring failures, misjudging aircraft projection, incorrect timing of clearances and
memory lapsesA slip is 2.77 times more likely to lead to incorrect assumptions regarding
separation, 2.85 times more likely to lead to misjudging aircraft positftof8 times more
likely to lead to incorrect timing in issuing clearaneesl 2.61 times more likely to incur a
memory lapse.Knowledge based mistakesere reported as a predictor of visual and
monitoring failures although the odds ratio of .15 shows that this is a weak prediction.
Knowledge based mistakes were shown to predectmplete clearance issuasd misheaof

readback The analyses show that knowledge based mistaleds96 times more likely to



be associated witlmcomplete clearances and 4.74 times more likelpaaassociated with

misheaing readback

Table26. A summary of the logistic regression causal errors and human errors.

B Odds Confidence
Covariates Predictor Significant o _
(direction) Ratio Interval
Rule-based Vv .
Assumption ] 91 2.49 1.01 Y
mistakes (p=.05
Slips V .
. 1.01 2.77 1.15 Y
Radar and visual (p=.02
monitoring failure Knowledgebased \Y .
_ -1.88 15 .04Y .58
mistakes (p=.0J
Incomplete Knowledgebased \Y, .
_ _ 1.78 5.96 1.78 Y
clearances issued mistakes (p=.00)
\Y, .
Misjudging aircraf t Slip 1.05 2.85 1.18 Y
(p=.02)
Incorrect timing in _ \% .
_ Slip 2.02 7.57 2. 79 Y
clearance issue (p=.00)
Knowledge basec \% .
Mishear Readback _ 1.56 4.74 1.46 Y
mistake (p=.01)
_ \ .
Memory lapse Slip .96 2.61 1.03 Y
(p=.04)

4.4. Summary of results

The findings can be consolidated by summarizing significant findings under each broad
research question. It was found that time since start of shift is a significant predictor of safety
events. Furthermore, time frames30 minutes and 91 151 minudes were the most
frequently occurring time of the safety eventstdmrms of safety events, it was found that
information processing (human factors), workplace design (external factors), poor adherence
to communication standards and lack of memory cusis f@ctors) are significant predictors

of safety events. With respect to human eragses were found to predict two components

of information processing; detection and auditory ero@r workplace design was found to

be a significant predictor of pges The causal errors found to be significant predictors of
safety eventsThese fiings are summarized in Table, 2Vith the text in blue demonstrating

the findings from step two; the core factors in relation to human error.



Table 27 Summary of the fidings

Step 1: Sifety events

Step 2: Human error

Predicted _ Predictor Predicted _ Predictor
_ Predictor _ Predictor
variable type variable type
RI Time since start  Shift
variable
1 Interpretation Interpretation
errors _ errors
_ Information _ Human
1 Auditory _ Auditory Lapse
_ processing _ error
detection detection
errors errors
Lack of memory Risk factor
cues
LoS Time since start  Shift
variable
1 Interpretation Interpretation
errors _ errors
_ Information _ Human
1 Auditory _ Auditory Lapses
_ processing _ error
detection detection
errors erras
Poor  workplace External
design factors
Poor coordinatior
Risk factor
standards
1 Incomplete Incomplete Knowledge
clearance clearance based
_ Stated . .
issues issues mistake Human
Causal _
1 Radar and Radar and Slips error
_ factors _
visual visual
monitoring monitoring
Lapses Human error Lapses Poor physical External
workplace Factors

design




CHAPTER 5: DISCUSSION

The majority of the research in this field $ibeen conducted in simulatofEurocontrol,

2002 Zhang, Kaber, & Hsiang, 20)) focused on individual aspects of ATC and human
error (Moon, Yoo, & Choi, 2011 Shorrock, 2005, Shorrock & Isaac, 201)d aimed at
developng a tool that identifies human err@horrock & Kirwan, 2002Eurocontrol, 2004).

As discussed in the theoredl background, there are a number of cognitive tasks and human
factors thatcontrollersbring to ATC, which are influenced by external factors, processing
factors and a number of differrent elements. This research set out to identify the key aspects
at the root of safety events and errors in ATC. It considered a number of variables that were
deemed pertinent to processes in ATC. These included demographics, shift and event

variables, human factors, external factors and risk factors.

This discussion will ealuate the results under each research question in order to gain insight
into the various factors underlying errors in ATEitstly, the shift, event and demographic
variables are evaluated. This is followed by a discussion of the findings with respafstjo
events followed by an evaluation of the findings with respect to human error. Finally, all of
the conclusions and findings are consolidated and brought together to demonsirate the

applicability to thebigger picture.

5.1. Shift, event and demogaphic variables.

The first research question asked whether therera particular times in shifts
when sdety events are likely to occur.The most common occurringportedtime since
startof a shiftwas30 minutes 123 minutesand 319 minutes to the shif. The most frequent
time sincethelast break was 2fhinutesand the mostrequentoccurring time since position
takeover was 32ninutes These frequencies do not allow for viable conclusions regarding
times in controller shifts when events are most ikeloccur.

When grouped into shift timesgsults showed th&9% of the safety events occurred in the
first shift (8:001 15:00 UTC). This shows that the first shifthich occurs fron6:007 13:00
in South African timeis the shift in which most safetevents occur. When the data is
grouped into time periods of an hour, the most frequent occurring time isi123Q0 UTC,



showingthat the mostommon time in which safety events oc@ibetweerl0:01 and 1:00

in South African time. This time periddlls within the last hour of the first shift.

Whenthetime since start of shiflata wagyrouped into time periods of 30 minutes, the most
frequent occurring times of safety eveate within the first 30 minutesf a contr ol | er
followed by mhutes 91 to 12@&nd minutes 121 to 15@f the 92controllers involved in

safety events]8.48% of the controllers were involved in an event within the first 30 minutes

of a shift, 11.96% within minutes 91 to 120 and 11.96% within minutes 121 to 150. This
shows that there are times within a shift
controllers are most I|ikely to be involved
the first 30 minutes of a shift and within the®a®d 150" minutes.Integrating this with the
findings regarding shift ti mes, Oat ri sko
between the Fiand 156' minutes as well as within the last hour of the first shift.

These are interesting time frames that present as disé€ mazardous times in which safety
eventsare likelyto occur. It may be posited that this is due to a vigilance decreifieat.
vigilance decrement is a decrease in performance over time resulting in decreases in
efficiencies through slower detection tim€lLanzetta, Dember, Warm, & Berch, 1987).
According to vigilance theory, one would expect highersrafesafety everst as the shift
continues.However,this is not the case with ATC and safety events in South Afrita
seems that performance improves.(the number of reportegiafety events decrease) after

the first 30 minutes. Itnay bepossible that the process of gaining an understanding of the
situation wherstarting ashift uses a larggquantity of attention resource, ultimately depleting
them.This may leado a vigilance decrement. Thereafter, once attention resources have been
replenishedthere is an increase erformance until later in the shift where an additional

vigilance decrement may occur due to fatigue.

An alternative (but not edradictory) explanation is that safety events are likely to occur near
the beginning of the shift while the controller builds up. $&ntrollers who do not have a
complete awareness of the situation may incur more safety events resuthinchigher rik

of safetyevents in the first 30 minutes. Presumably the orientation and build upwb&A

also deplete attention resources, leading to a vigilance decrement. The higher risk of safety
events later in the shift could be dueatwigilance decremertaused byatigue and/or the
controller beginning to disengage from the task in preparation for whatever acheitste

will perform after the shift.



The regression analysis showed that time since start was a significant predimtr bbS

and RIl.These findings suggest that there are particular times in a shift in which controllers
are most likely at risk of being involved in a safety event; namely, within the first 30 minutes

of a controll er 6s *ant 15 minues of a tonttters elefn Thesth e 9 1
frequencies support the claim made AMSP that safety events occur within the first 30

mi nutes of a shift, but show that t8&iws i s nc
and Scerbo (1995) posit that a decrease in pediecer most commonly occurs after the first

20 to 35 minutes. ANSP posited that most safety events occur within the first 20 to 35
minutes of a shift. This claim is supported by the evaluation of the data frequencies. The
events may be occuring within thiest 30minutes of a shift due to vigilance decrement. The
analysis of frequencies alone cannot establish vigilince decrement but rather posit it as a
possible reason for this occurenéagain, one would expect higher rates of safety events
occuring througout the shift. This is not the cadastead, the performance improves after

the forst thirty minutes and decreases again over theoa53" minutes.

When grouping time since position take over into time frames of 30 minutes, the first 30
minutes ofa position takeover is the most frequent occurring tife23), followed by

minutes 31 to 6Minutes(f=10). Again, this support&dNSP6s c|l ai m t hat event
the first 30 minutes of a position takeova&lthough this supportdNSP6 s ¢, ltimaeisinces

position takeover was not found to be a significant predictor of safety eVéngswas the

case for all shift variables apart from time since start of shift. Following this, time since
position takeover, time since last break, duration of lasdlyriast 30 minutes of a shift, time

since last sign off and days since last off day are not significant predictors of safety events.
This implies thatime since start of shift is the only significant variable when considering

the time frame ofacordrl | er 6s shi ft i n which sadnngy ever
this finding with the time of day broken into shifts, the most at risk times are in the first shift
(8:0071 15:00 UTC), within the first thirty minutes of any shift and within minut&§ 9450

of any shift.

Time since the start of a shift was the only significant predictor of events and is represented
graphically in figurel6. It is noted that the arrow shows the direction of predictiod not

causality
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Figure 16. A graphicrepresentation of the relationship between shift variables and safety

events

The second research question asked whickvent variables and demographic
variables are common between event®f the 93controllersinvestigated, 77.4% were male
and 22.6% weréemale The most common occurring Engdliproficiency was level @vith
only onecontrollerreported at level 4The most common occurring airpamtSouth Africaat
which the events occurred whdernational Airport Xwith the next highest dhternatioral
Airport Y. International Airport Xclocked 20000 aircraft movements in the 2012/2013
financial yearwhilst dl otherregional airports together clocked around 090 (Airports
Company South Africa, 2014nternational Arport X is the busiest airport in South Africa
and so it isexpectedthat more events wouldccur there as there are ra@ircraft moving
through the mspace Statistically, an airport dealing with more aircraft volumes would incur

more safety events than airport with smaller aircraft volumes.

The range of movements through the different airports highlights the differing workloads
undertaken by controllers at different airpoigorkload is a function of the task demands

placed on an operator as wedl the capacity of the operator to meet those demands (Hopkin,
1995 as cited irLoft, Sanderson, Neal, & Mooij, 2007). The higher the demands, the more
capacity is needed by controllers to meet those demands. Airports with more aircraft
movements place high demands on controllers and ultimately place more demands on
controllers. Recall thancreases in air traffic density and complexity substantially increase
the demands on controll erdéds mental workl oad
is influenced by traffic volume and complex{tyloon et al., 2011) anlligh workloads can

lower performance (Wickens et al., 1997). Increases in workload caused by higher traffic



volumes and traffic complexity decrease performance and ultimately increase takilgyob
of the occurrence of errors. The traffic volumes for airports considered in this research differ
significantly and these traffic volumes ultimately affect the workload experienced by

controllers.

The most commdyg occurring sectorfor safety evergt occurred wheraerodrome and
approachsectorswere combined followed by approachand finally radar west and east
combined It is important to note here that two of the three sectors reported with the highest
levels of safety events are combined sect&wscall that SACAAsetsa maximumcapacity at

30 movements per hour, but 22 of the 44 reported movements per hourtf@®%)yolved

safety eventsvere above 30 movements per ho@ross tabulation showed that 36% of the
occurrences of more than 30 mowents per hour occurrdd combined sector#\s stated
before, sector combinations are based on expected traffic volumes. Occasionally the volumes
are underestimated and sectors are combined when traffic loading exceeds maximum
capacities. It has been suggsted by investigag officers that the qualitpf ATC services
deteriorate when traffic loading increases above qties is not to say that the quality of the
service is below adequate, but rather that the quality of the service is diminished sbmewha
when the quantity of traffic loading increases. This would suggest that an increase in traffic
load results in a lower quality of ATC service. This could be linked to an increase in
workload which can lead to a decrease in performance. In this caperthenanceoncerns

the quality of ATC services.The evidence from the analyses would lend support to this
claim as half of the reported movements per hetien safety eventsvere above the
maximum capacityand two of the three sectors reported with thighest levels of safety

events were combined sectors.

5.2.Safety events
The first part of the next research question (research question 3) askednhigh

human factors are associated with safety event§he results of the cluster analysiwwsed
that menal models were associated with safetgnts but the loglic regressionevealedhat
erroneous mental models are sajnificant predictas of safety eventsLogistic regression
showed thatnformation processing was the only significdniman factortha predicted
safety eventsMental models are the mechanisms whereby humans are able to generate
descriptions othe purpose ofystens, explanations of system functioniag well as both

observed system states and preding about future system sta{@ouse & Morris, 1986, as



cited by Zang, Kaber & Hsiang, 2009, pI2)e result that mental models are not significant
predictors of safety evenis an interestingone as literature alludes to mental models as
existing at the core of ATGHere we see some al@p between concepts as parts of mental
models can be seen as coinciding with information processing. Mental models require the
observation of system states as well as predictions about future system states. Th
observation of system states show commdeali with the perceptual encoding of
information processing. Mental models may have been founekigaificant as errors in

ATC in South Africa occur in the information processing stages which filter in and inform

the mental model.

The information processg cluster includedthe quality of informationreceived by the
controller, controller interpretation of the informaticas well aserrors in thedetection of
visual and auditory cued.inking these factors back to the information processing model
(figure 5, it can be seen thatd information receivedybthe controllenis categorisedinder
sensory registewhich lies in theencodingstageof information processingerrors in the
detection of auditory and visual cues refer to the actual perceptual eneodiy 6 per cept i
stage of information processin@.ontroller nterpretation of information falls der the
central processing stagkogistic regression showed that interpretation ereord auditory
detection errorare strong predictsiof bothRI and L&. Following the modebf information
processing established in the literature revéal theresultsit can be seen that errors in the
perceptual encodingtageqerrors inauditory detectionand central processirggages (errors

in interpretationjre d the most significanc® controllers in South Africa.

Errors in the detection of auditory cues show #eetyevents are predicted by errors in the
perceptual encoding of information. Percept
sensestrandlae environment al st i mul gvon Hppel, Jonidem ment
Hilton, & Narayam, 1993, p. 921Recall thatcontrollers rely on both radar displays, visual

views of runways and radio telephony, showititat the environmental stimuli that
controllers have to encode are both visual and auditergm the results, it can be seen that

safety eventsare predicted by a breakdown in the process by which controllers translate
auditory environment stimuli into emtal representationAuditory environment stimuli

include verbal radio interactions between controllers, controllers and pilots as well as
warning signals from the STCAControllers may be displaying a breakdown in encoding
communications with other cowotters or pilots or in their response to STCA alerts. There

have been a number of complaints regarding false STCA alarms going off. If the STCA



system has given a number of false alerts, controllers may not treat alerts from the STCA

with as much attentioas they should as they may be primed to think it is another false alert.

A definitive conclusion cannot be drawn regardihgphase of perceptual encodimgwhich

the errors are occurringdowever, sinceontrollers are medically cleared, it can beuassd

that controllers are medically fit and their hearia@f a standaradleemed fit for operation

This would imply that the auditory detectio
during which meaning is added to information receivétiis is done by comparing it to
permanent information brought forward by long term mem®#ckens, Gordon, & Liu,

1998).

Recallthat schematalay a vital role in information processing in that they shape what we
see and hear as well as how we store informatimhaccess that information at a later stage
(von Hippel, Jonides, Hilton, & Narayam, 1993rhematic processing could possibly inhibit
perceptual encoding in that schema guide in&tgion and selective attentiommdividuds
lacking adequate schema must rely on an effortful integration of information (von Hippel,
Jonides, Hilton, & Narayam, 1993)itentional resources direct perception (figurevi)ich
directs and inforns response execution plans. If controllers are digpg errors in the
perceptual stage of information processing, this may be due to a number of issues related to
perceptual encodingf. attentional resources direct perception and the controllers are showing
errors in perceptigrthen the error may be trad back to the allocation of attention resources.
Controller schemata may inhibit the allocation of attention resources, resulting in the

controller missing crucial information.

The regression analysis showed that controllers displaying errors in guditi@ction are

33.5 times more likely to be involved in a LoS than a controller displaying adequate auditory
detectionand 46 times more likely to incur a.RThe confidence interval showed that these
controllers are at least 2.63 times more likely anthast 409 times more likelio cause a

LoS and at least 5.17 times more likely to incur a RI. Thedestantially large confidence
intervals indicate ahighly possible overestimation related to the small number of
observations for auditory detection asexplanatory variableNemes, Jonasson, Gen&ll
Steineck, 2009 This indicates that caution should be exercised when interpreting the odds
ratios and although a predictor, it cannot be confidently concludedrritvat in auditory

detection in controllerarea significant predict@f safetyevents.Although caution must be



exercised,future studies and interventions may focus on the impa@rrofs in auditory

detectionon ATCO performance.

Error in the intepretation of information occarn the centrhprocessingstageand shows

that safetyevents aralsopredicted by a breakdown in the central processing of controllers.
The e@ntral processingtage involvesdecision making processes (figure 5From an
information processing perspectivdecision m&ing represents a mapping of copious
information received to one or few responf&sckens & Hollands, 2000)t can be posited

that an error in perceptual encoding may lead to an ermedision makingWhenthere is

an error or inadequacy in the infoatron receivedthis may leadto the mapping of
inadequate informationAccording to the information processing approachdgxision
making selective attention, working memory and long term memory are critical components
of decision makinglt has alreadyeen shown that errors in selective attention may lead to
the incorrect allocation of resour¢ceand by extensiornio inadequate perceptual encoding.
Decisionmakinginvolves cue reception and integration, hypothesis generation, hypothesis
evaluation andedection and the selection and generation of actioféckens & Hollands,
2000). An error in the cue reception and integration impacts hypothesis generation,
evaluation andeection. The errors in central processing stage may stem from errors in the
pereptual encoding stage. Thi®njectureis supported by the evaluation of the cognitive
limitations that limit decision making. These include the amount or quality of the information
cue, the attentional resources allocated to the activity, the amount afity gof the
individual 0s knowl edge of t he situati on, i
information or hypot heses and Il astly an i nd
1990).

Recall thatschemata play a vital role in information prodegsn that they shape what we

see and hear as well as how we store and acces information (von Hippel et al., A993).
perceiver relies on prior conceptualizations in order to understand specific instances and
current circumstances. This facilitates therpretation of incoming informatiorif, as
previously mentioned, certain stimuli such as the STCA alerts have falsely gone off, a
controller may be inclined not intepret incoming information based in prior
conceptualisations of false alerts. The falkta may facilitate inadequate schema. If the
schema is inadequate, the controller may devote attentional resources to relevant information
while ignoring information the controller deems irrelevant (such as STCA alerts) which in

actual fact may be relent



The supposition that erroneous central processing is initiated at the perceptual esteqging
is supported by thdecision makingand SA model (figure 7). The model shows that from
goal to action, a controller must perceive, understand and thirgddheors in perceiving
and understanding wilmpact the way in which controllers think ahead, distorting the path
from goal to action.The regression showed thaatditory and visuainterpretation errors in
controllers are 46 times more likely to incairRl than correct interpretation procesaes
6.53 times more likely to incur a LoShe confidence intervaland odds ratioshow that
controller interpretation errorare a stronger predictor of Rl than L&t may indicate
overestimation in the logist regression. Al t hough it 6s i mpact
overestimated, future studies mneagminethe role ofinterpretation errors and decision

making in the human errors in ATC in South Africa.

It can be said that although most the human factorsvariables were regarded as
insignificant predictors of safety eusnin the logistic regressisnsome of thenmessentially
filter into the information processingodel Information processing encapsulates memory,

attention resources, perception and sensorgtragjpn. In terms of information processing,

it can be concluded that errors occur at the perceptual encoding and central processing stages.

These stages utilize cognitive processes such as memory, attention and decision making. It

can thus besaid thathese human faors are, by extensiorelated to safety events caused by

controllers This finding can be added to the findings for shift variables and represented

graphically in figurel7, with the arrowvs denotingthe direction of prediction.

Human factors:
Information Processing

/ {1 Interpretation errors
1 Auditory detection errors

Shift variable: Time
since start of shift

Safety

9 within the first 30
minutes & between
91%tand 156 minutes

Figurel7. A graphic representation of the findings thus far.



The next part investigated whichexternal factors are related to safety evens. Cluster
analysis clustered poor workplace design with combined sectorRlatdit notwith LoS.
Logistic regressin showed thapoor workplace design waa significant predictor oboth
LoS and RIwhilst the direction of the regressia suggestedthat airports with poor
organisational design are8 times more likely to incur a LoShe odds ratio shows that poor

workplace designs are 9.95 times more likely to incur Rl than adequate workplace designs.

Poor workplace desigmcorporate the physical design of the workplace as well as the
staffing design. bgistic regression showed that poor physical workplace desapnedictor

of both LoS and Rivhilst the staffing design was not a significant predictor of eithiee.
analysisshowed that poor physical workplace designs are 7.27 times more likely taaincur
LoS than adequate physical setugnsd 7.2 times more likglto incur a RI. Both predictions
(for LoS and RI) showed significant confidence interyalsggesting that poor physical
workplace design is a strong predictor of safety events.

The physical setup and design of therkplaceand controlling area is a prietbr of Rl and
LoS events This is intuitively sound as many of the poor designs hipderedures such as
runway visual scans,which are essential in preventing runway incursidsntrollerswho

are hindered to some degree by the workplace designemeayite improper scanning and
visual procedures, resulting in runway incursioR$C terminal staff depend on radar was
well as a visualview of the runways in order to issue control instructions that provide
adequate separations. Workplace designs thaehwidual monitoring of the runways may

result in inaccurate control instructions that provide less than adequate separations.

The ergonomics of the control facilities and waldce set up can be noted as a significant
predictor of safety events and camedt future researchAnthropometrics is a factor of
ergonomics and is concerned with the matching of the physical demands of the working task
to the workplace (among othe(®heasant & Haslegrave, 2006)he anthropometrics of the
workstations at whiclthe controllers are expected to perform physical tasks such as runway
scans and visual monitoring should be explored in order to maximise the ease with which

controllers can perform the physical tasks required of them.
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Figure18. A graphic representation of the relationship between shift variables, human factors

and external factors with safety events.

The next part asked whichrisk factors are related to safety eventsRecall that risk
factors included failure to respond to alerts, unclgasition takeover, poor eordination
standards, piletontroller communication, failure to pass essential traffic informatoon
aircraft poor R/T phraseology use and lack of memory cues in the environbogyistic
regression showed that paatherencéo co-ordination standards a significant predictor of
LoS while a lack of memory cues the environmenis a significant predictoof RI. Poor
adherence too-ordination standardsetween controllers is 16.2Bnes more likely to incua
LoS thanadheence toco-ordinationstandardslit is noted that caution should be exercised
when interpreting this result due to possible overestimafoor adherence to @rdination
standards between controllers only renders controllers .05 times more likelyutoairrl
than adherence to coordination standagslsowing weak prediction for LoS)This is
logically sound as Rloccur on runways that are governed by one unit of controlless. RI
usually involve one controller allowing an aircraft or vehicle access tonaay that is
already occupied. This does not entail coordination between cordraieynly one controller

is responsible for the runway at a time.



A LoS involves an infringement of both horizontal and vertical separation minima in
controlled airspacé¢international Civil Aviation Organization, 2013@nd by extension, can

only occur when an aircraft is in the air. Recall tihat three ATC facilities control different

areas and heightgssentially splitting airspace betwedifferent ATC facilities. As aircraft

pass through airspace they are handed over to the controllers responsible for that airspace.
These facilities are in constant communication with each other as they hand aircraft over
from one area to the next. Thisvblves efficient coordination and communication between

the control areas. It is logical that poor adherence tordmation standards effects LoS

more significantly than RIs as LoSs occur in airspaces that are controlled by different ATC

facilities.

Coordination is defined as the Aorganisation
activity so as to enabl e t(Peasal, 2005, pwdlO)k t og
Following this, the controllers can been as the different elements of the complex system of

ATC and without their organisation, they are unable to work effectively, resulting in safety
events Adherence to coordination standards must be investigated when looking to reduce

incidences of LoS.

A lack of memory cueat the workstatiomefers to controller failure to update or move FPS

to represent aircraft movemenihe lack of memory cues at a station is 15.05 times more
likely to incur a RI than at a station with memory cukemory cues servéo remind
controllers of the various aircraft movements in their setibthout the FPS to serve as a
reminder, a controller is at least 2.3 times more likely to incur a Rl and at most 98.62 times
more likely. This is a significant confidence internvahce again demonstrating the possibility

of overestimation due to the small numbeobgervations of explanatory variablége(mes,
Jonasson, Gendll Steineck, 2002 Discretion must be used when interpreting the strengths
of predition with respect tdack of memory cues. Controller work with FPS and FPB should
be of a standard by which strips are moved t
sector.These findings can be viewed in conjunction with the previous findingsetthee

progress thugar (figure 19.
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Figure 19 A graphic representation of the results.

The last facet of research question 3 concernestated causal factorsand their
prediction of safety events.Causal errors included memory lapse, misheareattback
incomplete clearances issued, incorrect timing in issuing of clearances, misjudging aircratft,
radar and visual monitoring failure, incorrect assumptions regarding separation, and
instructions issued to the wrong aircrdfhese were the reported or stated ahagors in the

safety event investigation reports.

Logistic regression showed that at least one causal error is a significant predictor of LoS and
analysis of the variables in the equation showed that four factors are significant predictors of
LoS; inconplete clearances issued, misjudging aircraft, radar and visual monitoring failures
and incorrect assumptions regarding separation (Table 18). Misjudged aircraft projections
and incorrect assumptismmegarding separation were weak predictors of Ue8ying the
outcome of only two causal errorsas strong, significant predictors of LoS, namely;
incomplete clearance issyemnd radar and visual monitoring failures. Controllers issuing
incomplete clearances are 13.86 times more likely to incur a LoS and Byatndio make

incorrect assumptions regarding separation are 10.59 times more likely to incur a LoS.



Logistic regression showed that only two causal factors predicted RI; incomplete clearance
issues and radar and visual monitoring failures. The odds satiod confidence intervals
showed that neither incomplete clearance issues nor radar and visual monitoring failures are
strong predictors of RIt is interesting to note that the two events have differing causal error

predictors.

When linkingcausal ewrs back to théauman errors model (figure 3), it can be seen that a

LoS is predicted by errors in issuimgcompleteclearances (ircontroller plan and action

intention) and radar and visual monitoring failures (situation assessmeMnitoring

situatims can belinked back tothe interpretation orassessment of situatigngvhich,
according to Reasonds r epr enspagetliacorielatewitho f h um
knowledgebased mistakes. This shewhatcausal errorshat predict LoS for controllsrin

South Africalie within their assessmerind interpretation of the situation, which in turn is
indicative of knowledgdased mistakesncomplete clearance issues are basegfioneous

and inadequate plans whidimk back tolapses This is exploredfurther when the links

between causal errors and human errors are established.

Incomplete clearance issues and radar and visual monitoring failuratsoée discussed in

terms of which stageof information processing they occuRadar and visual monitiog

failures are rooted in the perceptual encoding stages of information processing and
incomplete clearance issues are rooted imgbponse stage of information processkecall

that the perceptual encoding stage entails the translation of envir@hstemuli into mental
representation through the use of the five senses. The sense that is incurring the error in radar
and visual monitoring failures is sight. Controllarsay be displaying problems in the
encoding of visual information. As per the mbde human information processing,
perception informs response selection. It is thus logical that an error in perception would feed
into response selection, resulting in erroneous response selections based on erroneous
perception. If this is the case, adssing issues at the perception stage may filter through and
address issues in the response stage.

An alternative explanation can be found in theories of attentibme errors in radar and

visual monitoring ould possibly becaused by failures in conceation and the deployment

of attention. Recall thatvigilance tasks impose substantial demands on the information
processing resources of the observer (Warm et al., 2008). As previously discussed, it can be

seen that the significagausal factors can reotedin the stages of information processing.



In particular, these stated causal errors correlate with errors in the perceptual encoding and
response stages. Controlling is a vigilance task and following the research, the workload
placed on operators germaing vigilance intensive tasks drain information processing
resources, leading to lowered vigilance states (Warm et al., 2008). The errors in visual and
radar monitoring and clearance issues may be due to a lowered state of vigilance. The
vigilance irtensive task and the resulting workload may be draining information processing

resources, resulting in errors in the perceptual encoding and response stages.
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Figure20. A graphic representation of the relationship between the covariateafety s

events thus far.

5.3.Human error
The scheme adopted by this reseaffigure 3) is led by the supposition that a human

operator is met by stimuli from the environmeahd has the potential to interpret the
information correctly or incorrectlyGiven that interpretatiorthe controllermay or may not

have the intention to carry out the right action in response to the stimuli and finally may or



may not execute the intended action corre@ifickens & Hollands, 2000)}-ollowing this,
there are threprimary phases in which error may occur. Human eroescategorised into
three distinct kind of errors that occur at the different phadigs, lapses and mistaké@soth

knowledge and rule based)

The first part of research question four asked whicherrors human factors are
related to. No evidence was found to support the cluster anahgsisltswhich suggested
that knowledge based mistakesgeation and decision makingere relatedor that rule
based mistakes, lapses and hummathine interfacevere relatedrefer toFigure 13 p.70).
When he components of information processmegre entered into a logistic regression with
the four human errors (knowledge and ruledzhmistakes, slips and lapsasyas found that
lapses were significant predics for both interpretation errors and auditdetectionerrors,
with controllers who experience lapses 7.52 times more likely to incur an incorrect
interpretation and 8.14 times more likely to miss auditory cues tharit netinteresting to
note that e only information processing factors that yielded significant predictors were the
two factors thatverethemselves significant predictors of safety events. Alternatively stated;
the analysis showed that lapses are a significant predictor of interpretatios and auditory
detection errors and that interpretation errors and auditory detection errors are significant

predictors of safety events.

Lapses aredefinedasier r or s which result from some f ail
of an action sequree, regardless of whether or not the plan which guided them was adequate

t o achi ev e (Salmon, etcab, P04 p. .DSineedlapses occur in te&ecution and

or storage of an action (i.e. within tlaetion sage it is evident that humafactor errors
(information processing errorg) ATC in South Africa are rooted in inteati formation and

planning(figure 3)

As posited earlier, errors in auditory detection and interpretation may be linked to errors in
perceptual encodingfigure 5) Auditory detection errors link to perceptual encoding errors
which lead to central processing errors. The central processing stage involves the formulation
of responsesnddecision makingThis can be equated to intention faton and planning.

Here we see that the errors in information processing correspond with the human errors at the
root of those errorsLapses can be brought in to the graphic representetishow how it

fits in to the ligger picture (figurel)
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Figure2l. A graphic representation incorporating the relationships found thus far.

The next question regarded whicherrors are related to external factors. Analyses
showed that workplace design was a significant predictor of lapsesitrollersinvolved in
safety events. No other external factors predicted any human errorsestitieshowed that
controllersin poor workplace desigare 12.34 times more likely to experience a lapse than
controllersin adequate workplace design. This a substamttatase in lapse#lthough the
direction of prediction has changed, lapses are once again the primary human error that
showed any significant resultsLapses are errors which result from some failure in the
execution and or storage of an action sequéBeémon, et al., 2011). Lapses maysgibly
be related to the inability of controllers to perform adequate visual scans of runways due to

poor physical workplace designs.

The components of workplace design were entered into logistic regression andaumas

once again, that physical workplace design was the only significant predictor of lapses in
controllers.Lapses are errors which result from failure in the execution and or storage of an
action sequencésalmon, et g 2011, p. 9) The physical workplace desigonsidered the
anthropometric dimension of ergonomics, namely;pghgsical setting of the workpla@nd

workstation and how this hindered or aided controller taske.analysis showed that the



physical seup of a work stations a predictor of lapses igontrollersin South Africa.This

infers that poor physical designs of work stations predict errors due to a failure in the
execution and or storage of an action sequence. This is a coherent finding podhat
workspace designs hinder the execution of action sequences such as visual scans of runways.

It is both plausible and reasonable that poor workplace design predict lapses in controllers.

It could alternatively be posited that poor workplace desiguogiine more attentional

resources to be deployed and as a result, controllers may experience greater resource
depletion. Y gi | ance was defined as, fa capacity
monitoring a situation or display for critical signals, dmions or events to which the
observer mu s t respondo (Donal d, 2008, p . 36
situation or display for critical signals or conditions is hindered by poor workplace design,

the controller cannot achieve sustaindteéative attention. It it is logical then that poor
workplace designgand the resulting hinderance to monitoring abilities) predjgsésvhich

areerrors which result from some failure in the execution of an action
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Figure22. A graphic repreentation of the relationships found.

The next part of the research question asked #tated causal errorsrelated to certain

human errors. Logistic regression showed that incomplete clearances, radar and visual



monitoring failures incorrect assumptios regarding separation and misjudging aircraft

projectionswere predictors ofLoS, whilst incomplete clearances and radar and visual
monitoring failures are predictors of s these are the predictors of safety events, the other
causal factors and their ham error predictors will not be discussed as their relationship to

safety events are not significant.

Logistic regression revealed that rule based mistakes are predictors of incorrect assumptions,
slips are shown to predict radar and visual monitoringrad, misjudging aircraft projection,
incorrect timing of clearances and memory lapses and knowledge based mistakes were shown
to predict incomplete clearance issues and migsigaf readback As only incomplete
clearance issues and radar and visualitaong errors were significant predictors, only these

two causal errors will be discussed.

Incomplete clearance issues are predicted by knowledge based mistakes while radar and
visual monitoring failures are predicted by sligaowledgebased mistakes@dictingerrors

in visual monitoring failuresvas expected as monitoring failures ardicative of errors in
situation assessmenRecall that mistakes ard f a i | yudgeentalana/or inferential
processes involved in the selection of an objectivendhe specification of the means to
achieve it, irrespective of whether or not the actions directed by this decision scheme run
accor di n(@alnow etpll, 20010p..9Errors in radar and visual monitoring faiés

are logically rooted in knowledge based mistakes as knowledge based mistakes are linked to

errors in interpretation of stimuli.

A slip predicting incomplete clearance issues is logically sound as slips correspond to errors

in action execution. Slipgar e fierrors which result from sonm
storage of an action sequence, regardless of whether or not the plan which guided them was
adequate to ac(saneon, etal, 2031, p.YHere we seevtratdthe error lies

in the execution of the action sequence. This contradicts the claim made earlier in the
discussion in which it was posited that incorrect clearance issues are rooted in the formation

of aplan, rather, it is rooted in thexecution of the actiorf.his may be because of the nature

of information processing and the manner in which one stage feeds into th&nmerd.in

perception obscure response selection which results in erroneous response execation.

be posited tat the errors are all linked and influence each other, making errors in all three

stages in information processing a likely find.
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Figure 23 A graphic representation of the significant relationships found thus far in this

study.

The next question regarded if safety eventsare related to certain types of human
error. Lapses were established as a significant predictor of safety events. Recall that lapses
occur in the planning stage, in which the intention to act is erroneous. Thissithalisafety
events in South Africa can primarily be predicted by errors in planning pHdseglanning
phase in ATC involves theevision of current plans for controlling sectors to match
contingencies, implementingrays of avoidng conflicts and changing airaft routes in
response to the situatiq®eamster, Redding, Cannon, Ryder, & Purcell, 198B)of this
planning occurs in real time and thus present controllers with a challenging task with a
restricted amount of time in wdh to formulate and consolidate sufficient plaBs.ors that
occur in the planning phase involve erroneous intention formulations, for example the

formulation of inadequate conflict avoidance plans.
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Figure 2. A graphic representation afl the significant relationships found in this study.

5.4.Summary of findings.

The results showed that errors in information processing factors, workplace design,-poor co
ordination standards and lack of memory cues are predictors of safety evevds. thien
established that lapses are predictors of poor information processmutiallerswhilst poor
workplace design is a predictor of lapses. Finally, lapses are a predictor of safety &vents.
final graphic representatiaof the results washownm figure 24. It was noted that the arrows
show prediction and in no waguggestcausality. The results presented an interesting
possible relationship between poor workplace design, lapses and information processing
errors. Not only did all three factorpdor workplace designs, lapses and information
processing errors) individually predict safety events, there were two paths of note that
developedFirstly, poor workplace designs predicted lapses which in turn predsaésty
events. Secondly, poor worlgue designs predicted lapses which prediatears in

information processing which in turn predicted safety events. These paths show that there



could possibly be some mediation at play. It is possible that lapses mediate the relationship

between poor wogace designs and information processing errors.

A mediating variable is one caused by the predictor variable and in turn causes the outcome
variable (Stangor, 2011)Mediating variables are important because they explain tivy
relationship between two variables occ{8tangor, 2011) It would be logically and
theoretically sound to view lapses as the reason why (mediating variable) the relationship
between poor workplace designs and errorsifarmation processing occurs in controllers.
Alternatively phrased, it is theoretically sound to posit that there is a relationship between
poor workplace designs and errors in information processing because poor workplace designs
encumber the execution ah action sequence. The obstruction of the execution of certain
actions causes errors in information processligs shows that thpossibility of lapses as a
mediating variable is both logically and theoretically sound.



CHAPTER 6: CONCLU SIONS

This study investigated the factors underlying human error in ATC by assessing safety event
reports from years 2010 to 2012. This was achieved through content analysis, cluster analysis
and a number of logistic regressions. The study found a nuohlsggnificant predictors of

both Rl and LoS from the vatis covariateskirstly, the research established that there are
times in a shift which can be labelled ask times.Time since the start of a shift is a
predictor of safety events and the mostigk times are within the first thirty minutes of a

shift and between the 0and 158 minutes.The research found that errors in information
processing are significant predictors of LoS and RI, in particular, errors in auditory detection
and interpretiion. The research can thus conclude that the human factor at the root of errors
in ATC in South Africa is information processing. These errors in information processing are
predicted by lapses. It can thus also conclude that the human error at theidouodeatrors

in information processing is lapses.

The research found that poor physical workplace desigrgredictos of both RI and LoS.

Poor physical workplace designs are also predictors of lapses in contr@feedl the
variables included in thetudy, this was the only external factor that predicted any human
error. It can thus be concluded that poor workplace designs are the core problem when
considering the impacts external factors have on controllers in South Afhiegpossibility

of otherexternal factors that wemsot included in the reports that may not have considered
under other variable headings such as distraction. This variable was codethsiat
engagement but could have been factored into an external variable when considering the
amount of distraction from within the workplade.this way, the study incorporated it into a
human factor and thus ensured that it was still considered in the study. In terms of the
variables included in the studghysical workplace design was the osignificant external

factor that predicted any human errdhe research also notes that poor physical workplace
designs predicboth lapses and safety eventapkesin turn predict errors in information

processin@s well asafety events and errors imférmation processing predict safety events.

The research concludes that poor adherence to coordination standards predict LoS events
while a lack of memory cues predicts Rl events. Incomplete clearance issues and radar and
visual monitoring failures predi LoS events and in turn are predicted by knowledge based
mistakes and slips. The final conclusions of this research can be stated as ilenesare a



number of factors that interact andfluence controller performance in ATC. When
considering humafactors, lapses are the primary human error at play. When considering the

causal errors, slips and knowledge based mistakes are at the base of human errors in ATC.

6.1.Limitation and suggestions for future research
There were a number of limitations tlus research, most originating from time constraints.

Firstly, the sample size was relatively small and analysing years 2008 to 2012 would have
allowed for a more in depth and conclusive evaluation of errors in ATC. If the sample size
was bigger, the reaecher may have found it useful to separate reports into major airports and
run analyses on the airparté the research had been conducted according to airports, future
preventative measures may have been tailored to the airport and its specific reeds. T
amalgamation of airports may have resulted in the issues of smaller airports being lost due to
the number of events occurring at larger airpoftdarger sample size would also have
allowed for more inclusive regressioasthe number of observationsowd outweighthe
number of model parameteiSecondly, he researcher was unable to incorporate -iretesr
reliability due totime constraintsinter-rater reliability would essentially have tested the data
more than ongeand ensured that the initialrdent analysis of the safety event reports was

consistent

As ATC issocomplex there are a number of extraneous variables that may not have been
considered by the researcherutlife research may consider variables that were not
considered in this resedr such apsychaephysiological aspects, for example; strdasture
research may use this research as a guideveldpinginterventionsaimed atcombating

errors in ATC It is recommended thahé significant predictors be addressed in future studies
ard used as a basis from whichimaprove the training o€ontrolles. Lastly, future research

could explore the dynamic relationship between the physical design of controller
workstations, lapses and information processing. With more data, future resegrblke able

to establish some mediation roles in human errors, for example lapses mediating the

relationship between physical workplace design and information processing errors.

Future research should look to take ATC research away from the diagnostresrefaad
move towards a proactivepproach that may lessen human error in AP@fessor Sidney
Dekker, from the Griffith University in Brisbane, Australia, delivered his paper, "I wish |

could get rid of the people who make mistakes" at lthenan factorssymposium in



Johannesburg. Professor Dekker suggests that systems are essentially safe if not for the few
unreliable people within ifAir Traffic and Navigation Services, 2014He also posited that

the focus orhuman erro has the danger of becomirgfocus on humans as the cause of
safety events and on humans as the targetsiritervention(Air Traffic and Navigation
Services, 2014)Thismay serve to be a mislead safety endeavolgetimg rid of one person

does notemove the conditions that gaveeito thesafety evenfAir Traffic and Navigation
Services, 2014). This research has considered not only the human factors but the external and
risk factors in order to establish a ma@@mprehensivaccount of the factorthat underpin

errors in air traffic control. This may assist future research in directing focus away from
human factors but allow them to consider other factors such as workplace designs and risk

factors. In this way, the conditions that facilitated thrers can be addressed and bettered.

Although the results have indicated predictors of safety events in ATC, this research was
limited in its estimations of the strength of the prediction. The small to moderate sample size
caused possible biases in resulespite the overestimation, predictors were identified and

future studies may use these findings to direct the focus of future studies and interventions.
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Appendix T HERA Model

HERA NALYSIS

DESCRIPTION OF ERROR

How detected:

How recovered:

Causal

Contributory

Compounding

Non-

contributory

HERA CLASSIFICATIONS

Error Type:

Error Detail:

Error Mechanism:

Information

Processing:

Task

Taxonomy:

Information/

Equipment

Contextual

Condition:

wS LJ2 NI S NJ




Assumptions:

Ly lfeadQ:

assumptions:

NOTES

Source: EUROCONTROL, HERAUS. 2003. HRS/HB802-REFO3




Appendix 2: Nordisclosure agreement.

AT NS

CONFIDENTIALITY AND NON-DISCLOSURE
AGREEMENT

Between

An Air Navigation Service Provider

and

THE UNIVERSITY OF THE WITWATERSRAND, JOHANNESBURG
(HEREINAFTER REFERRED TO AS "WITS")

/HO/RC08/01-20/2012/ __ Page 10f 7 27 June 2012 |




PREAMBLE
WHEREAS:

- -intends to share with WITS, confidential Information relating to
the mental alertness project;

- The purpose of the information is to enable WITS to conduct the mental
alertness project as per Annexure 1:

- the parties agreed that the information to be disclosed is ' proprietary
information, technical knowledge, experience, data of a secret and confidential
nature, all of which are regarded by as valuable commercial assels of a
highly confidential nature;

- the Parties agree that the disclosure of the " confidential Information may
cause irreparable loss, harm and damage to Accordingly, the receiving
party heresby indemnifies and holds the disclosing party harmless

against any loss, action, expense, claim, harm or damage of whatsoever
nature suffered or sustained by the disclosing parly pursuant to a breach by
the receiving party of the provisions of this agreement.

NOW THEREFORE THE PARTIES HEREBY AGREE AS FOLLOWS REGARDING
CONFIDENTIAL INFORMATION:

1. INTERPRETATION AND DEFINITIONS

In this agreement: -

clause headings are for convenience only and are not to be used in its
interpretation;
unless the context clearly indicates a contrary intention: -

an expression which denotes: -

any gonder ahall include the other gender;

a natural person shall include a juristic person and vice versa;
the singular shall include the plural and vice versa,

the following words and expressions bear the meanings assigned to them
below (and cognate words and exprassions bear corresponding meanings): -

1.1 “agreement” means the terms and conditions of this agreement; a

; 'Llu\
Wee
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