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A new paradigm is described for knowledge-based scene analysis. The paradigm requires firstly that images be understood essentially in terms of two-dimensional information about how objects in pictures look, and secondly that features be considered as collections of regions. A system for the analysis of general scenes is described and the results of an attempt to prototype this system are given. Although the prototype is a simplified version of the system described, it appears to be capable of great power. The paradigm is further supported by promising results obtained in work on an instrument to analyse the size distribution of particles on a conveyor belt.
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This dissertation offers a new paradigm for scene analysis, the basic tenets of which are that a scene should be analysed using explicit knowledge, and that the scenes should be understood and represented in terms of regions.

We will discuss the origins and implications of these tenets, and show some results which indicate that they allow a system to be built which can indeed analyse scenes. The advantages of the use of regions to interpret the scene will be shown to be considerable, as they allow knowledge to be actively deployed. We will discuss a representation developed to handle the picture as a set of regions, and show how these regions may be handled using this representation, which is known as region's neighbour code.

A system that is capable of general scene analysis is described, and we discuss the prototyping of a simple version of such a system. The design of the prototype is exhaustively presented, and its implementation is discussed. The code of the prototype system is presented as appendices.

The approach proposed cannot be shown to be the best one, nor can it yet be shown that it will definitely work, but we have managed to show that a system that works can be developed within the paradigm, although it is not yet analysing real scenes. We will produce convincing arguments, however, that it is a good approach, and that it can work. Results both of the prototyping of a general scene analysis system and of work on an-
other system which is claimed to have been developed within this paradigm, indicate that working systems may be built within these tenets.
BACKGROUND

Computer vision presents a fascinating problem, with many potential engineering benefits presented by even a partial solution. The aspect of the problem that we shall address is that of scene analysis, which can fairly be described as attempting to solve the problem:

"Given a picture, describe what is happening in it."

or the rather simpler version:

"Given a picture, find the ------- in it."

These can be seen to be subtle problems. We shall address the latter, as it is a simpler version of the former, and has not yet been solved with any degree or promise of generality.

Many techniques have been proposed to solve this problem, the essence of most solutions being the finding of appropriate parts of the picture, and then hopefully exploiting some information to classify the right set of pieces as the object sought. We do not depart in any great measure from this strategy, save to insist that the information exploited be expressed explicitly rather than in the structure of the scene analysis program. This does not sound unreasonable: we intend to show just how reasonable it in fact is.
THE ORIGINS OF THIS WORK.

The work that is described in this dissertation originated in an instrumentation problem. A popular milling technique on many mines is run-of-mine milling, where ore is milled as it arrives from underground, without being crushed. It is desirable to mill this ore autogenously and it is becoming more and more desirable to instrument the process (Sommer, 1985). Work is being done on instrumenting the processes occurring within the mill during milling, and it was felt important that an attempt be made to instrument the size distribution of the ore offered to the mill. Instruments are available to perform this function, but are extremely primitive at this stage (see the Armco Autometrics manual, 1984). This author and Berger (1984) were required to investigate the feasibility of building a particle-size distribution analyser using image analysis techniques, and managed to produce a design, which is at present being implemented by Bergor and a third worker, Smith.

The research raised many issues, an important one being the robustness of present image-processing methods, as the problem requires for its solution techniques able to handle complex pictures of simple objects, taken under adverse conditions. It is not possible to use structural clues to find rocks in a picture, and simply binarising the picture is not helpful (i.e. calling all gray areas rocks, all black, background) as all rocks in the picture are covered with a thin layer of adsorbed fine particles, as is the belt to a large extent, and it is quite possible to classify whole pictures incorrectly as representing single large rocks. The technique developed, and used with some considerable success, was segmenting the picture into regions, classifying those regions, and then
merging them on the basis of merging rules, which were developed ad hoc. The merge rules were based largely on knowledge acquired by looking at a running "conveyor belt with ore on it: for example, it was realised at an early stage that, as a result of the processes acting to produce the ore, few rocks would appear with holes in them, and that the holes were unimportant. Thus, a region, whatever its classification, that was entirely surrounded by just one rock region could be merged to that rock region and forgotten as an entity on its own.

This technique was based on a number of assumptions, the major ones being that the rocks on the belt would be nice ones (i.e. is not extraordinarily long and thin or unreasonably curved), that a two-dimensional picture of a rock lying on a vibrating surface would give a good idea of its size (We do not even consider the real meaning of size for a rock, lest we become embroiled in unpleasant issues. See, for example, Mandelbrot, 1982.) and that sufficient merge rules of the type described exist to find a reasonable interpretation of the picture. The validity of these assumptions could be debated: what is certain is that the system based on them seems to work very well.

From this work some important ideas originated.

• Firstly, it was seen that regions are an extremely useful feature to extract and work with, particularly for real-world pictures taken under poor conditions.

• Secondly, it was inferred that one could work very well with pictures in two dimensions only.
Thirdly, it became apparent that when one is dealing with a region, the most important information available is the nature of its immediate neighbours, and that a picture representation that would carry this information could be most useful. (Notice that if we represent a picture properly in this way, if we require information about a region's neighbours' neighbours, this is also obtainable. We will expand on this point later.)

Fourthly and finally, it was soon seen that a system that allows experimentation with explicit knowledge would be most desirable, as if the knowledge used by the system were implicit, system modifications or updates would be complex. As a result the system would have to be committed to one task. With a system where the knowledge is explicit, however, we may change the targeting of the system by changing the knowledge available to it.

This worker then started to use the above results and ideas from the work on particle size distribution analysis, in an attempt to build a vision system able to handle a large class of scenes using knowledge supplied explicitly to it.

KNOWLEDGE-BASED SYSTEMS.

In a sense, all software systems that solve problems are knowledge-based; we use this term to refer to systems that use explicit knowledge in some form. This type of system has the advantage that one may improve the
performance of the system or change the problem it can solve, up to a point, by improving the quality, or by changing the subject of the knowledge available to it. Systems based on implicit knowledge, on the other hand, will require the overhead of system changes to improve their performance or change the problem that they solve. Implicit knowledge systems make up for their inflexibility by their efficiency, as they do not require the huge overhead of knowledge management, and are popular in engineering image processing applications as a result. Generality will however be difficult to achieve with an implicit knowledge system.

We can see that, when we have to analyse a scene in a purely engineering context, it is desirable to embed the description of the objects we are seeking as efficiently as possible in the system. When, however, our system is likely to be faced with a large number of different objects, it becomes desirable to be able to provide the system with a description of each object, without having to change the system software. A rock finder can then, at a pinch, become an elephant-finder. At some stage, the hardware technology may become such that this may well be the best approach, from an engineering point of view: at present, the approach does not promise results, save as a training, development and research tool.

The best-known class of knowledge-based system is the expert system. As Brachman (1983) points out, it is not correct to call a system that analyses scenes, an expert system, knowledge-based or rule-driven though it may be. The task itself does not require expertise. The literature is not consistent in this nomenclature. We use the term knowledge-based system instead, but regard the expert-system literature as being relevant. This is by no means merely a semantic quibble; expertise in vision is not easily described, and the problem is not one of simply determining the
right rules for an expert-system kernel. An expert system typically solves an expert problem, that is, a complex problem requiring highly specific knowledge, which is generally used in a specific fashion. We require our system to use poor knowledge in a poorly-defined field, in whichever way it chooses, to solve a problem that is not well understood by human experts.

The expert system as described in the literature has two segments: a knowledge base and an inference engine. The knowledge base typically contains only knowledge through which the problems posed to the system may be solved. The inference engine then exploits this knowledge to solve these problems. There are visible disadvantages to this structure for our purposes. The system cannot reason out a strategy to solve its problem; the strategy is that of the system's author. Typically, the domain of expertise of an expert system is limited, generally by the sheer logistics of marshalling a large quantity of knowledge. Such a system is often restricted to having in its knowledge base only knowledge that is consistent with the knowledge base as a whole. The knowledge base can too easily be considered purely as a rule base, which can cause the designer to restrict the power of the knowledge. (One often sees systems described as "forward chaining" - for a powerful system, surely the system itself should decide in which direction it should chain?) We therefore follow Davis (1980) in referring to the knowledge base as containing knowledge sources (KS's); in this case each KS will be of a similar format to and discharge the same function as, a rule in the conventional expert system.

We require of a knowledge-based system that it be able to reason about how it should manage knowledge, that it be able to choose between con-
tra dic tory KS's on the grounds of other evidence, and that it be limited as little as possible in the ways that it handles knowledge. We hasten to add that the prototype described below has not solved the problems presented by such requirements: rather, as many issues as can be sidestepped have been, to allow the development of a prototype. The prototype has not been developed as yet another expert system, it is intended to demonstrate the feasibility of knowledge based scene analysis and of a new paradigm with which we have attempted to simplify the problem of analysing real scenes.

Knowledge-based systems are beginning to penetrate the image-processing literature, and precedents do exist for using these systems for this type of work. Nazif and Levine (1984) describe an expert (sic) system for low level-image segmentation, which appears to give good results, although according to the point raised above, it is in fact a knowledge-based system. Niemann and his group (1985) describe another system which uses knowledge to interpret results from a segmented picture; it appears, however, that it uses implicit knowledge to segment the picture and extract the information it needs for its analysis. We would like our system to use knowledge at all levels, so that high-level knowledge may aid low-level actions.

Our system is thought of in a fashion different from the conventional "inference engine - knowledge base" representation; rather, it has been developed as an interpreter operating on a picture-knowledge language. The term "interpreter" is used advisedly; different reasoning facilities are available to different bits of knowledge, as at this stage the facility of instructing the system, through the knowledge base, as to how it should manage knowledge has not been implemented. This interpreter
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model is to avoid the implicit assumption of author-imbedded reasoning techniques in the knowledge-management section.

SCENE-ANALYSIS PARADIGMS.

Typical of the state of scene analysis at present is the system proposed by this author (Forth, 1984) to solve the instrumentation problem described above, which exploits as many problem constraints as possible to produce a workable design. In itself, this approach is not incorrect, but the investment in using a system built to this type of design to solve a problem differing even slightly from the problem first envisaged, is considerable. We would like therefore to build a scene analyser that is as general as possible - how do we do this?

We must first decide in what form we wish to handle the scene. It is obviously important to be able to exploit the structure of the object we seek, yet we must also decide how to handle the appearance of its parts in the picture.

We may handle the picture in terms of its edges, or of its regions. Its edges will lead us to a form of line drawing, or wire-frame representation; its regions, to a representation in terms of picture subsets. We have chosen the latter, and will explain and justify the choice both by reference to work in terms of the line-drawing representation, and by experimental results.
The major line-drawing-type paradigm appears to be that of Marr (1979), although much other work has been done in this field, where pictures have been interpreted in terms of their edges. (We are using the term "line drawing" rather loosely here: if one examines a picture's edges, one is working in this type of paradigm. Thus, the term includes generalised cylinder representations and the like.) The great problem with this paradigm is that one is required to understand the picture in terms of models that one has built of it. Knowledge, not of what objects look like, but of what they should look like in pictures, is used. The difficult question of shape can be avoided in this fashion, for example by describing a rocket as looking like a cone on top of a cylinder, but a system designed like this is at the mercy of its own modelling techniques. Too much knowledge is deployed in modelling the scene, and not enough in handling it. Thus, a system built under this paradigm cannot deploy knowledge to find the most likely position of an object which it knows should be there, but which it cannot find for shadows. The paradigm we propose here is intended to allow marshalling of knowledge to make it effective at all levels.

Another feature with present line-drawing vision paradigms is the effort put into techniques to interpret a two-dimensional image by using clues to its shape in three dimensions contained, for example, in the shading of the picture. It is felt that these techniques are likely to produce misleading results when applied to a real picture, particularly one taken under poor lighting conditions. It is surely better to hold information in one's knowledge base as to the likely appearance of the objects described, in a picture, than to try to obtain a potentially misleading model of the picture in three dimensions, and then to interpret this probably defective model.
Marr's paradigm limits the power of the knowledge used in systems built under it. It is laborious for such a system to find, as Freuder's (1976) system can, an object it knows should be present by lenient classification of regions in that object's most likely location. If the line drawing has been poorly produced as a result of bad lighting, for example, the system will have difficulty in making another to conform to other knowledge that becomes available at some later stage. It cannot use the implications of its high-level knowledge to improve its handling of low-level decisions. We are proposing, then, that pictures be understood in terms of pictures.

Look at figure 1. Marr (Marr, 1979) claims that this picture is perceived

"in terms of very particular three-dimensional shapes, some familiar, some less so."

This author disputes his claim; surely the name of the picture is used to provide clues as to the identity of those objects not clearly classifiable, and those that are understood without these clues, are understood as two-dimensional blotches. Then, once everything has been satisfactorily classified, all objects inherit from the viewer a shape in three dimensions. While it is unfair to criticise the paradigm on the basis of a complex piece of artwork, where background knowledge becomes important by the nature of the picture, the claim holds that three-dimensional shape is of little importance in the early stages of classifying a scene. We claim that shape is often inherited by objects in a picture after they have been classified; this effect is particularly noticeable when one considers pictures of poor quality. In the rock pictures shown, the reader should notice that the rocks acquire shape only after he has pu-
fig. 1  The rite of spring.
zled out where they are, not while he is doing so; thus information about the two-dimensional appearance of objects is being exploited.

The amount of information involved in understanding scenes is well illustrated by the rock pictures. Most people who have seen these pictures, did not know what they represented until they were told. Even then they were not sure whereabouts in the pictures the rocks were, and could interpret the pictures correctly only after having several pictures explained to them. From this stage on, they were able to interpret these pictures for themselves. Thus the process is learnt, and in stages. Only once these stages have been traversed, is the picture understood in terms of the three-dimensional shape of the objects represented.

We have laboured the relative unimportance of three-dimensional shape information in the early stages of scene analysis, because the system described here ignores this information completely. We feel that the results obtained in the particle-size distribution analysis work justify the use of the techniques described, although they make the later exploitation of three-dimensional shape information difficult. The relative unimportance of this information means that their inability to handle this information does not militate against them.

IMAGE REPRESENTATION.

It is important to consider how images may be represented, as the choice of image representation will often influence the abilities of the system
in question. We wish to represent the image in as powerful a form as possible, while conserving as much space as possible. We wish to store the picture in a fashion compatible with the system we are describing, that is, we wish to hold information pertaining to the regions within the picture in as tractable a form as possible.

For this purpose, it must be assumed that the region segmenter is trustworthy, that is, that it will not be necessary at some later stage to ask it to revise its decisions. This is the same as assuming that each primitive is represented by at least one region in the segmented picture, and that no two primitives share a region, where we define a primitive as a piece of picture that can be understood by a single piece of knowledge in the system we describe. (That is, we do not need to inspect structure to find a primitive: it is a piece of picture that stands in its own right.) So, once we have segmented a picture, we may discard the picture itself in favour of a representation of the segmented picture that is more compact than the picture itself, if it retains the information we require. The question is, what do we wish to represent?

This issue is not yet fully settled, as the system itself is still a prototype; however, we shall describe what was represented and how, and we claim that the system allows expansion of the representation. As has been seen above, the most important information that one may have about a region appears to be the list, held in some form, of its neighbours. We wish also to hold some representation of its size, its average grey level, its texture, and its shape in two-dimensions.

It can be stated clearly at this point that the issue of two-dimensional shape has been largely avoided; in its present state, the prototype system
neither needs nor uses the information. It is accepted that this will become an important issue, and that it is crucial to the representation of pictures at a high level to find a representation of shape that will allow one to decide what the shape will be of a region created by merging two other regions of known shape, without reference to the picture itself. The issue has simply caused insufficient problems up to this stage to warrant more than brief attention; it is felt that the region representation adopted has sufficient power, with some attention, to allow a solution of this problem without modification to the representation.

The issue of representing the region structure of the picture has, however, received much attention, dating from the early days of the particle-size distribution analyzer work. At that stage, a representation was required that indicated how a region related to its outside neighbours, the inside neighbours being ignored for reasons we shall detail later. The chain-code approach, as detailed in, for example, Rosenfeld (1982), was unappealing on the grounds of its potential intractability. In the rock pictures obtained, regions tended to have long boundaries, with many changes of direction in them, but with few neighbours represented. Thus, a vast chain code could be obtained with much largely-redundant information. The neighbour-code representation was then suggested by Berger (1984 (a)) and then refined by this author. This representation will be described in detail in the body of the dissertation.

The standard deviation of the grey level over the region has been chosen to represent texture. This choice is open to discussion: it is certainly not the only way in which one may represent texture. However, we have again not addressed this issue in detail, as the main thrust of the work background 15
was intended to establish the feasibility and usefulness of the type of system described.

**KNOWLEDGE REPRESENTATION**

Representing knowledge is not the same problem as representing picture data: however, we require from our solution to the former problem, the same characteristics as we require from the solution to the latter. A simple, tractable technique is required at this stage, and power may be sacrificed for simplicity. Thus, although the issue will be discussed, our knowledge format will not in any way represent the state of the art.

There are several knowledge representations proposed at present: the main themes seem to be semantic nets, frames, rules and the predicate calculus, while other representations have been proposed. (See for example, Charniak (1981), a paper which proposes a knowledge representation that has the flavour both of frames and the predicate calculus.) Considering a piece of knowledge as a rule, and thinking of it solely in those terms appears to restrict one's perception of the potential of the knowledge, as it is too easy to get distracted by the implications of the "if - then" construct. Thus, although the knowledge representation we have adopted is in a rule-like format, we have avoided saying "if this then that". The representation is rather as a "this relates to that" form.

Barr and Feigenbaum (1981) present a discussion of these techniques which we shall summarise here. Logical representations such as the predicate
calculi are precise, flexible and modular, and they appear to be a natural representation for certain notions. However, it is often the case that logics need to be non-monotonic and this renders them, for our purpose at least, intractable.

A semantic network is a structure in which knowledge is represented by links of different types between nodes. Nodes usually represent situations, objects or concepts, and the links the relations that exist between them. Semantic networks, and an elaboration of the network idea into a structure, the frame, are the subjects of much research.

The representational structure with which we are concerned, the rule, has been much in vogue recently, with the success of expert-system technology in commercial applications. The idea acting here is that a piece of knowledge may be expressed in an "IF (conditions) THEN (actions)" form. This representation has been used very successfully for expert domain knowledge, and seems to lend itself very well to representing the type of knowledge required to solve this kind of problem. It has disadvantages: present expert systems face potential problems with saturation, where the rule base becomes so large that the system has real difficulty getting anything done.

Recent work has shown that systems may be built that change or update rules to allow them to handle situations that they have not previously

---

1 A monotonic logic is a logical system in which, if it is possible to deduce a theorem with a set of assertions, additions to that set will not later negate the theorem.
encountered (Lenat, 1980). Brachman et al (1983) quote Hart as saying in a 1980 paper that current expert systems typically show up badly, as they are unable to recognize or deal with problems for which their own knowledge is inapplicable or insufficient: this situation would appear to be changing, but the criticism is still largely valid. These problems are to an extent inherited from the rule representation of knowledge.

We have reviewed here the major ideas in knowledge representation. The criterion by which a technique was chosen for the prototype system was again simplicity of implementation, recalling that a representation was desired, less for the maintenance of problem knowledge, than for providing a simple explicit knowledge facility in the system. A rule-type representation was chosen for its potential simplicity of implementation in FORTRAN (which language choice will be explained) and because it appeared that updating the the knowledge base could be simplified by using this representation. It will be seen later that the rules have been used in different ways, depending on their terms of reference; there is a strong similarity to an interpreted language where statement order is not important.

KNOWLEDGE MANIPULATION.

Another important question which arises is, "How we manipulate knowledge that is inaccurate: how do we reach a decision based on poor evidence?" This is again a research issue in itself, and the system we have adopted does not claim to be optimal. As the techniques developed so far appear
to be in a large measure empirical, and as there appears to be no strong
unifying idea at present in this field, we have again chosen the simplest
technique that will meet our present needs in this matter.

The problem of reaching a decision based on poor evidence is a consider-
able one, and although not an immediate problem in the case of the present
prototype, which will simply make the wrong decision when faced with poor
evidence, it is one that requires addressing, as the system is intended
to be a prototype of a device that will operate on real pictures, and
hence will require a certain degree of noise immunity. We will therefore
briefly summarise the techniques available.

One may use a Bayesian technique, where a combination of a priori proba-
bilities leads to a probability on which a decision may be based.
Shortliffe et al (1984) quote Duda as using these methods in the
PROSPECTOR system, with considerable success. The problem with Bayesian
techniques is that the a priori probabilities are not always easy to find,
and the technique seems to be unpopular as a result.

DuBois et al (1980) present Zadeh's concept of the fuzzy set, where a
set's members are assigned a degree of membership, and where functions
may be defined to describe the degree of membership of an object in the
union or intersection of the sets. The theory is deep and rather ap-
pelling, as fuzzy functions and fuzzy numbers may be defined. There is,
however, at least one considerable problem to be considered in using this
theory in an implemented system.

Consider the set of students in a class; we wish to define for each stu-
dent his degree of membership in the set of tall people. A seven-foot
student is a member to degree 1 (the scale is conventionally 0 - 1); but
to what degree is a six-foot student a member? The problem is simply
what the membership function should look like. There are other problems:
generally, with the functions described in Dubois et al (1980), the truth
value of the proposition does not necessarily increase as evidence mounts,
and a "strong" piece of evidence may be outweighed by a weak one. This
does not easily lead to a good model of human evidence combination.

For the MYCIN system, Shortliffe (1983) developed a system that appears
to work rather well. It does however, appear to have been developed
rather empirically with the MYCIN issues in mind, and as such would not
suit our purpose, as it cannot be lifted straight out of the MYCIN context
and used. (Shortliffe (1983) points out weaknesses in the system, with
the proviso that MYCIN itself worked very well.)

As in all the other fields we have discussed, we wished for our prototype
the simplest possible technique that would serve our purposes. Thus the
fuzzy set representation was used, both because it defaults in the case
of definite evidence to the Boolean model, and because we did not require
extensive work with poor evidence.

REASONING ABOUT CONTROL.

We have stated how important it is that a knowledge-based system be able
to reason about how it will use its knowledge. Although the literature
seems to reflect no clear trends at this stage, this author feels that
the solution to this problem lies both in using the technique of diverting the interpreter's attention to certain KS's at the expense of others, and in providing the interpreter with different techniques of knowledge exploitation, and allowing the knowledge base to force switches between them, generally as a result of the context in which knowledge appears.

For example, the first technique would result in a scene analysis system which when asked to find an elephant in a scene, would prevent knowledge about different animals from reaching the interpreter. Davis (1980) discusses a technique where plausibly-useful knowledge sources (PKS's) are found, by first rejecting those KS's which are definitely not useful, and then ordering by utility the rest. These processes are themselves knowledge-driven. It is not easy, however, to see a reliable technique whereby knowledge may be suppressed without losing relevant knowledge, whose relevance is not immediately obvious. In our prototype system all pieces of knowledge are brought to the attention of the interpreter, and those which do not fulfil a relevance criterion are ignored. This is a primitive implementation of the above technique.

The second technique is illustrated in our prototype when we consider the knowledge that describes structure. If a KS relevant to the structural description we are seeking is loaded into the interpreter, it is inspected to ascertain what other knowledge may be relevant, and then held for future reference; later, when we are actually looking for that structure in the scene, the knowledge will be evaluated as a rule to indicate what value we associate with a given set of regions belonging to that structure.

BACKGROUND
IMPLEMENTATION ISSUES.

The system described was implemented in HP FORTRAN-77, on an HP-1000 mini-computer. FORTRAN was used because of the author's considerable familiarity with the language and because the only other languages available were an untested subset of LISP, and PASCAL. To avoid interpreter-testing issues, and because the PASCAL compiler available at the time was extremely slow, FORTRAN was the obvious choice. The code was designed, written, and tested from May to August, 1985, inclusive.

As the HP-1000 used has a maximum partition-size (code and data) of 32K it became necessary to segment the code, which had not originally been written with this in mind. The word segment will refer below to the code segments, which unfortunately correspond to the system block, leading to potential confusion unless one's nomenclature is careful.

CONCLUSION.

We have introduced the ideas that appear in the rest of this dissertation and attempted to show their origins. The work that is described below departs in many ways from the mainstream of current vision work, but is rooted in respectable concepts. The prototype built is still a fragile curiosity, rather than an engineering solution, yet it represents an attempt to test the ideas presented, with techniques developed by this author and two "workers, to produce a system that can see.
NEIGHBOUR CODES.

(Some of the work described here was submitted in a research report to the Wits Department of Electrical Engineering for a B.Sc.(Elec.Eng.), in which the concept of neighbour codes, and the way that they could be merged when no enclosed regions existed, were described. The algorithm to deal with this situation was developed after this report was submitted, and the material is presented as a whole for simplicity's sake.)

We have said above that when one considers a picture in terms of regions, their neighbours' qualities become the most important information that we can provide in a representation at a higher level than the picture itself. However, it also became apparent that representations such as the chain code were not ideal. These facts spurred the development of the idea of the neighbour code, which has so far proved itself useful as a representation of a segmented picture.

If one may merge and analyse regions on a basis of their neighbours, can we not then develop a representation, less bulky than that of the entire picture, that will hold this information, and in which one may represent merges without reverting to the original picture? It turns out that we can indeed do so. The representation is formed simply by listing the neighbours in the order in which they occur in a traversal of the outside boundary of the region, and is called the neighbour code.

NEIGHBOUR CODES.
The first question that occurs is, "Why only the outside neighbours?"

The answer is simple: "If a region is entirely contained by another, the information is preserved in the contained region's neighbour code, and need not be entered into the other's code, where it could cause considerable book-keeping problems at some later stage." We ignore internal regions when forming the code; that does not mean that the regions on the inside receive no consideration, nor that their relationship with their enclosing neighbour is not recorded, but that such consideration is performed when we inspect the enclosed regions' outside neighbours. For a consistent representation of the region space, it is, however, important to traverse each region's boundary in the same direction (i.e. either all clockwise or all anti-clockwise). The code is cyclic; it is not important to start the traverse with any particular neighbour. The edge of the picture must be regarded as a region that surrounds all the regions in the picture, and its occurrence in the neighbour code must be recorded; in this work, we have assigned the edge the region number -1. (Recording the edge is important, as we shall show.) The code is normally formed of the region numbers of neighbouring regions, but may equally well be formed of their types, textures, etc. It appears to be possible to construct an unambiguous representation of the segmented picture with this representation, but I cannot prove this.
FORMING THE NEIGHBOUR CODE.

We assign each connected region in the segmented picture a unique symbol, conventionally a positive integer, by which we identify it, which we use here, we refer to this symbol as the region number. The code is structured as follows: a neighbour that appears on the boundary of the region in question is represented once in the neighbour code for each contact between it and the central region, however long the boundary on which they contact. Thus the following are not legal neighbour codes:

- 1 2 3 3 4 5 6
- 1 2 3 4 5 6 1

(recalling that the code is cyclic). The following codes are, however, legal:

- 1 2 3 4 3 5 6
- 1 2 3 4 1 5 6 7

It should be noted that a code of the form:

- 1 2 3 4 3 4 5

is legal, but potentially confusing, and not meaningful (see figure 2). The illegal codes occur occasionally the merging process, and require only a simple cleaning-up process: the above meaningless code misrepresents NEIGHBOUR CODES.
FIG. 2 Codes of the form:
1 2 3 4 3 4 5
the space, and can arise through incorrect formation of the code. Such
codes cannot, however, arise when the code is correctly formed, or the
representation itself would not be useful.

We have not seen before the confusion that can arise from the question
of whether the segmented picture is four- or eight-connected. Figure 3
will illustrate the point. The problem is simple; if we define a region
as eight-connected, its neighbours must then be four-connected. The
problem then arises that it is not easy to say in certain cases whether
a pixel is an outside neighbour or a small enclosed region. Fortunately,
we can say that the issue will be dealt with by the labeller, by requiring
that it label connected regions with a single label per region (allowing
it to decide whether a pixel belongs on its own, or with a connected re-
gion) and by then informing it whether it should define eight-connected
regions or four-connected regions. The latter decision we have made ar-
bitrarily: Berger (1985) has been able to produce meaningful neighbour
codes from the segmented picture produced by a package routine
(SPIDER, 1984), and there appears to be no good reason why his routines
should not work for four-connected regions.

It will be seen when figure 3 is consulted that it is also important in
which direction each boundary pixel’s neighbours are traversed when we
are forming the code. We form the code by traversing the boundary in a
given direction: if we have defined the region as eight-connected, its
complement (the rest of the picture) is then four-connected, so we must
then inspect each boundary pixel’s four neighbours. The traverse of these
four neighbours must be performed in the correct direction, starting in
the region whose neighbour code we are forming, as failing to do this will
lead to spurious reversals in the code. For example:

NEIGHBOUR CODES.
in forming a code, we can include each neighbour pixel and then clean the code up, by compressing each run of region numbers to a single member, and suppressing the region number at the end of the code if it is the same as that at the beginning, so that

- $11122133444555666111$

becomes

- $123456$

however, if we have mistraversed pixels, we may get

- $11121223233434445455565666$

which is unmanageable and certainly even with cleaning-up could not represent a set of connected regions on a plane. Reference to figures 2 and 3 should remove any confusion.

If, however, we cannot merge two regions using their neighbour codes alone to find the code for the composite region, the representation is of little use. For some time it appeared that this was indeed the case, until a sufficiently powerful algorithm was developed. The merging of codes is not complex unless the two candidate regions will form a composite that encloses another set of regions, which were not previously enclosed, in which case the problem appears that it is not easy to tell which of the groups represented in the codes will be enclosed. We shall examine the simple case first.
A pixel's 4-neighbours

A region is n-connected if one may reach any one point in it from any other, by a path whose next member is an n-neighbour of the current member.

If we traverse pixels as A, we will see 3, 4 and then 5 again.
If we traverse pixels as B, we will see 5, 2 and then 5 again.
If we traverse pixels as C, the code will be correct.

**Fig. 3** The importance of the direction of pixel traversal.
* Given that we wish to merge regions 1 and 2 with codes 2 3 4 5 6 and 7 8 1 9 respectively, and that 1 is the senior region (the composite will be called 1, and we are merging 2 to 1), to produce the code for the composite, we rotate each region's code such that the other merge candidate appears in the front of the code, so that we get

- for 1 : 2 3 4 5 6
- for 2 : 1 9 7 8

* We then remove from each code the first member, and write one code after the other (it is not important which code is written first) and this becomes the code for the composite. So we get:

- 3 4 5 6 9 7 8

We now consider the more interesting case where the merge candidates will enclose one or more sets of regions when merged. On reflection, or on consultation of figure 4, it will be seen that when the regions will enclose n sets of regions, they will contact each other n+1 times. Thus, each candidate will refer to the other in its code n+1 times, and only one of the groups of regions delimited by these references will refer to regions that will be on the outside of the composite region: the other groups refer to regions that will be enclosed and hence should not appear in the code. How do we differentiate between these groups?

NEIGHBOUR CODES.
It is in fact fairly simple to find which groups of regions are enclosed when we notice that only a finite number of regions can be enclosed in each set. Also important is the fact that we may 'chain' across the representation to find a region which has the edge of the picture as a neighbour, simply by recording all the neighbours of our given region, and their neighbours, and so on, until we find the edge. The algorithm to merge neighbour codes with enclosed regions can then be expressed as:

- Rotate both codes so that their first member is the other merge candidate. We then have a group of regions between the first and the second instance of the codes, which we record separately for each code.

- Now we wish to decide for each candidate whether this group represents an enclosed region or not. Notice that the groups must be considered separately for each candidate as we have no way of knowing whether the groups correspond to the same set of regions. We then, for each group, look for the edge of the picture in the manner described above: if we find it, then the group must represent an outside group; if we do not, but rather enumerate a finite set of regions (where no new regions are found by looking at new regions' neighbour codes, and after a while there are only regions whose neighbour codes have been inspected) then we have an inside group.

- If the group was an inside group, we discard it by rotating the code so that the second instance of the other candidate is in
the first place. If it was an outside group, we discard the rest of the code, and that code is ready for merging.

* When both codes are ready for merging, (each will have only one instance of the other candidate's region number) they are merged in the same way as simple codes.

Figures 4 and 5 may clarify this explanation. We give an example below.

Our picture has produced the following neighbour codes: (we use -1 to indicate the edge)

<table>
<thead>
<tr>
<th>region</th>
<th>code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1 2 4 3 2</td>
</tr>
<tr>
<td>2</td>
<td>1 3 4 1 -1</td>
</tr>
<tr>
<td>3</td>
<td>4 5 6 4 2 1</td>
</tr>
<tr>
<td>4</td>
<td>3 1 2 3 6 5</td>
</tr>
<tr>
<td>5</td>
<td>3 4 6</td>
</tr>
<tr>
<td>6</td>
<td>4 3 5</td>
</tr>
</tbody>
</table>

and we wish to merge regions 3 and 4.

The first group for 4 is 1 2 (3 is not included; we are merging to 3 and to search 3's code would confuse the issue as all groups would then be outside groups). Now for 1, we obtain as new neighbours -1 3 and 2: (4 is a candidate, and is ignored) but -1 indicates the edge, and hence this group is the one we want, and the code for 4 becomes:

3 1 ?

NEIGHBOUR CODES.
FIG. 4  Two regions contacting in $n+1$ points enclosing $n$ sets of regions.
The inside group: as we don't consider 3 or 4 when obtaining new neighbours, this is an enclosed set containing only 5 and 6.

Fig. 5. The neighbour code merging example.
The first group for 3 is 5 6 and no new neighbours are found from these regions' codes, (ignoring 3 and 4 for the same reasons as above) so that this group is an enclosed group and we may remove it from the code and get for 3:

4 2 1

Now we may merge 4 and 3 conventionally.

This representation is implemented fairly simply by keeping a table of the codes, and a cross-reference table in which we may store information as to which region has been merged to which.

CONCLUSION.

The power of the neighbour code representation is the simplification it provides in the representation of the segmented picture. The codes form a representation in which it is simple to merge regions, and which is in general better-suited to the needs of a knowledge-intensive system than is the conventional representation of the segmented picture.
THE PARADIGM AND ITS USE.

In this author's opinion, vision is a function very deeply embedded in living systems, and is not correctly described as an intelligent act. The problem of general scene analysis does however seem to require for its solution the employment of some form of knowledge, which appears intrinsic to most seeing life-forms. Although we claim that knowledge will have to be employed to produce a general scene-analysis system, we cannot claim that this knowledge will be easy to find, or to express. It seems likely too that the KS's will proliferate, and there seems to be no good reason for expecting that the knowledge base will not hold internal contradictions. With this in mind, we still feel it productive to propose a new paradigm, the motivation for which has been given above, in which scenes may be analysed in a knowledge-intensive fashion.

GUIDING CONCEPTS: THE PARADIGM ITSELF.

The major tenet, and the theme of this dissertation, is the belief that pictures should be analysed in terms of explicit knowledge about pictures, and about what objects look like on pictures, rather than in terms of models made of the picture. A model of the world must be used, to have sufficient knowledge to interpret the picture, but the picture need not be modelled, so that picture-level operations may be guided by knowledge both about the picture and about the world.

THE PARADIGM AND ITS USE.
The second tenet is that the picture must be handled in terms of regions: this is important, as the processes of edge detection and of outline growing do not easily allow backtracking to incorporate world knowledge. This tenet assumes that a segmenter is available, that is able to segment the picture such that each defined primitive is represented by at least one region. We envisage backtracking to the level of undoing incorrect merges; we do not at present see backtracking to a level of a resegmentation of the picture (although this could be achieved, more simply than by the process which would apply if the picture had been interpreted in terms of its edges).

The employment of knowledge should occur at many levels, from planning the process by which primitives are merged, to using the context in which the picture is presented to reduce the quantity of knowledge required to interpret it.

How then do we intend a system to find a given object in a scene? Firstly, it must reduce the description of the object to primitives which it understands, using the knowledge available to it. It must then find these primitives, with the relationships between primitives that it requires. If it cannot find all of the required primitives, it should inspect the set which it has, and decide whether it can still reasonably find the object by lenient reclassification of some regions. Thus, the system has a defined goal structure, which will be as follows:

- Find out what should be found in the picture (i.e. find the main system goal).
Factor this goal into a list of primitives and a description of
structure, using available knowledge. If this is impossible,
the system is entitled to fail. (How would a human respond when
asked to find an object in a scene, when he does not know what
that object looks like, and there are more than one unknown ob-
jects in the scene?)

Now find as many of these primitives in the scene as possible,
by using knowledge to generate and test merges of possible can-
didate regions, and to classify these regions or groups of re-
gions.

Finally, find a group of primitives the structure of which cor-
responds to the structural description stored; if a promising
group is missing a primitive, attempt to find it by reclassifying
regions where the structure of the object indicates that the
primitive is likely to occur. If this group can be found, the
system goal has been found, and the next goal may be requested.

We have seen that the use of regions should simplify the process, as
backtracking is simplified, and the system uses knowledge; thus, it has
been produced under the new paradigm. But what is the structure of such
a system?

THE PARADIGM AND ITS USE.
A SYSTEM DESIGNED TO ANALYSE SCENES

The task of this system will be to find a given object in a picture, or to say that the object is not in the picture, by examining regions and groups of regions with the intention of finding a group that best corresponds to the object required. (We will refer to this object as the main system goal.) The system should be able to evaluate its attempts to merge regions to form primitives, and to plan a best course of action by which it should be able to find the main system goal. To achieve these aims, the system will use knowledge.

The system will, then, have a knowledge base, which will need to contain both world knowledge and picture-level knowledge. The system will consist of sections, which will be self-contained, and which we shall call Knowledge-Application Blocks or KAB's. Each KAB will refer to and use a different form of knowledge, and will not in general require access to the entire knowledge base. However the KAB which uses world knowledge to factor the main system goal may need at some stage to have a form of control exercised on its knowledge base, to prevent it from saturating.

And we have discussed the available strategies above; in this case, it would appear that the best strategy is to order the knowledge base according to its relevance to the main system goal. Thus, in a search for a telephone, knowledge about handsets will be made more accessible than knowledge about hands. We refer to the knowledge conveyed by this type of strategy as "contextual knowledge", as it is knowledge about the context in which the picture appears. As we have said, it does not appear easy to implement this form of knowledge management. A block diagram of the system is shown in figure 6. Knowledge-application blocks, with their
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Fig. 6 A system designed under the new paradigm.
relevant knowledge bases, are shown as circles, and the flow of information is shown by arrows. The duties of each KAB will be described below.

<table>
<thead>
<tr>
<th>KAB</th>
<th>DUTIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>control</td>
<td>This block will recommend changes of context and will manage the process by which control is passed from KAB to KAB.</td>
</tr>
<tr>
<td>context select</td>
<td>This block will provide contextual information by ordering the knowledge base.</td>
</tr>
<tr>
<td>goal structure setup</td>
<td>This block will put together a goal structure to allow the finding of complex structures by finding their components, using available world knowledge, and will inform the action evaluator as to which structures should be found where, if necessary by lenient classification.</td>
</tr>
<tr>
<td>action evaluate</td>
<td>This block will evaluate any merge suggested in terms of the properties of the merged region and of what is being sought.</td>
</tr>
<tr>
<td>action path evaluate</td>
<td>This block will evaluate a series of merging decisions in terms of picture knowledge and world knowledge, and will recommend or penalize a proposed merge in terms of the other merges arising from it. It should be able to decide between two</td>
</tr>
</tbody>
</table>
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possible merge decisions in terms of their overall effect, and then report to the path planner.

**label attempt**

Given a region with given physical properties, this block will decide what it is likely to represent. This block will also attempt to label sets of regions, given appearance and structural information.

**path plan**

This block will provide a merging plan to meet the goal structure, and will offer alternative merge paths to the action path evaluator. Thus, it will interact with the action path evaluator to provide an overall strategy.

**actor**

This block will take the actions recommended by the path evaluator.

A system structured as described above should be able to analyse fairly general scenes; however, it will require sophisticated techniques to construct, and would appear to be beyond the capabilities of the techniques described in the present literature. Useful information should be obtained by prototyping a system with some of the features of this system. To illustrate the intention of this design, we shall describe the functioning of the system when required to find a telephone in a scene. We assume a black dial telephone for argument's sake.

* The goal structure setup KAB will receive the main system goal, and factor it, for argument's sake, into "body", "body cord", "handset", and "handset cord". "Body" will be factored again
into "dial" and "main body"; the other sub-goals will be regarded as primitives. The primitives are described as follows, for simplicity:

<table>
<thead>
<tr>
<th>PRIMITIVE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>body cord</td>
<td>dark, long and thin, small, low reflectance, low texture.</td>
</tr>
<tr>
<td>handset</td>
<td>dark, banana-shaped, medium-sized, medium reflectance, low texture.</td>
</tr>
<tr>
<td>handset cord</td>
<td>dark, long and coiled, small, medium reflectance, medium texture.</td>
</tr>
<tr>
<td>dial</td>
<td>light, round with holes, medium-sized, medium reflectance, low texture.</td>
</tr>
<tr>
<td>main body</td>
<td>dark, square, large, low reflectance, low texture.</td>
</tr>
</tbody>
</table>

- The picture is then segmented, and the control KAB will pass control to the path planner KAB, which will provide a path of the type: find any regions which are primitives in themselves; then generate merges between dark neighbouring regions. Test these merges with the action path evaluate KAB, which will test individual cases with the action evaluate KAB. The intention is to merge towards at least one primitive.
Assuming that a primitive has been found, say the handset cord, the path planner KAB will pass the action path evaluate KAB this information, by informing it that the handset itself is likely to be found as a neighbour, or as a group containing a neighbour, of this primitive. Similar information will be passed for the "main body" primitive. Assume that with this new information, the "main body" primitive is now found.

The path plan KAB now may pass to the action path evaluate block a new strategy, where the likely position of the dial is assumed, and the likely position of the cord is offered. Assume that the body cord is now found: the handset is still lacking.

The control KAB will now pass control to the goal structure setup KAB, which will inspect its world knowledge and inform the path planner KAB, through the control KAB, that the handset may be either on the main body, at the other end of the handset cord, or absent, with likelihoods for each situation.

Finally, the path planner, having had a merge path accepted by the action path evaluate KAB, and with the label attempt KAB not having found the handset using this path, will pass the entire set of regions to the label attempt KAB, as it knows that it need not find a handset. The label attempt KAB will then use knowledge left to it by the goal structure setup block KAB to label the set of regions (which are also primitives: we merge regions in the representation in the process of merging up to the primitive level, and only in a scratchpad form when we attempt to find structures) as a telephone. If this labelling attempt
fails, the process starts again, with a different set of dark regions being tried as a start to the process.

It can be seen that to a large extent the control KAB acts as a scheduler: in fact, in the prototype, the control KAB has been implemented by structuring the way that the KAB's are invoked, rather than by configuring a separate KAB.

The system as described should be able to analyse scenes with considerable generality, if it can be implemented effectively. Certainly, the structure of the system is such that if it is able to analyse a scene, it will be able to analyse at least a class of scenes. There are, however, potential problems with this design.

POTENTIAL PROBLEMS

It must be realised at once that the design described is a pencil and paper design. It is the product of very recent thought, and has not been proven, implemented, or deeply tested, and as such should be expected to have errors in it. A very simple version of this system has been prototyped, but, although it shows promising characteristics, it does not prove the validity of the design. Vision is a complex activity, and this author feels it unlikely that the design presented has solved the problem of scene analysis; it is presented as a new approach, which promises good results. I am confident that the tenets of the paradigm presented are sound, however, and that they are potentially productive.
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The knowledge base is likely to be huge, and it is not easy to see how its growth may be controlled. The knowledge which drives human vision systems is not known, and it may be so deeply-embedded that to discover it at all will require a roundabout approach involving an operator grading the response of the system to scenes. It is not a forgone conclusion that this knowledge can be discovered at all, although it does not appear impossible.

The results of the prototyping exercise are described below, and it will be shown there that hope exists for the production of a general scene-analysis system.

CONCLUSION

A paradigm for the analysis of general scenes has been described, and we have shown the design of a system that will perform this task under this paradigm. Criticisms of the paradigm and of the design have been presented, but it is felt that further development of this system is a worthwhile goal.
THE DESIGN OF THE PROTOTYPE SYSTEM.

The system described above has been prototyped in a very limited form, in an attempt to demonstrate the validity of the paradigm and to show that useful systems may be designed within it. The prototype has been constructed with every simplification possible, to allow its construction; the reader will have gathered from the introduction that many complex issues have been sidestepped. The prototype, although not yet analysing scenes, is showing some promise, and the neighbour code representation has been effectively implemented in it. We will discuss the design of this prototype here, and its implementation and the results that support the validity of the paradigm in a later chapter.

The prototype was intended, not to display the more advanced of the concepts discussed above, nor to test the whole of the structure of the system described above, but to demonstrate the desirability of continuing with work of this type in this field and, more particularly, in this paradigm with the intention of showing the validity of the design described above. As a result, not all the KAB's were implemented, and those that were, were implemented in a limited form. The KAB's implemented were: goal structure setup (called fgoal), action path evaluate, action evaluate, actor and a form of label attempt (gamer). The design of the prototype will be discussed under four headings: the block design of the system, the design of the data structures, the design of the rules, and the algorithms used in the KAB's.
FIG. 7 Block diagram of the prototype system.
THE BLOCK DESIGN OF THE PROTOTYPE SYSTEM.

We have simplified the construction of the system described above by dividing the duties of the KAB's into two clear blocks, whose duties are respectively: find the description of the main system goal in terms of primitives, and find the goal described in the picture. The first block we call fgoal, the second gtmar. We will describe here the duties and the techniques used in these blocks, as well as the two other blocks the system has inherited from its implementation: start, inits, and the loader, mrint.

Refer to figure 7, which shows the block diagram of the prototype system; the implementation has required the introduction of a further block, not shown on the figure, for initialising data structures. Note that we do not have here a situation where each block acts on data, and then passes this data to a further block (hence the form of the block diagram). Instead, the loader, known as mrint (the program name), loads each block as a segment until the block terminates, informing the loader which block is to be used next. Each block must then terminate, having changed the system variable which informs mrint which block should be loaded next (we call this the system block context, or SBC). Thus the operation of the system is as follows:

- To start the system, mrint is invoked. In turn mrint retrieves from disk, without consulting the SBC, the picture representation left there by the representer program, and then loads the inits bloc k (not shown in figure 7), which initialises the system data structures. This block will always terminate "happy", unless there are hardware
errors, and will not affect the SBC. The SBC is then set to start by print.

• Print then retrieves the first KS from disk. Each KS has an SBC field, and if this field does not agree with the current SBC, the KS is discarded, and the next KS retrieved. The SBC at this stage will be "start", and when a KS is found with this value in its SBC field, the start block is invoked, and the KS passed to it. When this block has finished with the KS, it returns control to print. The process continues until the start block changes the SBC, which it will always change to "fgoal".

• The SBC is now "fgoal"; print will continue to invoke KS's, discard them if their SBC field does not agree with the current SBC, and load the appropriate block if it does. After it has been passed a number of KS's, fgoal will terminate. If it has been able to discharge its duties, it will change the SBC to "gterm"; if it hasn't, it will not touch the SBC, but will inform print that it has failed. Print will, in turn, fail.

• If the SBC is now "gterm", gterm will be loaded and will run each time a KS with this SBC field is loaded. When it in turn has discharged its duties, gterm will set the SBC to "finish", and the system will halt.

Thus, each time a KS is retrieved with its SBC field equal to the current SBC, the appropriate block will be loaded, will operate on the KS, and will then terminate, changing the current SBC if appropriate. The next KS is then retrieved.
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It can be seen that this strategy is equivalent to using a number of independent knowledge based systems which intercommunicate. It is, however, slower as, if we use the latter strategy because we require certain operations to be performed before others, we may implement a form of pipelining to increase the system's speed. With this strategy, communication issues are simplified, as all system data are held in common blocks, and are then available to any loaded block. Note that the loader approach is not ideally simple; the original intention was to construct a single program, with blocks implemented as procedures, and the present loader a *case of case block. This was not possible, as it led to code that exceeded the available code space in the computer used. The duties of the blocks will now be described.

The first block invoked by the main system is the *init block, which exists entirely as a result of the implementation of the system. The minicomputer on which the system was implemented has an address range of only 32K words, which means that any program that compiles down to greater than 32k words (program and data) cannot be run. The system was implemented using active data structures, where each data structure is implemented as a procedure with operators defined as parameters; the data structures require initialisation, which was implemented as an operator, defined on the structure. Towards the end of the prototyping phase, the code began to compile down to more than 32K, with the result that the code had to be segmented, so that separate segments of code were loaded into the code space by *rint, and run. It was felt that it would be simpler to collect all the data-structure procedures into a segment whose single duty was to initialise them (the data themselves being kept in common) than to add code that would initialise the structures to the main program.
This segment is *inits*, which is used only to initialise those system data structures that require it.

The second block that arises from the implementation of the system is the start block, which would in fact be a part of the goal structure setup KAB, albeit a minor one. At this stage, the start block is used only to recover the main system goal; it seemed possible that it would be required for other functions, and was thus implemented as a complete knowledge based block, as the infrastructure existed. Thus the only two rules (in this case they are more like rules or language statements than KS's) that exist in start are:

- Always recover the main system goal, and
- always change SBC to $\text{fgoal}.$

It will be seen that, in this case, the order of their execution is important.

We have discussed *inits* above: the duties of this block are simple, being another block that has arisen from the implementation of the system. *Inits* is required to retrieve from disk the representation of the picture, and to set up the system data structures that contain this representation. It then loads *inits* and, when that block has terminated, begins the process of loading KS's. If an SBC field matches the current SBC, it loads the block indicated by the current SBC and waits for it to complete. *Inits* steps through the system in one, and continues to do so until the SBC has changed to "finish this stage, it proceeds to step through..."
the KS's without loading any block, but this is as a result of messy
coding - it could as easily terminate.

We come now to the interesting blocks; we will discuss fgoal first. The
duty of this block is to factor the main system goal into primitives, and
to keep a record of the structure of the main system goal in terms of these
primitives, using the techniques we shall describe below. The primitive
and structural descriptions are kept in system data structures for refe-
rence by gtnsr. The process by which this block is invoked makes its
execution particularly slow, as it is unable to search the knowledge base
actively, but must accept or reject KS's as they are passed to it. This
is unfortunate, but the segment was simply easier to implement in this
fashion.

The second major block, gtnsr, is required to use the primitive de-
scriptions provided by fgoal and to merge regions to form these primi-
tives, by generating and testing merges (hence its name). This block will
then generate groups of regions as candidates for structure, and will test
them against the structural descriptions stored by fgoal. Generate and
test has been used here as a technique, as the path plan/action path
evaluate structure is intended to use a form of that technique, albeit
with greater sophistication than this block. The block contains all the
neighbour code merging infrastructure, as well as the KS evaluation
infrastructure.

By now the reader should understand the high-level design of the proto-
type, and we shall begin to discuss the more solid design issues.
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THE DESIGN OF THE DATA STRUCTURES.

In a system of this kind, it is important that data are correctly employed. The system requires two major categories of data: Simple data are employed within a block while it is running, and will not be needed the next time the block is invoked. System data are required either by more than one block, or by one block on more than one occasion. We will describe only the latter data structures; the former are described where necessary where the blocks are described.

We require the following system data structures:

- a structure to store a composite description of the structure of the main system goal,

- a structure into which sub-goals that have been found may be demoted, and where a record of sets of regions that match them may be kept, and finally,

- structures for the goal block to use as a scratchpad while expanding a goal.

We use the term "system sub-goal" to refer to a name (of either a composite or a primitive) that is a part of the structure of the main system goal, and has not been expanded. We will discuss the latter structures first, as they are important to the discussion of the others.
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There are two structures used by $\text{goal}$ as a scratch pad: the first, the system composite list, is used to keep track of the system sub-goals, and the second, the system primitive list, is used to keep track of the system primitives. The system composite list has been implemented as a forward-linked list; this structure has been used as it is simple to remove an element from a list in a way that does not impede searching. (No inspection of flags, or reshuffling of records, is necessary.) The structure contains the names of all unexpanded names in the factoring of the main system goal. Thus, it contains a list of the objects whose definitions the system still requires, and if a name does not appear in this list, a KS describing an object of that name is not of interest to $\text{goal}$.

The system primitive list contains the description of all primitives which have been encountered in factoring the main system goal, and whose names were part of the system composite list when they were encountered. This list is not in fact a linked list, as it is not searched in this form, but is a simple random access structure.

The structure of the main system goal is stored in the structural list. It is implemented as a forward linked list, each element being a set of three stacks, and a linked list being chosen for the same reasons given for the system primitive list. The elements take the form described because of the structure of the KS's, whose syntax is such that their evaluation is simplified by the use of stacks. Thus, when a structure that has been recorded must be evaluated for a set of regions, the appropriate record from the list is loaded into the evaluating procedure's stacks, and the KS may be evaluated.

The need for a structure into which sub-goals that have been found may be denoted, and where a record of sets of regions that match them may be
kept will become apparent when the algorithms by which the blocks operate are described; we will call it the structural primitive list. It is a simple array of records, with a "next record" pointer being maintained, as records are not deleted, and garbage collection overheads will not become apparent. Each record contains a field in which the name of the new primitive (that is, either a true primitive, or a composite to which a match has been obtained) is stored, and a field in which the numbers of the regions which match this new primitive's description, are stored.

The system data structures are important to the functioning of the block algorithms. We have described these structures, and will describe the algorithms when we have discussed another subject important to understanding the algorithms, the syntax of the KS's.

THE SYNTAX AND STRUCTURE OF THE KNOWLEDGE SOURCES.

It is trite that a restrictive and carefully-chosen syntax will in general lead to a language which is simple to implement. The knowledge sources can be thought of as forming a simple language, by which the appearance of objects in pictures may be described, so we have used the above principle in their design to simplify the use of the KS's. Their syntax has been designed with simplicity of implementation being the prime consideration.

A KS contains four fields: a number field, an SBC field, a condition field, and an action field, in that order. We have used the
"condition-action" terminology here for simplicity, and are aware of its inconsistency with the dislike of the rules terminology expressed above. The use of the S Soc field has been explained above: the number field is used to make the system error messages more meaningful, so that the user knows in which KS the system has failed. The uses of the condition and action fields will be explained below.

The condition field.

The condition field consists of a set of conditions linked by logical operators, forming a logical expression, which implies the action field. In general, if the condition field is true, then, depending on in which block the rule is defined, either the object named in the action field has been found, or the action named in the action field should be taken.

The common expert system practice (For example, in the MYCIN system described by Buchanan and Shortliffe (1984) is to provide only the logical operator AND in the KS language. Thus, if we wish to express that it will rain tomorrow if it is raining today, or if it is overcast today and the barometer is falling (I do not vouch for this KS), we would be obliged to use two rules, and say:

* IF it is raining today, THEN it will rain tomorrow.

* IF it is overcast today, AND the barometer is dropping, THEN it will rain tomorrow.
The OR operator is then achieved because either one, or both, of the KS's may fire. We have not used this technique because of the opacity it lends the rule base (It is not easy to see at a glance just what segment of the rule base relates to what conclusion.), and because provision of a full set of operators is not simple in the rule structure used.

We have provided as logical operators AND, OR, and NOT. AND and OR are entitled to only two operands, and NOT may have only one. The operands may be expressions, or simple conditions. The operators are expressed in post-fix notation, because it is extremely simple to construct an interpreter for this notation, oriented as it is toward a stack structure. Nesting is allowed to a depth of 20, the limit being imposed for practical reasons only.

We have mentioned above the important simplification that has been used in the construction of the condition list syntax: We do not allow a condition to be defined by the condition list of one KS (i.e. by appearing in its action field) and then to be used by another KS as a condition, if the block that uses the KS's attempts to evaluate them immediately rather than storing them for structural information. This is equivalent to forbidding the use of KS's which require backward chaining for their evaluation, if the block in which they appear evaluates KS's immediately, and is a simplification because when we evaluate KS's, we must define variables for condition evaluation. If we then wish to chain through the knowledge base, we must carry these variables. We will thus incur a considerable overhead to no good purpose, as, if a condition may be defined in the fashion we are forbidding, either it must be capable of being resolved into an expression, or, if it cannot be resolved, it is meaningless anyhow. Thus we gain a typing overhead in entering KS's by losing
a large coding overhead. An implementation in a language that allows recursion will not incur this overhead, as far as I can see.

The situation is very different when the block using the rules uses them to record structure: in this case, the rules are being loaded into data structures for future reference, and when they are being evaluated, they will be evaluated in a forward-chaining fashion, the system having already decided what conditions are primitive, so the problem of recording variables is not as severe. At the same time, in this case it is essential to allow backward references, and the overhead incurred is more acceptable.

Thus, for example, the system of KS's shown below is illegal (I do not vouch for these KS's either):

- IF it is overcast AND the gardener's joints are aching, THEN it is likely to rain.

- IF it is likely to rain AND the barometer falls, THEN it is raining.

But we may easily resolve the above system into:

- IF it is overcast, AND the gardener's joints are aching

AND the barometer falls, THEN it is raining.

Conditions may have up to seven operands (a result of the implementation; we have not required in practice more than three), none of which may i-
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self be a condition. This results in a simplification of the code. We have not implemented variable-length parameter lists for the conditions, again for the sake of simplicity. New conditions are easily defined.

The action field.

The action field typically contains either the name of an action (with parameters), that must be performed, or the name of an object that is being described by the KS, with a parameter to say whether the object is composite or primitive. Multiple action names are not allowed (for implementation simplicity), and multiple object names would be meaningless.

Examples of rule use.

To this point it has been implied that the same structure has been used to describe objects and to imply actions; this faculty is achieved by a slightly different interpretation of the stacks generated by the KS. Thus (noting that condition and action fields are separated by a “*”, and that a condition parameter list is enclosed in diamond brackets, to simplify parsing the KS):

```
(((ON<LEG1,BODY> ON<LEG2,BODY>)A ON<LEG3,BODY>)A ON<LEG4,BODY>)A
ON<BODY,HEAD>)A NEXT<HEAD,TRUNK>)A*ELEFNT<COMP>
```
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will express a description of an elephant; the name is spelled elenf
because, again as a result of the implementation, names are required to
have no more than six letters.

The KS may be described as saying: an object, with a single body supported
by four distinct legs, and with a head on that body, and a trunk attached
to the head, is an elephant. It says as well that an elephant is a com-
posite: that is, the parts in terms of which the elephant is described
must themselves be factorized into primitives, which are described in terms
of picture properties. Notice that the numerical tags appended to the
names of the elephant parts describe these parts as being distinct. The
elephant must by this description have four legs. The tags are stripped
before the knowledge base is searched for the part's description, as it
is not appealing to have to enter KS's describing leg1,leg2,leg3, and so
on.

KS's that describe primitives, describe them in terms of picture level
properties. Thus, a rock would be described as follows:

```
((((SHAPE<DX> SIZE<DX>)A REFLEC<MEDIUM>)A TEXTUR<MEDIUM>)A
  CONCAV<HIGH>)A<ROCK<PRIM>
```

This says that a rock has an unknown shape and size, a high concavity (We
use this term to mean a ragged outline,) and a medium texture and
reflectance, and that it is a primitive. It is accepted that there are
likely to be problems with the information given to represent the primit-
itive, but at the present state of implementation it is sufficient, and
it is open to expansion.
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The following KS expresses an action:

\[ (((\text{ROCK}<R1,\text{VERY}>) \text{ROCK}<\text{CENTRE},Q++>)A (\text{ROCK}<R1,\text{VERY}>) \text{BACK}<\text{CENTRE},Q++)A)O(\text{ROCK}<R1,\text{VERY}>) \text{ROCK}<\text{CENTRE},Q>)O \text{NNNN}<\text{CENTRE},Q++>)A=\text{MERGE}<\text{CENTRE},R1> \]

This rule says that if the first region in a given region's neighbour code belongs strongly to the rock class, and the given region itself belongs to the rock class to a degree of quite or greater, or if the given region's first neighbour belongs strongly to the rock class, and the region itself belongs to the background class to a degree of quite or greater, or the given region's first neighbour belongs strongly to the rock class, and the given region belongs to the rock class to a degree of don't know, and the given region has only one neighbour, then that region and its neighbour should be merged. This is the same as saying that one may not have rocks with holes in them.

An alert reader will have noticed that as the neighbour code is cyclic, it is meaningless to refer to the first region in it. What R1 in fact refers to is all possible first regions in the code; thus, by referring to R1 and R3, we may refer to any two regions in the code offset by one region. We will discuss this point in greater depth below.

It is obvious that the KS format is extremely opaque; the system has not in any way been designed for an unskilled operator. It is of course possible to attach a natural language interface to the present simple rule editor, but this was felt to be far beyond the scope of this prototype.
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We have discussed the system block diagram, the system data structures, and the syntax and structure of the KS's: we will now discuss the algorithms used by the blocks.

THE ALGORITHMS USED WITHIN THE BLOCKS.

The algorithms used by the blocks fgoal and gtimer to discharge their duties will not be presented formally, but will be described in detail. They are essentially fairly simple, but a formal presentation would involve a mass of unimportant detail, and would cloud the issue. We will describe how the system evaluates a KS, how it factors the main system goal and stores its structural description, how it generates and tests merges, and how it forward chains to the main system goal. The last algorithm has not yet been implemented, and as such is not definitely free of problems. The blocks based on the other algorithms work, but this does not guarantee the correctness of the algorithms.

These algorithms are not truly fail-safe, but errors encountered by the implemented code are trapped and reported; we will describe the error-handling facilities when we describe the implementation of the prototype.
How the prototype evaluates a KS.

We have discussed above the syntax and structure of the KS's and have said how they have been oriented to simplify evaluation of the KS. We will show here just how they simplify this process, and how the stack-oriented structure of the KS's simplifies their implementation.

The process of KS evaluation boils down to four steps:

- The KS's must be decomposed into their stack representation.
- The condition operands for each condition must be fixed.
- The conditions themselves must be evaluated.
- Finally, all the values of the conditions must be combined to form the value of the KS.

Decomposing KS's: This process is implemented by a simple state machine. The KS is read from back to front (this leads to the stacks being in a more convenient order, and the names are easily reversed) and if an operator ("(" or ",")", "A", "O" or "N") is encountered, it is pushed into the operator stack. The start of a condition field will be indicated by ">" (remember we are reading the KS backwards, and notice now the reason for using diamond brackets for delimiting condition parameter lists). After this we expect up to six letters, followed by a "," or a "<": these letters form the name of the last of the condition operands, which is reversed and pushed into the condition operand stack. If the delimiter
encountered is a ",", then we continue to find and push condition operands until we encounter a "c". We do not store the diamond brackets or the commas, nor do we delimit the operands in the stack as belonging to separate conditions. Note that the limit of seven condition operands is not imposed at this point. A KS exceeding this limit, or a condition containing more or fewer operands than are defined for it, will cause an error based on the disarray of the condition operand stack, as there will be more, or fewer operands than required in the stack. As the system enforces typing on its operands, the error should be reported when a condition receives an operand not intended for it.

When a "<" has been encountered, the following characters, to a maximum of six, form the condition name, which is reversed and then pushed onto the condition stack. The process continues until the entire KS condition field has been decomposed. We catch unmatched parentheses ("(" or ")", not "<" nor ">", which are used only to delimit the condition parameter area) by setting a counter to zero, incrementing it each time a left parenthesis is encountered, and decrementing it for a right parenthesis. If when the condition field has been fully decomposed the counter is not again zero, we have an error.

Evaluating the conditions.: The next process is that of evaluating all the conditions, while retaining their order in the stack. We do this by popping each condition from the condition stack until the stack returns a "fail" status, indicating that is empty (there must be at least one condition), evaluating each condition as it is popped, and then enqueuing the values so that the order is retained.
When a condition is popped from the condition stack, the appropriate condition evaluation procedure is invoked, which then pops the number of condition operands fixed for that procedure from the condition operand stack. These operands must then be fixed: the process is described below.

Once the condition operands have been popped and fixed, the condition must be evaluated. This is a process that rather depends on how the condition is defined, but we will remark that when a condition fixes an operand and receives a vector, it will then use any scalar operand as a vector, by simply filling a vector of the given length with the scalar value, and return a vector result (which will contain as its n'th element the result of the condition operating on the operands in the n'th place of the operand vectors). The result returned by a condition be in the range 0 - 1 (totally false to totally true, respectively).

As the conditions return their results, the results are enqueued, ready for the KS evaluator, which uses only them and the contents of the operator stack to evaluate the KS.

Fixing condition operands:. To fix an operand, we associate with it a value and a type. As true variables are not used here, it is a question, not merely of 'finding the appropriate part of a variable space and retrieving a value, but of determining the type of the operand, and either associating with it the fixed value associated with that name in that type, or retrieving the region number, set of regions or number associated with it. We have four types at present: qualifiers, region numbers, numbers, and system primitives.
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A qualifier is a member of the set VERY, QUITEN, BK, QUITEN, VERYN, Q+, QN-, and is associated with a constant value or range of values, depending on what tier it is. This value is then compared to a value within the condition, for the condition to return a one (totally true) or a zero (totally false) value.

A region number is defined either as CENTRE, which recovers the region with which the system is dealing at the time it is encountered, or an integer with an "R" preceding the first digit, which will recover either the entire code, starting with the region occupying the place in the code referred to by the number, or a flag that will force the condition to evaluate as zero (totally false), if the number is greater than the length of the code. As the code starts with an arbitrary neighbour, it is meaningless to refer to the first region in the code, but as the system does not thereafter rotate the code, we can, using this scheme, refer for example to all pairs of neighbours separated by at least two other neighbours, which we would express as R1 and R4. This leads to the point that conditions often return vector, rather than scalar values, as they

\[ \text{QUITEN} \Rightarrow \text{quite not} \]
\[ \text{VERYN} \Rightarrow \text{very not} \]
\[ \text{BK} \Rightarrow \text{don't know} \]
\[ \text{Q+} \Rightarrow \text{quite or more} \]
\[ \text{QN-} \Rightarrow \text{quite not or less} \]
are evaluated for a set of regions from the neighbour code. At this stage, the vectors will always have the same length, as we are do not yet allow more than one region's neighbour code to be referred to in a KS: the scalars are then expanded to a vector with this length, and the whole KS evaluated for conditions which are vectors. The KS evaluator will return either the vector value of the KS, or the maximum scalar value, depending on how it is invoked.

The number type consists of integers without prefixes, which are evaluated as the integer given; these operands allow the inspection of, for example, the number of neighbours a given region has.

It must be seen that a system primitive is in no way the same as an absolute primitive (for which we have used the word primitive), as an absolute primitive is defined by the rule base, and a system primitive may be either an absolute primitive, or a composite for which a match has been found. A system primitive operand refers to the set of matches that have been found for the system primitive named as the operand. As the proposed algorithm for chaining forward to achieve the main system goal has not been implemented, and hence no condition requires system primitive operands, the details of their use have not been fully tested. The intention is, however, as follows:

System primitive operands will refer to sets of regions, and the conditions using these operands will have to be handled as such. Thus the condition will have to be evaluated for all available alternatives for the operands specified. It was intended to implement this for the prototype simply by setting up a structure which would hold the current
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candidates for all system primitives referred to within a KS, loading that
KS from the system structure list, and evaluating the KS. This process
would be performed for each legal set of current candidates.

Evaluating the rule.: The rule evaluator uses a technique that is vested
in our insistence on post-fix notation and a defined number of operands
for each logical operator. We will discuss this in terms of scalars only,
although the technique extends very simply to vectors, merely by per-
forming operations on the vectors element-by-element, and storing and
retrieving them as vectors. (Elements in vectors will not have to be
stored in different parts of the temporary data structure used: that is,
storage and retrieval need not be performed element-by-element.) We will
first discuss the operations used.

When the truth value is defined as a member of a range of numbers, rather
than as one of two, we must define functions on it to represent the log-
ical operators. As we have accepted Dubois and Prade’s system ( ), we
must accept their functions. Thus, given two propositions, T and R, we
define:
The truth value of \((T \lor R)\)OR as:
\[(T \lor R)\text{TRUTHVALUE} = \max((T)\text{TRUTHVALUE}, (R)\text{TRUTHVALUE})\]

The truth value of \((T \land R)\)AND as:
\[(T \land R)\text{TRUTHVALUE} = \min((T)\text{TRUTHVALUE}, (R)\text{TRUTHVALUE})\]

The truth value of \((T)\text{NOT}\) as:
\[(T)\text{NOT}\text{TRUTHVALUE} = 1 - (T)\text{TRUTHVALUE}\]

And for any proposition \(S\),
\[0 \leq (S)\text{TRUTHVALUE} \leq 1\]

using post-fix notation for typesetting simplicity. (For further information, and a justification of these functions, see the reference.)

The algorithm used to evaluate the KS is then quite simple, and relies on the stack order, and on careful use of a temporary data structure. The data structure is a two-dimensional array, which is two elements wide, and whose depth defines the limit to which unmatched left parentheses may be encountered in the process of evaluation. (That is, if we encounter 20 left parentheses during our evaluation before we see a right parenthesis, the structure must be 20 deep). The evaluation proceeds as follows:
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• The temporary data structure (called temp) is initialized to all dummy values, and the bracket counter is set to zero. The first occupant of the operator stack is now popped.

• If the operator stack is empty, there can be only one condition, and the value of the condition at the head of the queue is the value of the rule.

• If a "(" is popped, the bracket counter increments, and the next operator is popped.

• If following a "(" a ")" is popped, and then an operator token (either "A", "0" or "N"), we know that we may dequeue either one (for "N") or two (for "A" or "0") values, and combine them according to the operator popped. The resultant value is then stored.

• To store a value, we inspect the first location in temp at the current bracket depth; if this contains a non-dummy value, we inspect the second. If neither contains a dummy value, something has gone wrong, and the technique fails. If the first contains a dummy, we store our value in it; if it doesn't, and the second does, we store our value in the second.

• If instead of popping the sequenc "(" ")", "<operator>"", we pop only "")" "<operator>"", implying that at least one operator has been evaluated, we must inspect temp for operands. If the first location at the current bracket depth plus one, contains a dummy value, we fail. If this location contains a real value, but the
second location at this depth contains a dummy value, we use the value in the first location and a single dequeued value (if we need a second value) as the operands, and evaluate the operator and store the result in the fashion described above. If the second location also contains a real value, the two values in temp are used as operands for the operator (if the operator is a two-operand operator: if it is a one-operand operator, we must fail) and the results are stored as described.

We continue this process until the operator stack is empty, or until the algorithm fails as a result of an anomalous temp or insufficient queued operands, both of which conditions are caused by KS syntax errors. We will then find the value of the KS in the first location in temp at bracket level zero.

Although the algorithm sounds complex, figure 8 will indicate how simple it really is. Its success is based on the structure of the KS's, which was carefully designed for an algorithm of this type. As long as the KS syntax is correct, the algorithm works.

We have described in detail how the system evaluates a KS; we will now discuss how the system factors a goal.
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We have now seen (A). Thus, we dequeue two operands and form V1.V2, which goes into the first place in temp at level 3.

FIGURE 8: To Illustrate Evaluating a KS, Part 1
Step 8: pop A

We have seen (A), and are as before entitled to dequeue two operands, and form V3.V4, which goes into the second location at level 3 in temp.

We now have:

<table>
<thead>
<tr>
<th>Operator stack</th>
<th>Temp</th>
</tr>
</thead>
<tbody>
<tr>
<td>()</td>
<td>D</td>
</tr>
<tr>
<td>0</td>
<td>D</td>
</tr>
<tr>
<td>)</td>
<td>V1.V2 V3.V4</td>
</tr>
<tr>
<td>A</td>
<td>D</td>
</tr>
</tbody>
</table>

We now have:

<table>
<thead>
<tr>
<th>Operator stack</th>
<th>Temp</th>
</tr>
</thead>
<tbody>
<tr>
<td>()</td>
<td>D</td>
</tr>
<tr>
<td>N</td>
<td>V1.V2+V3.V4</td>
</tr>
</tbody>
</table>

Step 10: pop 0

We have popped (C), and must inspect temp at a level one deeper than the bracket depth to find out what should be done about operands. We find both locations occupied, and hence must use their occupants. We form V1.V2+V3.V4, and store it in the first location in temp at the bracket depth.

We now have:

<table>
<thead>
<tr>
<th>Operator stack</th>
<th>Temp</th>
</tr>
</thead>
<tbody>
<tr>
<td>()</td>
<td>D</td>
</tr>
<tr>
<td>N</td>
<td>V1.V2+V3.V4</td>
</tr>
</tbody>
</table>

Step 11: pop N

And again, we must inspect temp for operands. There is one, and we require only one, so we form V1.V2+V3.V4, and place it in the first location at the bracket depth.

Step 13: The operator stack is empty, so we inspect temp, and find our result where we expected it. Br is again 1, so we may terminate "happy".

FIGURE 8: To Illustrate Evaluating a KS. Part 2
How the prototype factors a goal.

The prototype uses some techniques popular in the current Artificial Intelligence literature: this block, for example, uses a technique known as backward chaining, which really deserves description only because the language in which the prototype was implemented does not allow recursion, and some ingenuity was required to get the prototype to chain backward. We will briefly describe the algorithm that the system uses.

When we require the system to factor a goal, we are requiring it to record all KS's necessary to describe the goal completely in terms only of primitives and conditions on primitives. Thus, any reference to an object must be able to be resolved into a set of relationships defined on primitives; the relationships and the descriptions of the primitives must have been stored. Only KS's describing the structures of composites are stored in anything like their original form: KS's describing primitives are decomposed, and the descriptions are stored in the primitive list, and later in the system primitive list.

Achieving this is relatively simple. We do it as follows:

- The system composite list is initialised with the main system goal as its only member.
- When fgoal is invoked, the action field of the KS that has been passed to it, is inspected. If the name that appears there, does not appear in the system composite list, then the KS is ignored, and fgoal terminates.
If the name does, however, appear in the system composite list, the parameter of the name is examined; if the KS describes a primitive, it is inspected and the description is stored in the primitive list. If it describes a composite, the rule is decomposed, and the members of the condition operand stack are entered in the system composite list, if they do not already appear there. (Objects may appear in composite descriptions only as the operands of relationships, which explains why the condition operand stack is searched.) The condition operand stack is searched, but its members are not popped; this is so that at this stage, all three stacks generated by the KS may be entered into the system structure list as a record under the name of the object. Whether the object described is a primitive or a composite, its name is now removed from the system composite list.

This process continues until the system composite list is empty, when the goal has been fully factored.

Although no checks have been implemented in the prototype, it is easy enough to see that if the entire knowledge base for the block fgoal has been consulted, and the system composite list is unchanged, the goal cannot be factored. This would be caused either by a spelling error, or by an insufficient knowledge base.

This algorithm hardly requires further comment; we will not discuss it further, and will move to a discussion of how the system generates and tests merges.

THE DESIGN OF THE PROTOTYPE SYSTEM.
How the system generates and tests merges.

The "generate and test" technique is also well known in the Artificial Intelligence literature, and we have used a very much simplified version by limiting the scope of both merge generation and merge testing. Merges are generated only up to the primitive level; after that, the merges result from forward chaining through the structural description.

The "merge generate" duties lie solely with the knowledge base: KS's inform the guessed block which regions should be tested with a view to merging. The process implemented in the present system is extremely simple, and goes as follows:

• The block evaluates KS's and records those candidates recommended for merging by KS's which evaluate to greater than 0.75 true (this figure is purely arbitrary) and continues to do so until it has evaluated all KS's relevant to it for all regions in the picture. This is unwieldy, granted, but the system is a prototype.

• When the evaluator is satisfied, all merge candidates are recovered, and the values that would result for texture, average grey level and centre of gravity for the candidate region, are found. (These parameters are not claimed to be the best for testing a merge.)

At this stage, we test only that the new average grey level and texture are the same as those of the merge candidates, but it
is intended that the primitive list be consulted to allow more sophisticated, goal-directed merging. If the results are satisfactory, the candidates remain in the merge list.

The merge list is then passed to the neighbour-code merging section, and the picture representation is updated accordingly.

Although this segment of the prototype is still extremely primitive, it is a segment that will allow great expansion as it is here that the use of active knowledge could be seen to be productive. The intention would be to add to the generate stage’s list of candidate regions those regions that structure indicates may well be merged to form a missing primitive. The test stage would be instructed to be lenient in its testing of these candidates, and should also pass out information indicating how “good” a merge is performed under these conditions.

The suggestions described above would lend great power to the system, but are far too sophisticated to have been implemented in the present prototype. We will discuss next how the prototype finds a goal in a picture.

---

Active knowledge was mentioned in the introduction as a concept introduced as far as I can see, by Freud in his 1976 thesis. The idea is that if one has found part of an object, one has a good idea of where to look for the rest of it.
Finding the goal.

The first point to note here is that this section of the prototype has not yet been implemented; thus, the algorithm described has neither been tested, nor deeply examined, and potential implementation difficulties have not yet become apparent.

The process that would have been used is another one familiar in the Artificial Intelligence literature, that of forward chaining. This would have been directed toward finding the main system goal, given the location of the primitives. For the process to start, matches must already have been found for all members of the system primitive list. We intend the process to follow these steps:

- The structural primitive list has been initialised with the names of the absolute primitives; it now contains (because these primitives have been matched), against each name a list of the region numbers which match that primitive. The goal finder must now find in the system structure list a description of an object.

This was as a result of problems with time, and the fact that the technique of running blocks as segments to fit them into the 32K space allowed, was failing: the segments themselves were getting too big. Any implementation of the algorithm described would have ended up in the gtmnr segment, which simply had no space left, and a major re-arrangement of the prototype's structure would have been necessary.
which is described only in terms of relationships between members of the structural primitive list. If such a description cannot be found, the goal cannot be found, and the system fails.

- A data structure is set up, which contains an ordering of the system primitives required for the object to be found, recalling that LEG1 and LEG2, for example, refer to distinct legs, and must therefore be matched to distinct regions.

- The rule is evaluated for this ordering; if it is successful, the name of the object is demoted to the structural primitive list, if it is not there already, and the matching set is entered against it. If it is unsuccessful, nothing is done.

- A new ordering of the primitives is now tried, and the process continues either until the system fails as a result of being unable to find a KS which is in terms only of members of the system primitive list, or until the structure list is empty, in which case the system has found the goal.

It can be seen that this is a simple technique, and that it is in a fairly primitive form, but that it will allow of expansion, and could well become powerful.

The first necessity for the technique to become truly powerful would be the performing of some form of sensitivity analysis on the KS, to determine which primitives were absolutely necessary for the KS to evaluate as true. At this stage, not being able to match all absolute primitives is fatal; with a more sophisticated system, the concept of active know-
ledge may be employed to allow more lenient classification of regions that appear in the right place for primitives, but have not been so classified. Thus, for a powerful system, we need some form of two-way information flow between geter and this segment, allowing each block to reconsider its decisions in the light of new evidence uncovered by the other block. This freer flow of information will require a great deal of work to implement, but should generate a system of enormous power and considerable potential.

CONCLUSION.

In the above discussions, we have shown the design of a prototype system intended to show the feasibility and desirability of building the system described in the chapter on the new paradigm. Many of these design decisions were taken during the building of the system, although the major structure of the design had been sketched out beforehand. As it is, the design has produced a system which works to the extent of stimulating curiosity, and in my view, one which has raised more questions than it has answered. Some of the more interesting ones are noted below:

• How can inexact knowledge be handled in a system of this kind?

• How can active knowledge be deployed really effectively?

• We have described forward chaining to the goal. Can this be made to work well with an information interchange between this block, and the generate and test merge block?

THE DESIGN OF THE PROTOTYPE SYSTEM.
• Just what level of explicit knowledge is necessary in this system? Do we need to define different "knowledge languages" with different capacities for different blocks, to any greater extent than we have done already?

• Will a large set of merging KS's manage all classes of pictures, or must sets of merge KS's which are potentially contradictory, be associated with different classes of pictures?

• Whatever the answer to the previous question, how can these KS's be discovered?

These are among the major issues raised by the design, and provide ground for extensive research.
THE IMPLEMENTATION OF THE PROTOTYPE.

As we have briefly mentioned the segmentation of the code, the language of implementation and the system on which the system was implemented, we will not discuss these issues again. We will discuss the way in which the prototype was implemented in terms of the data structures, the error handling, the techniques used to code the system, and the code generated.

THE DATA STRUCTURES.

As we have stated above, the system data structures were coded as procedures, with the data in the original implementation being local to the procedure; operators and data were then passed in and out of the structures as parameters for these procedures. We have said above that two categories of data are recognised: system data, which are required either by more than one KAB, or by one KAB on more than one occasion, and simple data, which exist local to a block.

System data had to be placed in a common block declared in the loader, as well as in the block, as the HP-1000 when it loaded a segment, overwrote the previous segment's local data space, which was not restored when the previous segment was reloaded; only data common with the loader were safe. This situation is not ideal from a software engineering point-of-view, and led to an amount of debugging that would otherwise have
been unnecessary, caused by errors such as misspelt common block names, and inappropriate access to structures. The compiler used stored common blocks contiguously, with no run-time bound checking on accesses to subscripted variables. This created an appalling overhead in debugging: about 75% of the errors found, would have been found and rejected by a language that checked bounds on subscripted variables at run time.

Simple data did not in general present such problems. These data (for example the stacks generated by a rule when it was being evaluated) were more tractable, largely as no modifications had to be made to procedures using simple data, when the code had to be segmented.

Data structures were coded to return, depending on the data structure, parameters other than the data requested. In appendix I, where the subroutines that comprise the system are individually described, we have documented the meaning of returned parameters.

ERROR HANDLING.

The error handling provided in the implementation is simple, but it has proved effective at this level of implementation. Each routine is required to return a parameter which indicates whether it has been successful or whether it has failed; in general, if a routine fails, the system must fail, although there are exceptions.

THE IMPLEMENTATION OF THE PROTOTYPE.
When a routine detects a condition as a result of which it will fail, it will write a message to the output device describing the failure and its source (the number of the current KS). It will then set its status parameter to zero, and will terminate, by going to the statement numbered "70" (70 was chosen for no particular reason). Hence, in any routine, "goto 70" means that that routine should fail and terminate. A routine that calls a routine that then fails, will itself fail, unless the error is one of the small class of non-fatal errors that will be described. Thus, the failure of any one routine causes a chain of failures, until the loader itself fails. In most cases, errors will be reported along the chain, and one error may generate a chain of error messages.

Non-fatal errors are:

- An attempt to pop from an empty condition stack, if at least one condition has already been popped (this means that we have evaluated all our conditions, and must move to the next phase of evaluating the KS).

- An attempt to access information about the n'th region of a region's neighbour code, when that region has fewer than n neighbours (this will return a status value that forces the condition value to zero).

These error-handling techniques have so far proved adequate to the needs of debugging the present simple knowledge base.

THE IMPLEMENTATION OF THE PROTOTYPE.
CODING TECHNIQUES USED FOR BUILDING THE PROTOTYPE SYSTEM.

The system was built on sound software engineering principles. Data structures were "hidden" from higher-level procedures, by using the approach described. The code itself was structured, although in some procedures the structure is messy, largely as a result of the practice of putting "fixes" in, without performing any revisions to regain structural elegance. All routines are required to indicate whether they have failed or succeeded and, although one may argue that it is possible for a routine to be unable, by virtue of its failing, to report that it has failed, the technique works well enough in practice.

The language used was standard FORTRAN 77 with two exceptions. We have used:

- An option provided by Hewlett-Packard that allows one to force the compiler to demand explicit typing on all variables, which to a very large extent simplifies debugging.

- A routine specific to the HP-1000 was used which recovers a parameter list which is given when the program is run. This meant that the output device could be specified at runtime, by passing to the program, in the invocation, the number of the device to which the output should be directed.

The DO WHILE statement, although standard to FORTRAN 77, was not used; the structure shown below was used instead, largely as I did not realise until too late, that FORTRAN 77 provided this statement.
Logical variables were not used, as a result of a compiler bug that made their behaviour unpredictable. Instead, all variables which were intended to be of the logical type were declared as INTEGER*2 (as opposed to INTEGER; this associates with the class of variables a unique type, making changes to their declaration simple) and then assigned either zero (false) or one (true) as necessary.

The coding techniques used were fairly standard; the code that was generated is more interesting.

THE CODE.

The prototype system was coded as a large set of subroutines, which are individually described in appendix I. This technique allowed segmentation to be implemented easily when it was required, and led to a system from which simpler subsystems could be cloned.

THE IMPLEMENTATION OF THE PROTOTYPE.
Using these techniques, some 4300 lines were written, to implement the prototype described above, with the exception of the section of getmer that chains forward through the system structure list to find the main system goal. This code is presented, in its segmented form, in appendix III, with compiler reports and the load map. It can be seen when certain subroutines are inspected ("strlist", the system structure list, for example), that there are sections of code that are not used by the system as it is at present. These are for the use of the section that was not implemented.

The algorithms used are described in "The Design of the Prototype System" and the neighbour-code merging techniques in "Neighbour Codes". The code implements these algorithms correctly, as far as I can see. The prototype has been tested such that the present version has produced no errors when required to deal with ES's of different types in different blocks. Testing does not allow one to certify a system error-free, but all errors encountered have been dealt with, and I have seen no errors from the present version in a number of tests.

CONCLUSION.

The implementation of the prototype has been described. We have discussed the issues and techniques involved, rather than the details of the code. The system, it is claimed, works, and results will be given and discussed in the following chapter.

THE IMPLEMENTATION OF THE PROTOTYPE.
In this chapter, results obtained from work in this paradigm will be described. We will attempt to show that they encourage the undertaking of further work in this paradigm. The results are of two types: those obtained within the paradigm, but not as a result of the use of the system described above, and the results obtained by prototyping this system. The former are more directly encouraging.

RESULTS OBTAINED WITHIN THE PARADIGM.

We have discussed above the work on the particle-size distribution analyzer. It is not immediately obvious that this is within the scope of the paradigm offered, but it can be seen that the picture is being handled in terms of regions, and that the process is knowledge-guided, although the knowledge used is not explicit. This work has generated some promising results.

The photographs provided as figure 11 show the quality of picture taken on Deilkrail gold mine, while data were being collected for this project. These pictures are hardly comprehensible, but show gold ore on a conveyor belt. The ore is being conveyed to a mill, and has not been crushed. The problem posed by the large quantity of adsorbed fine particles can be seen to be considerable.
It can also be seen that the prototype of the particle-size distribution analyzer (PSDA) handles the problem fairly well, as it has segmented the picture, despite its quality, into regions and has merged those regions sensibly. The PSDA has been seen to handle many such pictures; the techniques it uses are closely linked to the ideas described above, with the exception that they are in general more deeply embedded in the structure of the system. Thus, the PSDA finds the particles in the picture by:

1. Segmenting the picture into regions.

2. Merging these regions according to the rules devised.

3. Going over the merged picture to undo those merges which have led to regions of a suspect shape. (e.g. hourglass-shaped regions are not encouraged)

This technique is redolent of the ideas that motivate the paradigm presented, of a knowledge-guided process, and of active knowledge. These ideas have been basic to the work done both by this author and by Berger, who has obtained these recent results with the PSDA. The point here is that these ideas can lead to useful working systems.

The PSDA was developed using regions as the feature first extracted, after it became apparent that they would be the simplest feature to work with. (The process described above would be far more cumbersome if edges were to be extracted.) Thus, this work can be claimed to be within the paradigm proposed on this count as well, and its present apparent success can be used to strengthen the justification for the paradigm.

RESULTS.
FIG 9: The above photographs show the results of the PSDA work.
The top photograph is of the picture taken on the mine; the bottom one shows
the segmentation arrived at by the PSDA.
RESULTS OBTAINED BY PROTOTYPING THE SYSTEM.

I cannot claim yet that the prototype is analysing scenes; it factors in, and generates, tests, confirms and implements merges between regions, but the latter activity is not yet guided toward the primitives required, or toward finding an object in the picture. We will show here out... from the system as it expands a goal, and merges regions, although the merging is not goal-directed.

Refer to figure 10, which shows the knowledge base on which the system operates in this example. It consists of 12 KS's, the 12'th of which is not used, as the KAB finish has not been implemented, with the result that the system will cycle endlessly through the rule base, when its tasks have been performed, as opposed to terminating cleanly. The KS's will be interpreted below.

There are only two KS's with "start" in their SBC field, and their meaning has been given above, as the KS's used in the start block do not vary. The KS's with fgoals in their SBC field form the description of an elephant, although an arbitrary one. The elephant has been described as having four legs, two eyes, two ears, and a trunk, with no spatial re-

Notice a potential source of confusion here. The tags in the SBC fields for fgoal and gterm are fgoals and gterms, for entirely historical reasons, and changing them would have involved unnecessary complexities.

RESULTS.
relationship specified between these primitives. The description may be trivial, and inaccurate, but it is sufficient to illustrate the process.

We have described a leg as consisting of a thigh on top of a knee on top of a shin, and "eye", "ear", "trunk", "thigh", "shin" and "knee" are all primitives, whose description although open to argument, is sufficiently comprehensible in the KS language to need no further discussion. There is only one rule with gtmarg in its SBC field, which expresses the intention that regions with neighbours with the same grey-level, should be merged to them.

At this stage of our demonstration, we must compose a picture and render it into the representation for the system to use, as we are not yet using the software described to Berger in the text above, for computing neighbour codes, because it is easier to compose a picture to the system's liking than to take one. The picture we have used is shown with the representation it generates in figure 11. The output of the system for this picture, -given this knowledge base, is shown in figure 12. We have annotated the output as being more useful in that form, than if it were described.

What is worth noting is:

- The system has factored the goal successfully, and has a full description of it in terms both of primitives and of structure.
- The system has generated, tested, confirmed and implemented merges between regions, and the results of these merges are correctly reflected in the representation.

RESULTS.
Thus the prototype is doing what we have claimed it can do. What is not perhaps clear is why this is important.

It is important because it is a clear indication that a prototype of this nature can be successfully built, and can be expected to work with simple pictures. It is most unfortunate that the problems that prevented the implementation of the block that would have merged forward to the main system goal, occurred when they did, as the success of this block would have made the prototype a more convincing argument for further work toward building a more sophisticated version of the system described; as it is, the prototype is open to the argument so often successful against work in the artificial-intelligence field, "Sure, it looks good now, but what happens when it encounters the real problems?".

This is unfortunate, as the argument is strong, and as we have said above, there do exist problems far harder than the ones solved here, many of which will not respond well to being sidestepped. I must answer this criticism frankly, by saying that I am not certain that these problems may be solved in that the system in the form described, will analyse real scenes, I must express more faith in the paradigm described (The evidence in its favour is stronger.), which not only has reasonable tenets, but which can also boast a working system (the PSDA) designed within it.

The prototype can best be described as part of an unfinished long-term experiment: it has worked to the extent that it has been implemented, and this indicates that further work on it would be fruitful. If in the full form, it can be made to work on simple pictures, it would represent a strong argument for a larger research effort into the problems raised here, with a view to building an even more powerful system. I am unable.
to say here that such a system would work; what I can say is that the work performed to date indicates no reason why it shouldn't, and offers hope for its success.

CONCLUSION.

We have shown results from work on the particle-size distribution analyzer, and from the prototyping of the system discussed. The output of the system for a given knowledge base was shown, and the prototype system could be seen to factor a goal, and to generate, test, confirm and implement merges. These results do confirm that further work in this paradigm is justified, but do not yet fully validate the system design presented above. There is, however, hope for the design, as although it has not been validated, the prototype suggests that it may be. Strong arguments may still be raised against the design and the prototype, but further work along these lines seems to be justified.
**FIG. 10:** The Knowledge base used for the example.
FIG. 10.2: The Knowledge base used for the example.
Table 1. The picture used in the example with its representation.
FIG. 12.1: The output of the system for the given knowledge base and the given picture.

The system starts and recovers the main system goal.
A. The output of the system for the given knowledge base and the given picture.

The goal has been expanded. A merge is recommended.

FIG 12.2: The output of the system for the given knowledge base and the given picture.
FIGURE 5: The output of the system for the given knowledge base and the given picture.
FIGURE 4.2c: The output of the system for the given knowledge base and the given picture.
FIG 42.5: The output of the system for the given knowledge base and the given p1.
A new paradigm to allow general scene analysis has been presented. A system has been designed within this paradigm, and prototyped in a limited form, to show that the paradigm does indeed simplify this problem. The design and implementation of the prototype have been discussed, and the output of the prototype, operating on a given knowledge base, has been presented. Support from other work for the paradigm has been presented.

We have said above that this work by its nature could not yet demonstrate the validity of the paradigm, or of the system designed within it, but must be limited to showing that there have been no gross errors in their construction, and that they are feasible and valid goals to work toward. I believe that this has been done, by the presentation both of the success of the PSBA work, which has been shown to have been done within this paradigm, and by the results of the work on the prototype, which have been encouraging, as we have shown that the representation used is tractable, that a prototype can be built that may handle pictures using this representation, and that this prototype may factor the goal that it has been presented with, into a form of this representation.

The unfortunate aspect of this work is its necessary superficiality: vision is a hard problem, but it is trying to be in the position I must adopt, where one can say of this work only that it presents a line of approach by which the problem may possibly be solved, and shows that this approach has no glaring errors, and that systems can be built using it, that work under certain circumstances.
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APPENDIX A. THE SUBROUTINES INVOLVED

The subroutines will be presented one by one, with a list of the routines called by the subroutine, and any necessary comments on the subroutine. The variables have been extensively and carefully declared in each routine; we will not do this here.

Program RINT

Calls these subroutines.

• LSBUF
• RMFAR
• CONMAT
• CONHEAD
• BTS

Comments. RINT is the main loader program: it collects the image representation from disk, and then schedules the program segments, as described in the text.
Program INITS

Calls these subroutines

COMPLIST

• PRMLIST

• SYRLIST

• SEGRT

Comments. INITS is a segment, which is why it must be defined as a program, that initialises the system data structures that require it.

Program START

Calls these subroutines

• CLFIND

• CSSETUP

• INITAL
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• ASETUP
• APSETUP
• AHEAD
• SEGRT

Comments. START is the segment that is referred to above as the start block. START must evaluate KS's, and hence contains most of the KS evaluation and action code, which is present in all KS evaluating routines. This section of start does nothing but call the appropriate routines.

Program FGOAL

Calls these subroutines

• LISTGOALS
• COMPLIST
• SEGRT

Comments. FGOAL is the main program for factoring the main system goal. FGOAL calls the necessary routines, but does little itself but perform
an elementary check on whether the main system goal is in the knowledge base, which works like this: if the present KS number is less than the number of the previous KS seen by FGOAL, and the main system goal is still in the system composite list, then we have cycled through the knowledge base without seeing the main system goal, and it is not there.

Program GTMER

Calls these subroutines

- GMTF
- BRMLIST
- STRLIST
- SEGRT

Comments. GTMER is the segment that generates and tests merges for regions. This program again simply calls the appropriate routines: the subroutines do the work.
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Subroutine AGET

Calls these subroutines

- COMPLIST

Comments. AGET implements the action GET, which recovers the main system goal from the operator, and puts it into the system composite list.

Subroutine AHEAD

Calls these subroutines

- MRECORD
- CHCTX
- AGET

Comments. AHEAD calls the appropriate routine to implement the action described by the action name in the KS action field.
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Subroutine ANDSTACK

Calls these subroutines (NONE CALLED)

Comments. ANDSTACK implements the operand stack (contains condition names, not condition operand names).

Subroutine APSETUP

Calls these subroutines (NONE CALLED)

Comments. APSETUP recovers the parameter list that is associated with the action in the action field of the current KS, and returns it as an array of parameter names.

Subroutine ASETUP

Calls these subroutines

* BTS
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Comments. ASETUP recovers the action field from the KS, once it has been stripped of the number, SBC and condition fields.

Subroutine ATORSTACK

Calls these subroutines (NONE CALLED)

Comments. ATORSTACK implements the operator stack described in the main text.

Subroutine BACKE

Calls these subroutines

* GANDSTACK

* GVARFIX

Comments. Same as "ROCKE" (q.v.), but for membership of the background class.
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Subroutine BTS

Calls these subroutines (NONE CALLED)

Comments. BTS makes a loud noise at the operator terminal if the system fails.

Subroutine CANDSTACK

Calls these subroutines (NONE CALLED)

Comments. CANDSTACK implements the condition operand stack.

Subroutine CHCTXT

Calls these subroutines (NONE CALLED)

Comments. CHCTXT changes the SRC to the value passed in, implementing the CHCTXT action.
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Subroutine CLEAN

Calls these subroutines (NONE CALLED)

Comments. CLEAN cleans up a neighbour code as described in the text above, by removing multiple instances and end-around instances.

Subroutine CLFIND

Calls these subroutines

• BTS

Comments. CLFIND finds the condition list in the KS, and returns it. BTS is called if an error is encountered.

Subroutine CMERGE

Calls these subroutines

• INSTNO
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* SEARCH1 *

Comments. CMERGE is used to remove sets of internal regions from the
codes that are about to be merged. (See text for details.)

** Subroutine COMPLIST **

Calls these subroutines (NONE CALLED)

Comments. COMPLIST is the system composite list, mentioned in the text
above. Names may be added to this list only if they do not match any name
in the list. The list is searched, and returns a parameter that indicates whether it
contains a match to the pattern submitted. The length of the list is returned as a parameter, as when it is empty, the system
goal has been factored.

** Subroutine CONHEAD **

Calls these subroutines

* SEGCLD *
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Comments. CONHEAD loads the appropriate block, and passes it the KS.

Subroutine CONMAT

Calls these subroutines (NONE CALLED)

Comments. CONMAT tests the SBC field of the current KS against the current SBC.

Subroutine CSSETUP

Calls these subroutines

• ATORSTACK
• ANDSTACK
• CANDSTACK
• REVERSE
• BTS
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Comments. GSETUP sets up the condition stacks in the fashion described above.

Subroutine CVARFCL

Calls these subroutines

- NUMEVAL
- RNUMEVAL
- QUALEVAL

Comments. CVARFCL, as its name implies, is a clone of CVARFIX, which allows any region reference to appear together with CENTRE in a condition parameter list. CVARFIX will not produce usable results with this type of parameter list, as it was intended to be used with lists consisting of a region reference and any other type of parameter (for ROCK, for example). A maximum of two region references may appear in any parameter list; if two are used, one must be CENTRE.
Subroutine CVARFIX

Calls these subroutines

• NUMEVAL
• RNUMEVAL
• QUALEVAL

Comments. CVARFIX fixes the condition variables as described above. The variables are passed in as strings, and CVARFIX returns the values in a set of arrays, one for each type. Thus if we wished to fix the parameter string CENTRE, Q+, 100, the array passed (uvar) in would contain as its first element the string "CENTRE", and so on. The fixed parameters would be returned as follows: The first parameter will be in regvar(1) (a region type), the second in qualvar(2) (a qualifier), and the third in numvar(3) (a number). Thus typing is performed. The routine cannot handle the system primitive type yet. (See the comment on CVARFCL, before using this routine.)
Subroutine EDGE

Calls these subroutines

- CANDSTACK
- CVARFIX

Comments. EDGE implements the edge condition, which has one operand, a region reference, and returns the value 1. if the region referred to is an edge, and a 0. otherwise. As with all conditions that use a region reference operand, EDGE uses vector operands and returns vector results.

Subroutine GTMERCON

Calls these subroutines

- CLFIND
- GSSETUP
- VECREVAL
- ASETUP
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• APSETUP

• AHEAD

• MEROK

• NCFUL

• NEWSTATS

Comments. GTM ERCON generates, tests, confirms and implements merges between regions. The generate phase occurs first: all KS's with gtmegr in their SBC field are evaluated for all regions in the picture. Merge candidates are recorded on disk. The test and confirm phase occurs next. All recommended merges are passed to MEROK, which accepts or rejects them; if they are accepted, they are automatically confirmed by the confirm phase, which occurs next.

The confirm phase then calls NCFUL, and NEWSTATS to update the representation of the picture.

Note that GTM ERCON is invoked rather strangely, as it starts in the first phase, and is invoked once for every KS for every region, leaving temporary results each time. It then changes phase, but can still only execute when gtmegr is loaded by rint; thus, in the last two phases, it is only invoked when gtmegr KS is found, executes until it decides to change phase, and terminates leaving the number of the next phase as a system variable. This may sound complex, but it was in fact the easiest way I could see of getting the routine to work as I wanted it to.
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Subroutine INSTNO

Calls these subroutines (NONE CALLED)

Comments. INSTNO counts the number of instances of a given region in another region's neighbour code.

Subroutine LGBUF

Calls these subroutines (NONE CALLED)

Comments. This is a Hewlett-Packard routine that enlarges the disk buffer area.

Subroutine LISTPGOALS

Calls these subroutines

- CLFIND
- CSSETUP


- ASETUP
- NAMFIN
- COMPLIST
- STRLIST
- PRMLEXP

Comments. LISTPGCAL takes a KS, sets up the appropriate stacks (with CSSETUP), retrieves the name of the object being described, and checks if the name is in the system composite list. If it is, the description is passed to the system structure list, and then to PRMLEXP. If it isn’t, the routine ignores the KS, and terminates.

Subroutine MATCHP

Calls these subroutines (NONE CALLED)

Comments. MATCHP matches a given stack against the system primitive list (which contains both absolute and system primitives) to ascertain whether the KS whose condition operand stack it is, may be used next for forward chaining to the goal. If all the names in the stack, are in the primitive list, the KS may be used.
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Subroutine MEROK

Calls these subroutines (NONE CALLED)

Comments. MEROK tests merges, and returns a flag to accept or reject them.

Subroutine MRECORD

Calls these subroutines

- CVARFCL

Comments. MRECORD records details on disk of a merge that has been recommended by a KS. The details are recorded on disk simply because they were in the earliest system built, and this has not been removed from the code.

Subroutine NAMELIST

Calls these subroutines (NONE CALLED)
Comments. NAMELIST holds the pointers for strlist, and the names of the structure records. A "next pointer" facility has been provided in this list.

Subroutine NAMFIND

Calls these subroutines (NONE CALLED)

Comments. NAMFIND is a routine cloned from APSETUP, that retrieves from a KS that describes an object, the name of the object described, and whether it is a primitive or a composite, both of which pieces of information are in the action field of the KS.

Subroutine NCFUL

Calls these subroutines

- CLEAN

- NCMERGE

Comments. NCFUL is the calling routine for merging routines using neighbour codes, which checks in the neighbour cross reference table.
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whether the regions have been merged, and cleans up the codes before they are merged.

Subroutine NCMERG

Calls these subroutines

- INSTNO
- ROTATE
- CMERGE

Comments. NCMERG uses CMERGE to remove internal regions, and links the neighbour codes when this has been done.

Subroutine NEWSTATS

Calls these subroutines (NONE CALLED)

Comments. NEWSTATS calculates the average grey level, grey level variance, centre of gravity, and number of pixels of a composite region formed by a merge.
Subroutine NNUME

Calls these subroutines

* CANDSTACK

* CVARFIX

Comments. NNUME is the procedure corresponding to the condition NNUM, which has two condition operands, a region reference and a number. If the region referred to has the given number of neighbours, NNUM assigns the vector the value 1. in the corresponding element, which otherwise is assigned 0. NNUM at present is used with only CENTRE as a legal region reference, for simplicity.

Subroutine NUMEVAL

Calls these subroutines (NONE CALLED)

Comments. NUMEVAL returns the numerical value of a string of characters representing a number, for example, the string "100" is evaluated to the number 100.
Subroutine PRMLEXP

Calls these subroutines

- COMPLIST
- PRMLIST
- ANDSTACK
- CANDSTACK

Comments. PRMLEXP expands the primitive list by factoring the main system goal. PRMLEXP is passed a KS's condition field, the name of the object described by the KS, and whether it is a primitive or a composite. If it is a primitive, its description is placed in the primitive list, the operators being ignored, and the condition operands being placed in the field forced by the condition. Fields exist at present for CONCAV, SHAPE, TEXTUR, REFLEC and SIZE. These data are then passed to the primitive list.

If the object is a composite, all the condition operands in its description are passed to COMPLIST, which adds them to the system composite list, if they are not there already (We emphasise that an object may appear in another object's description as a condition operand.).
The name of the object described by the XS is then removed from the system composite list.

Subroutine PRMLIST

Calls these subroutines (NONE CALLED)

Comments. PRMLIST implements the system primitive list, which contains a record of the absolute primitives encountered when the goal was factored. This structure may also be searched for matches to a name, and will return a list of the region numbers that match the primitive.

Subroutine PUTIT

Calls these subroutines

Comments. PUTIT stores the temporary results encountered during rule evaluation. The algorithm is described in the text.
Subroutine QUALEVAL

Calls these subroutines (NONE CALLED)

Comments. QUALEVAL returns a numerical value for a qualifier. The present defined qualifiers are: QUITE, VERY, QUITEN, VERYN, DK, Q+, QN-. Q+ and QN- specify a range rather than a value, and as such are returned as negative numbers, and the condition subroutines receive them in this form. The numbers used are not important, but are chosen here to be in the range 0 - 1 for convenience, with negative numbers being used to specify a range.

Subroutine REVAL

Calls these subroutines

- VECREVAL

Comments. REVAL is a higher level form of VECREVAL, and calls it. A call to VECREVAL will return the vector value of a KS. A call to REVAL will return the maximum element value of the vector value of a KS.
Subroutine REVERSE

Calls these subroutines (NONE CALLED)

Comments. REVERSE reverses names as necessary (see text on decomposing KS's).

Subroutine RMPAR

Calls these subroutines (NONE CALLED)

Comments. This is a Hewlett-Packard routine that recovers parameters from the invocation of the program. It has been used to allow the output of the main program to be directed to different devices; so, for example, "RU, RINT, 25" means run the program with output directed to device 25.

Subroutine RNUMEVAL

Calls these subroutines

* NUMEVAL
• CLEAN

Comments. RNMEVAL evaluates and returns the region reference vector generated by the region reference operand.

Subroutine ROCKE

Calls these subroutines

• CANDSTACK
• CVARFIX

Comments. ROCKE evaluates the "rockness" of a given region, and corresponds to the condition "ROCK", which has two operands, a region reference and a qualifier, in that order. ROCKE returns a value of either 0 or 1, depending on whether the region indicated belongs to the rock class to the degree indicated by the qualifier, or not. The value is returned as a vector, each member of which indicates the "rockness" of a different candidate for the given region identifier (see text). The length of the vector is returned as well, being -1 for an identifier with only one possible match (like "CENTRE").
Subroutine ROTATE

Calls these subroutines

• ROUND

Comments. ROTATE uses ROUND to rotate the neighbour code until the required region (normally the region's merge partner) is in the first position in the code.

Subroutine ROUND

Calls these subroutines (NONE CALLED)

Comments. ROUND rotates the neighbour code one place.

Subroutine RQUEUE

Calls these subroutines (NONE CALLED)
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Comments. RQUEUE implements the queue used to keep conditions in order when they been evaluated. (See text for details.)

Subroutine SEARCHI

Calls these subroutines (NONE CALLED)

Comments. SEARCHI finds the position of the next occurrence, after a given position, of an indicated region in a neighbour code.

Subroutine SEGLD

Calls these subroutines (NONE CALLED)

Comments. SEGLD loads a segment and transfers control to it: it is another Hewlett-Packard routine.
Subroutine SEGRT

Calls these subroutines (NONE CALLED)

Comments. SEGRT is a Hewlett-Packard routine that returns control from the segment to the loader.

Subroutine SIMGE

Calls these subroutines

• CANDSTACK

• CVARFCL

Comments. SIMGE implements the condition SIMG, which is required to have as its operands two region references. At present one of these references must be to CENTRE, as we have not made provision for comparing all members of a set in all possible ways with all members of another set. A 1. is returned as the condition value if the grey levels are similar, a 0. if they are not.
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Subroutine SIMTE

Calls these subroutines

- CANDSTACK
- CVARFCL

Comments. SIMTE is similar to SIMGE, but compares textures (grey-level variance) rather than grey levels.

Subroutine STRLIST

Calls these subroutines

- NAMELIST
- MATCH

Comments. STRLIST implements the system structure list. Records may be entered if their name does not already appear in the list, deleted, or demoted to primitives, when a match list must be specified. The list also allows a search to be made for the next legal structural description (in terms primitives only). The records are kept in a simple array, the
list structure being imposed by NAMELIST, which stores the pointers to the list.

Subroutine TRUEE

Calls these subroutines

• CANDSTACK

Comments. TRUE implements the condition TRUE. It always pops one operand from the condition operand stack, and always returns the value 1. Thus, TRUE must always have one operand, conventionally called DUM, but not inspected.

Subroutine VECREVAL

Calls these subroutines

• RQUEUE

• ANDSTACK

• ROcke
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Comments. VECREVAL evaluates a KS, returning a vector value for the entire KS. The technique used is exhaustively described in the text. Note that this subroutine may not always appear with its full complement of condition evaluation calls (calls to: ROCKE, BACKE, TRUEE, EDGE, NNUME, SINGE, or SIMTE) but is documented here as needing them all, for simplicity and generality.
APPENDIX B. THE BACKUS NAUR FORM SYNTAX OF THE KS'S.

Backus Naur Form Expression Of Rules.

The rules require the use of the characters < and > to avoid confusion, however, we use here ( and ).

(rule)::=(digit)<digit>(digit)*<cl!st>*<slist>

(clist)::=(<operand> <operand>)I(<operand>)I(<operand>)I

(operand)::=(condition)I(clist)

(condition)::=(BACK<(regionno),<qualifier>)I

BACK<(regionno),<qualifier>)

TRUE DO
t

SINGLE<(regionno),<regionno>)I

SINGLE<(regionno),<regionno>)I

(operand)<(condition)

(operand)<(condition)<clist>

(size)<(sides)I

REPLACE<(value)I

CLERMEN<codes>

<codes>::=HIGHMEDILLOW

FISHERM RACND

HIGHMEDILLOW

tcodes>::=<qualifier>

<charlist>::=BIGILITTLEMEDILLOW

(regionno)::=(R(integer)>CENTRE

 قادر

(integer)::=(digit)<digit>(integer)

(digit)::=0123456789

(qualifier)::=TRUEQUITENHURYERNUMICHQD+

size)I<recnum>(regionno),<serlist>)I

ENLIST<regionno>,<serlist>)I

GETTICAL

<char> ::= (charlist)

(charlist)::=(char)<(charlist)

A-Z

serlist ::= <sernum>(<sernum>)(<serlist>)

Note: <clist> and <charlist> are limited to six members and seven members respectively, for reasons of practicality.

For the language to work, an objname should have a definition to be used.
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APPENDIX C. A COMPLETE LISTING OF THE CODE.

This listing is bound in a separate volume for simplicity, and may be obtained from Professor M.G. Rodd, Department of Electrical Engineering, University of the Witwatersrand, 1 Jan Smuts Ave., Johannesburg, South Africa.
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