In what follows, the data are analysed in accordance with the theory developed for bivariate models as in Chapter 2. Use is made of the ascending diagonal arrays and the third marginal distribution. For the ascending diagonal arrays we fit the BBD and, from the estimation of the parameters $\alpha_1$ and $\alpha_2$, we observe that it is not possible to employ the same distribution along all the arrays. From Figure 9.22 one can see that $\hat{\alpha}_1$ and $\hat{\alpha}_2$ increase with $S$ and that the same function is suitable for both parameters, subject to a constant. By calculating weighted regression curves to $\alpha_1$ and $\alpha_2$, we obtain the following functions:

$$\hat{\alpha}_1(S) = 0.4290088S + 2.44629$$

$$\hat{\alpha}_2(S) = 0.4290088S + 1.967816.$$  

For the third marginal we fit the zero-augmented NBD using the method of moments. The estimates obtained are:

$$\hat{\tau} = 1.838088, \quad \hat{\phi} = 0.871953 \quad \text{and} \quad \hat{q} = 7.145728 \times 10^{-3}.$$  

As the sample size is extremely large, one should not be surprised about the poor performance of the $\chi^2$ test, as shown in Table 9.13. From the graphs of Figures 9.23, 9.24 and 9.25 one can see that excellent fits of the empirical data have been obtained.
Table 9.13: The $\chi^2$ results obtained from Table 9.12

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2$</th>
<th>d.f.</th>
<th>$P(\chi^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$ marginal</td>
<td>23,63</td>
<td>15</td>
<td>0,1</td>
</tr>
<tr>
<td>$x_2$ marginal</td>
<td>128,65</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>Third marginal</td>
<td>68,60</td>
<td>26</td>
<td>1,1 x 10^{-5}</td>
</tr>
</tbody>
</table>

The graphical displays of the $x_1$ marginal, the $x_2$ marginal and the third marginal are presented in Figures 9.23, 9.24 and 9.25 respectively.

Figure 9.26 shows the empirical and the theoretical regression curve $E(x_2|x_1)$.

The correlation coefficient between the variables $x_1$ and $x_2$ derived from the theoretical fit is $\rho = 0,631$ and the one obtained from the empirical data is 0,635.
Figure 9.22 Estimates of $\alpha_1$ and $\alpha_2$ as a function of $S$,
data of Cane and Burrell (1982)
Figure 9.23 The $X_1$ marginal, data of Cane and Burrell (1982)

$f(X_1) = \text{frequency (thousands)}$

$X_1 = \text{no. of circulations in 1st year}$

- observed
- theoretical
Figure 9.24  The $x_2$ marginal, data of Cane and Purrell (1982)
Figure 9.25 The third marginal, data of Cane and Burrell (1982)
Figure 9.26 The regression curve $E(x_2|x_1)$, data of Cane and Burrell (1982)
This study commenced with an investigation into the classical theory of bi- and multivariate discrete probability functions. It is well known that virtually all existing joint distributions are largely dependent on the behaviour of their marginals. In the statistical literature it has been mentioned again and again that one is somehow limited in constructing general bivariate and multivariate versions from a discrete univariate distribution.

With these points in mind a new statistical model was developed which is based on two concepts: the ascending diagonal arrays and the third marginal distribution. When working with real data sets one encounters the following two situations:

(a) the parameters of the distribution chosen for the ascending diagonal arrays are independent of the terminal $S$; and
(b) the parameters are dependent on $S$.

For the bivariate case the model makes use of any distribution limited by an upper terminal for the ascending diagonal arrays and it employs any distribution which is or is not limited by an upper value for the third marginal.
When the distribution applied for the third marginal is limited by an upper terminal, the joint distribution is presently bounded by the main ascending diagonal array, although future research may overcome this limitation.

As a result of the process of combining the third marginal with the ascending diagonal arrays, a variety of new bivariate families of distributions was created. In view of the fact that these families are built with the help of the ascending diagonal arrays, a greater flexibility is introduced which is lacking in the classical discrete bivariate distributions.

In order to illustrate the applications of the general model, some families of distributions were considered for the ascending diagonal arrays and for the third marginal.

The new model allows for the calculation of moments for the marginals $x_1$ and $x_2$, and also for the correlations between the variables, without explicitly deriving the probability functions for the marginals.

In certain cases it is possible to work out general expressions for the regression curves. Obviously, the derivation of analytic formulae for the regression curves necessitates the knowledge of the marginal distributions. The NBD-BBD model was presented and for certain functional relations between the parameters a few families of regressions were developed. The use of the Beta-Binomial distribution (BBD), the Generalized Positive
The general trivariate case was constructed on the same principle as the bivariate model. A new array, called the total of variables, was defined. Similar to the bivariate model, this concept enables the use of any distribution for the ascending diagonal arrays, the third margin and the total of variables.

The multivariate case was further derived by a reduction to a number of trivariate models. As an example for the multivariate case we took the Dirichlet-Multinomial distribution. This probability law is known for its low correlations between the variables. By applying any distribution on the total of variables, it is possible to obtain a much increased range of correlations. Specifically we took the NBD as the distribution of the total of variables. By using different values for the parameters $\gamma, \theta$ and $\alpha_0, \ldots, \alpha_k$, we demonstrated the wide range of correlations which may be obtained.

The general properties of Poisson mixtures used for the third marginal were investigated. Special attention was given to the behaviour of their moments as functions of the exposure period $t$ and of the moments of the mixing distribution.

Some statistical indices of major importance were studied, such as Hypergeometric distribution (GPHD) and the Binomial distribution for the ascending diagonal arrays allows for linear, convex and concave regression curves.
Hypergeometric distribution (GPHD) and the Binomial distribution for the ascending diagonal arrays allows for linear, convex and concave regression curves.

The general trivariate case was constructed on the same principle as the bivariate model. A new array, called the total of variables, was defined. Similar to the bivariate model, this concept enables the use of any distribution for the ascending diagonal arrays, the third marginal and the total of variables.

The multivariate case was further derived by a reduction to a number of trivariate models. As an example for the multivariate case we took the Dirichlet-Multinomial distribution. This probability law is known for its low correlations between the variables. By applying any distribution on the total of variables, it is possible to obtain a much increased range of correlations. Specifically we took the NBD as the distribution of the total of variables. By using different values for the parameters $\gamma, \theta$ and $\alpha_0, \ldots, \alpha_k$ we demonstrated the wide range of correlations which may be obtained.

The general properties of Poisson mixtures used for the third marginal were investigated. Special attention was given to the behaviour of their moments as functions of the exposure period $t$ and of the moments of the mixing distribution.

Some statistical indices of major importance were studied, such as
the coefficients of variation, dispersion, skewness and kurtosis and the Yule characteristic. They were expressed in terms of the moments of the mixing distribution and the exposure period $t$. For $t \to \infty$ the coefficients of skewness and kurtosis of the compound Poisson distribution tend to the respective coefficients of the mixing distribution. This was a rather surprising result, as one might have expected a tendency to normality.

Some of the results obtained for the general Compound Poisson distributions were applied to the Generalized Inverse Gaussian-Poisson, the Inverse Gaussian-Poisson and the Negative Binomial distributions. These distributions have been investigated in detail and their behaviour as a function of $t$ was presented.

In addition, the bivariate, trivariate and multivariate models were considered in terms of the exposure period $t$ as well as their limiting process. When we analysed the bivariate, trivariate and multivariate models as a function of time we found some similarities between the correlation coefficients at $t = 1$ and at $t \to \infty$.

In order to illustrate the new theory developed herein, some specific models have been applied to several data sets. A few estimation procedures were presented, some of them well known in the statistical literature. An attempt was made to derive the likelihood functions for some of the new models, including the derivation of the maximum likelihood equations. These can not...
always be obtained in a closed form and their solution requires some numerical methods.

By calculating the expectation of the negative second derivatives of the likelihood functions we obtained the expected Fisher information matrix. The application of the above methods to four different data sets gave satisfactory fits and in some cases the results were better than the ones achieved with models which had previously been proposed in the statistical literature.

The data set of Bates and Neyman (1952) from the accident field was fitted with the NBD-BBD model. The model assumed the BBD with the same parameters $\alpha_1$ and $\alpha_2$ along all the arrays and the NBD for the third marginal. The goodness of fit was measured in terms of the $\chi^2$ test, graphical fittings, a comparison between the observed and the theoretical correlations and a comparison between the observed and the theoretical regression curves.

The data set for accidents of children used by Mellinger et al (1965) was also fitted with the NBD-BBD model. Agreement with the theory was tested with the same measures as described above. Satisfactory results were obtained.

From the library circulation field we investigated the data set of Chen (1976). We were able to fit two different models, namely the NBD-GPHD and the NBD-Binomial. Using the NBD-GPHD a concave
always be obtained in a closed form and their solution requires some numerical methods.

By calculating the expectation of the negative second derivatives of the likelihood functions we obtained the expected Fisher information matrix.

The application of the above methods to four different data sets gave satisfactory fits and in some cases the results were better than the ones achieved with models which had previously been proposed in the statistical literature.

The data set of Bates and Neyman (1952) from the accident field was fitted with the NBD-BBD model. The model assumed the BBD with the same parameters $\sigma_1$ and $\sigma_2$ along all the arrays and the NBD for the third marginal. The goodness of fit was measured in terms of the $\chi^2$ test, graphical fittings, a comparison between the observed and the theoretical correlations and a comparison between the observed and the theoretical regression curves.

The data set for accidents of children used by Mellinger et al (1965) was also fitted with the NBD-BBD model. Agreement with the theory was tested with the same measures as described above. Satisfactory results were obtained.

From the library circulation field we investigated the data set of Chen (1976). We were able to fit two different models, namely the NBD-GPHD and the NBD-Binomial. Using the NBD-GPHD a concave
regression curve was estimated. The NBD - Binomial model gave a slightly better result.

The new model was also applied to data of Cane and Burrell (1982) dealing with library book circulation. Here it was necessary to express the parameters $\alpha_1$ and $\alpha_2$ as functions of $S$. The model chosen was the NBD - BBD. This very large data set is quite unique and it is difficult to find an appropriate model such as to provide a good fit in terms of the $\chi^2$ test.

Further research

The newly developed theory could be followed up with some additional research. A few directions are suggested for further investigation:

(a) Where the distribution for the third marginal was limited by an upper terminal, only bivariate distributions which are bounded by the main ascending diagonal array were obtained. More generalized joint distributions should be developed.

(b) For the case where the parameters for the ascending diagonal arrays can not be regarded as constant along the whole bivariate table, different functions should be considered.

(c) For various joint distributions with certain functional relations between their parameters, new regression curves could be developed.
(d) A further step could be taken in the inference area, related to these joint distributions. More likelihood functions could be derived for different joint distributions and, by using numerical methods such as the Newton-Raphson, the solutions for the maximum likelihood equations may be obtained.

(e) Further research could also be undertaken in the calculation of Fisher's expected information matrix.
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