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1.0 INTRODUCTION

1.7 GONERAL DISCUSSION

The Normal probability distrabution can otften be used to approx-
tmate the probability distributions of random variables  This
follows from the Uentral Limit Theorem, which states that, under
rather general conditions, sums and means of samples of random
measursments drawn from a pupulation tend Lo possess, approxi-
mately, & bell-shaped distyibution in repeated sampling. The ap-
proximition wil! become more gocurate as this repetition becomes

large

The random errors associated with thsodolite observations have,
traditionally, been regarded s having a standard normal dis-
tribution  Certain statistscal tests used f.. the analysis and

ad justment of survey dats have bsey based upon this assumption.

There are some old studies which doubt the validity of the Normal
distribulion to be the best fitting curve ~f the observations.

HoF. Rainsford (1968) says that

"#.R. Hulme states: 'We do find that series of observations
which have been sade under identical condiiions, as far as
the observer (s aware, do not (n genersal yield residials
follewing & Gaussian curve. [nstead they give an excess of
;;all and large errors with a deficiency of intermediate

Vo
Ornss

Also, initial studies in the Department of Surveying, Unjyversity
of the Witwatersrand, Johannesburg (personal communication, K.§.

Milford) have indicated that observations may not follow a con-

ventional Normal distribution, but may be non~Normal in nature.

INTRODUCTION 3
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The disser  tion will, therefore, be directed at detrrmining the
distribo o, £ she residuals associdted with observed di-
rections | s deverm: ¢+ distrabutiens for general use. In oad-
dition to the Newo oal destrohution, the Truncated normal and the
Taverss Gaussian desuoabulions <0l be tested for use as the

Gtow hast e omode ] for the wrrors

1.2 FURTHER DISCUSSION

The dissertation has been undertaken to test the validity of the

follow ng assumption made n adpustment theory

mmon model

In the adjustment of sngineering surveys, the most o
J & & ¥

used is the parametric adjustment This modsl has the form of

u o= Ax o+ f (1.1}
where
vector of unkniwn parameters
matrix of cosfficients or design matrix

vector of constant terms derived from the observations

(-SRI I

vector of residuals

Mary authors assume that the observations are normaliy iistrib-
uted (Raiasford, 1968, pp. 5-7), (Pope, 1976, p. 93, (Mikhail
1976, p. 61y and (Cross, 1984, pp  92-93) In general, the dis-
trimtion of theodolite observations {s accepted as Normal, de-
noted by N{u,”";, where u is the mean of observations and ¢! the

VATriance.

Following from this model, the distribution of the estimated pa-
rameters is then multivariate normal; N(X,L ). The estimate of
X is given by R=AWA) D AWF where . WAL is the dispersion

matrix of the parameters. This dispersion matrix, the estimate

INTRODUCT [ON 4




of £, will only be normal if the initial assumptions corcerning

the observations are valid This follows divectly, since

Prdexoi@ox = (AWATT AW wacAwA T

AWA; !

o
where W ' is the variancs-covarianee matris of the observations,

and hence {~~zT,w";

Also, ftor the estimation of weights in the adjustment process,
1t is usaally assumed that the observations are normally dis-
tributed, and hence w;kﬁl'oi’ 1f the observatjons sre independ-
ent then wl}*ﬂ The methods developed by Kubik (1970}, Schaffrin
(19815 and Sicberg (1981 employ maxaimum likelihood estimation
for W with the assumption that the underlving distribution is

Normal

Trese methods would not be totally val:d if the distribution is

aot Normal

On the other hand, this dissertation will test selected distrib-
utions (which are referred into section 1.0) to determine which
of them best fits the residuals and consequently to make conclu-
sions and recnmmendations for the modelling of the distribution

of the observations.

It i possible to show that, for an adjustment model in which
pargecular errors are ascribed to the ohrarvations, the expected
distribution of the residusls of adiustment is identical to the

distribution of the ervors of the observatiuns

The model for the parametric adjustment is a general linear model

(Graybill, 1976)
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} = Ax + @ (123
whera:
I sbservations
A o destign matrix
X vector of unknowns pArameters

@ . true errors

with

Pos Ax (1.3}

Given the distribution of the observations as I=N(u, L), the dis-
tribution of the true errors is simply e~N{0,L}. This can be

wasiy showed

1.3 ASSUMPTIONS

The following assumprions have been made and ceonstraints applied
-

i carrying out the ressarch.

1 The data are derived from one type of survey project, namely
"tha monitoring of open pit mines' and have been acquired by

one obsarver.

INTRODUCTION ]
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The conventionally used reduction procedure will be applied
to t o observations, in order to test the method currently
usod. The residuals from this cedurtion procedure will be
nalysed, in order to determine their distribution, and hence
the validity of assuming that the errors of observations are

" "
normal .

Systematic errors due Lo theodolite lmperfections are elimi-
sated or inimised by the cobservational procedure discussed
in chapter 3, while the systematic errors due to aimospheric
effects will be rogorded ws part of the modelling process
during the subsequent adjustment of the mean observations.
Thus, for the model Fily, 1t will be assumed that the function
Fily (which repesents the methematica] model) will include

those svslemalic errars remaining.

This assumption conforws with A J. Pope (1976) who states

systematic offncts are either corrected for,
cancelled out by the design of the observationai pro-
cedure, or eodelled arnd estimaiod in the adjustment
seself.”

This dissertation will only considers vhe "raw”  (observed}

dats

Since the main aim of this research is to obtain an estimate

of the distribution of the residuals, all residuals have been

included. An exception is made for gross errors {big mistskes
-
or blunders) -such as an error of 10°- which have been ex-

cluded, {f encountered,

Outliers can he regarded as observations from an alternate
distribution (Richardus, 1984, pp. 73-77) and have, there-
fore, not been evaluated or exciuded. This enables the over- ¥

all pattern of the distribution to be determined. It would

“IDUCTION 7
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be possable v a latter stage O search for ontiiers, bhut thys

would  be dependent upon the distribution gecepted as best

describing the behaviour ot the resoduals

samylar to the old chicken and

Tu vne sense, the problem
egg etory, which vemes first) of any fora of outlier detection
is eaployed, the distribution based on the remaining resi-
duals will be effecte’ by the residuals rejected. Alterna-
tively, 1f Touttiers” are included, the distribution may also

he brased.

1t was, therefore, decided to include ali the residuals {fex-
cept  blunders), so that the overall disiribution could te

deatermined

1.4 PROJECT QUTLINE

The following wsin sub-divisions will be covered within the dis-

Beriation

1. Background and review: This section provides a review of some
af the defirnitions and concepls used in statistical distrib-

wtions .

2. Theodolite observations: As these ubservations form the basis
foi_ih« data used in the dissertation, thewlolite measurements
will be discussed in teims of errvors and methods of reduction
employed 1n order to obtain the best estimates of the mean ob-

servations and their ass ciated residuals

3. Statistical distribution and the modelling of date: Various
statistical distributions, including Normal, Truncated Normal and

Inverse Gaussian distributions will be considered. The Chi-Square

INTRODUCTION 8




goodness=of-fit rtest will be employed for the fitting of the data

tobservational res:duals) to these distributions

4. Computer programs: For the purpose of the reduction nf the

theodalite observations and for the Chi-Squdre [est, lwo computer

programs have been written: the HI DD JEST programs,

resprotively,

5. Conclusions and recommendations: This section is based on

the findings nf the anilysis carvied i the disservation and

tdent ifies the distribations that best guantify the residuals of
1 ¥

the observaiions

For pra.tical reasons, this disserigtion has been prepared in two

volumes (Volume [, Volume 1)

L3 Velume [ includes the theoretical background relating to this
dissertation, statistical concepts (Chapter ! to 5) and dis-
cussion and analysis of the resuils, conciusions and recomm-~
endations [(Chapter & and 7). Tables ¢ g. for the theoretical
values of the Chi-Square g iness-of-fi1t tesy are included
in the Appendix A and, in addivion, examples of the outpit
of "THEO" and M1 DI _TEST" computer programs are lisced in
Appendices 8 and C The references and hibliography are cited

in Appendix D

o Volume [1 includes the dats (Appendix £}, flow charts and
listing of the computer programs (in Appendix F for the "THEQ"

wrogram and in Appendix G for the "M DI TEST” program).

INTRODUCTION 9
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2.0 GENERAL CONCEPTS AND REVIEW

2.1 GENERAL REVIEW OF SURVEY OBSERVATIONS

Measurement (British Standards Institute, 19807 is 4 set of ex-

perimental operations for the purpose of determining the value
of 4 gquantity

Observation s an cperation which consists in noting the indi-

catson of & moasuring instiument

However, 11 1% common (o both statistical and survey literature
to use the term Tobservations' for messured guantities. This is
particularly true of data relating to divections, where surveyors
generally use observat:ions as opposed Lo the tarm measurements,
which 18 generally reserved for “distince’ data. For the purposes
of this dissertation both of these terms will be used inter-

changeably

As far as surveying 1% concarned, measurements are carried out
for a variery of purposes, such as the determination of the shape

of the earth, to map at a certain scale part of the earth's sur-

face, the setting out of construction works, and surveys for

ravigational and cadastral purposes.

The ewbservations, being the recorded values resulting {rom the
measurements, dre generally not ready for use without first hav~
ire been processed in some manner. For all surveys, the precision
or repeatability of the ohservations should be known. This in-
formation is also generally required for the post-processing of

the measured quantities.

GENERAL CONCEPTS AND REVIEW 11 |



However, it is well known that, in genseral, two or more measure-
ments of the same quantity do not viela the same result but differ
slightly., When a sufficiently large number of measurements is

pade sinder the same conditions, it appears that the observations

follow a4 set pattern, which can be described by the follewing

charactieristics

a. All observations are grouped about a central value
B, Positive and negative deviations from this central value are
almost equally fregquent

¢ Saall deviations are more {requent than large ones

The residusls heing the differences between the ohbserved and
expected values mav be grouped sccording to their magnitude into

classes and thesr distributiorn shown graphically in & histogram,

i y ¢ Froquency

Probatality cumve

x * Magritude
- o * of reudusls

Figure 1. Histogram or frequency distribution diagram

Plotting the cliass boundaries at egual intervals along the

abscissa, the freguency of the residuals i1 the interval s re-

presented oy the area of the rectangle with the base line equal
to the class interval and the height equal to the number of ob-
servations (residuals) in the interval An example of a histogram

is given in Fig. 1.

T

GENERAL CONCEPTS AND REVIY 12
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The residuals assocrated with observat:ons in survey:ing, when
plotted in this manner, show very similar histograms: the class
with the maximum number of residuals generally is situated near
the centre of the {igure. The lower frequencies are grouped ap-

proximately symmetrically about this cerntre

2.2 THE NORMAL DISTRIBUTION IN THE FIELD OF SURVEYING

In survey it is generally sccepted that the residuals associrated
¥ LS ¥

with the medsured guantities dre distributed &c

rding to  the

Normal (Gauss) distribution (McCo-nac, 19835, (Richardus, 1984).

The general form of the probability densivy function (p.d.f.)
is a4 ball-shaped curve which is symmetrical about the expecred
value (u) as i3 shown In Fig 1. Also, the curve {s asymptotic
to the absciswa at both right and left hand tails. This means that
the theoretical range of the residuals s infinite. In practice,
the tail regions, where (x-u) »30 (0 :s defined below), appear
to have little significance for the description of the distrib-
utionrs of the residuals. These regions usually, however, play an

important part in outlier detection.

An "outlier” is an observavion which does not appear to conform
with the rest of the set. For & single univariate sample, an
outlier {s an extreme obsaervation, rather larger or smaller than
:ha.fg-st af the sample  There may be several such measurements
in 4 sarple which do not appear to come from the same probability
distribution as the rest of the observations The actual problem

arises in the decision as to whether or not some of the observa-

tions dre outiiers, and consequently, to decide if these obser-
vations could be taken into consideration for the probability

distribution or whether they must be discarded. On the other hand,

3
4
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an obvious blunder has absolutely nothing to do with the deter-

mination of the distribution and it is discarded an once

For turther reference to the treatment of oulirers see fur example

W.o Baarda (19083, ALJ Pope (19763 and Ho De Heus (1982)

2.3 VARIANCE AND STANDARD DEVIATION

The variance of a population (0?)  of N  measurements
X, X
1

devistions of the measurements about their mean (u), and is given

soo X 38 defised to be the average of the square of the

by the formula (Mendenhall, 19761

ot = I (x%-w’i?v‘ 2.1

The variance of a sample (5?1 of n measurements x X, s

e
defined to be the sus of the sguared devistions of the measure-
ments about their mean x divided by (n-1). The sample variance

is given by the formula (Mendenhall, 19793

n
st = g {xi-i)’z(svl) (2.0
f=)
-

whera ¥ is the sample mean

The standard deviation of a set of n measurements XpoXge X,
2

d
is equal to the positive square root of the variance (Mendenhall,

1979). The sample standard deviation is denoted by the symbol s,

where
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$ Figure 2 The p.d £ of the Normal distribution
s = (2.3)

and the popvlation standard deviation by the symbol o, where
s = ot (2.4)
Consider the normal distribution curve as shown in Fig. 2.

The ordinate at the origin coincides with the axis of symmetry.
The mathematics of statistics shows that the abreissa of the
inflection points I1 and . are equel to the standard deviation

iRichardus, 19845,

The nature of the relationship between the abscisss and the
crdinate {mpiies that the standard deviation, o, is a mesasure of
theggoatter of the residuals  If the residuals cluster closely
about the mean, the standard deviation will be small, conversely,

if the scatter is large o will be large.

Dispersion is alsc <sed as 8 measure of scatter. This term is
defined as the phenomenon exhibited by a measuring instrument

which gives different indications in a series of measurements of
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