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Abstract

The aim of the thesis is to derive group invariant, exact, approximate analytical and numerical

solutions for a two-dimensional laminar, non-Newtonian pre-existing hydraulic fracture prop-

agating in impermeable and permeable elastic media. The fracture is driven by the injection

of an incompressible, viscous non-Newtonian fluid of power law rheology in which the fluid

viscosity depends on the magnitude of the shear rate and on the power law indexn > 0. By

the application of lubrication theory, a nonlinear diffusion equation relating the half-width of

the fracture to the fluid pressure is obtained.

When the interface is permeable the nonlinear diffusion equation has a leak-off velocity

sink term. The half-width of the fracture and the net fluid pressure are linearly related through

the PKN approximation. A condition, in the form of a first order partial differential equation

for the leak-off velocity, is obtained for the nonlinear diffusion equation to have Lie point sym-

metries. The general form of the leak-off velocity is derived. Using the Lie point symmetries

the problem is reduced to a boundary value problem for a second order ordinary differential

equation. The leak-off velocity is further specified by assuming that it is proportional to the

fracture half-width. Only fluid injection at the fracture entry is considered. This is the case of

practical importance in industry.

Two exact analytical solutions are derived. In the first solution there is no fluid injection

at the fracture entry while in the second solution the fluid velocity averaged over the width of

the fracture is constant along the length of the fracture. For other working conditions at the

fracture entry the problem is solved numerically by transforming the boundary value problem

to a pair of initial value problems. The numerical solution is matched to the asymptotic so-

lution at the fracture tip. Since the fracture is thin the fluid velocity averaged over the width
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of the fracture is considered. For the two analytical solutions the ratio of the averaged fluid

velocity to the velocity of the fracture tip varies linearlyalong the fracture. For other working

conditions the variation is approximately linear. Using this observation approximate analyti-

cal solutions are derived for the fracture half-width. The approximate analytical solutions are

compared with the numerical solutions and found to be accurate over a wide range of values

of the power-law indexn and leak-off parameterβ.

The conservation laws for the nonlinear diffusion equationare investigated. When there

is fluid leak-off conservation laws of two kinds are found which depend in which component

of the conserved vector the leak-off term is included. For a Newtonian fluid two conservation

laws of each kind are found. For a non-Newtonian fluid the second conservation law does

not exist. The behaviour of the solutions for shear thinning, Newtonian and shear thickening

fluids are qualitatively similar. The characteristic time depends on the properties of the fluid

which gives quantitative differences in the solution for shear thinning, Newtonian and shear

thickening fluids.
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Chapter 1

Introduction

1.1 Introduction

Hydraulic fracturing is a process by which fractures in rockare propagated by the injection

of ultra high pressure viscous fluid into the fracture. This technique is a core technology in

petroleum production and in the fast growing areas of the extraction of gas and the generation

of geothermal energy. It is also a cornerstone of innovativenew methods in mining. It occurs

naturally in the formation of intrusive dykes and sills in the earth’s crust [1]. Hydraulic fractur-

ing is generated by viscous incompressible fluid injection into the fracture under a sufficiently

high pressure, such that the tensile strength of the rock or the fracture toughness and the far-

field compressive stress are overcome. The fracture then evolves in the direction perpendicular

to the far-field compressive stress.

Modelling the hydraulic fracture process has been an activearea of research over the past

sixty years and it has attracted numerous contributions [2,3, 4, 5, 6, 7, 8, 9]. A major research

effort has been the development of numerical algorithms used to predict the propagation of hy-

draulic fractures in the complex and variable geological conditions under which oil extracting

operations take place[10]. Despite the significant progress made, the numerical simulation of

fluid driven fractures remains a particularly challenging computational problem [11, 12]. The

challenges encountered are discussed briefly in [13]. Due tothe complexity of the hydraulic

fracture process which is shown in Figure 1.1.1, theoretical analysis of the problem through
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Figure 1.1.1: An overview of Hydraulic Fracturing. Retrieved 28 Nov, 2011, from ProPub-

licaWeb http://www.ProPublica.org/special/hydraulic-fracturing-national. Reproduced with

permission from Pro Publica inc.
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idealized or simplified fracture geometry models has made a significant contribution. These

models which serve as fracture prototypes for analysing theinfluence of the problem parame-

ters give insights into the hydraulic fracture process. Oneof the first fracture geometry models

is called the PKN model [4, 6]. The model assumes that the fracture length is much greater

than the fracture width, that its width slowly varies along the length of the fracture and that the

fracture evolves under plane strain within any vertical cross-section perpendicular to the length

of the fracture. The model proposes an elasticity equation in which the net fluid pressure in

the fracture is linearly proportional to the width of the fracture. The proportionality constant

depends on the material properties of the rock. In this thesis, I consider a two-dimensional

fracture driven by ultra high pressure fluid and propagatingunder plane strain conditions in a

homogenous permeable rock. The deformation of the rock is modelled using the PKN formu-

lation and the fluid flow in the fracture is modelled using the lubrication equations. Because

the PKN model is used the width of the fracture satisfies a nonlinear diffusion equation.

Fitt et al [14] were the first to apply the powerful method of symmetry analysis of dif-

ferential equations to hydraulic fracturing. They solved the problem of a two-dimensional

hydraulic fracture with the PKN model and for a fracture withnon-zero initial length. Fareo

and Mason [15] extended the work of Fitt et al to include permeable rock with fluid leak-off

into the rock formation. Fitt et al [14] and Fareo and Mason [15] considered the special case

in which the fracturing fluid is Newtonian.

A new feature of this thesis is that the fracturing fluid is non-Newtonian. A two-dimensional

fracture with non-zero initial length driven by an incompressible, non-Newtonian fluid of

power-law rheology will be considered. The fluid flow in the fracture is considered laminar

and with negligible inertia. The extension to non-Newtonian fluids is motivated by the recog-

niton that most fluids used in hydraulic fracture operationsdisplay non-Newtonian behaviour.

They can be modelled as power-law fluids [16, 17].

1.2 Objectives and outline of the thesis

In this thesis, the objective is to study the problem of a two-dimensional fracture driven by a

power-law fluid in both permeable and impermeable rock. The PKN model, which assumes
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a linear relationship between the excess fluid pressure in the fracture and the fracture half-

width will be used. The mathematical method employed for solving the mathematical models

derived in this thesis is Lie group analysis which avails us with systematic techniques for

obtaining exact analytical solutions. Numerical methods are used on the nonlinear ordinary

differential equations derived in this thesis when furtherreduction is not possible due to insuf-

ficient symmetries.

In Chapter 2, a brief discussion is made on Newtonian and non-Newtonian fluids and their

classification. The various constitutive models characterizing these fluids are briefly outlined

and the shortcomings of some of these constitutive models are reviewed. Eact time, such

shortcomings pave the way for a more robust constitutive model.

In Chapter 3, we give a concise introduction to Lie group analysis of differential equation.

We focus on the theory of the Lie point symmetry method for thereduction of differential e-

quations, which is used in this thesis. Finally, we discuss the application of invariance criterion

in the formulation of a boundary value problem as a pair of initial value problems.

In Chapter 4, we study the problem of modelling a two-dimensional power-law fluid-

driven fracture in impermeable rock. The chapter begins with the derivation of the two-

dimensional thin film equations in dimensionless form. Introducing dimensionless quantities

allows the simplification of the Navier-Stokes and continuity equations for a thin fracture.

With the aid of boundary conditions, the evolution equationdescribing the half-width of the

fracture is derived. Lie group analysis is used to reduce theevolution equation, which is a

nonlinear partial differential equation, to a nonlinear ordinary differential equation. Fitt et al

[14] were the first to use this approach. Numerical solutionsof the nonlinear ordinary dif-

ferential equations are also investigated. A new feature isthe investigation of the streamlines

and the fluid velocity averaged across the fracture. This leads to an approximate solution for

the fracture profile which is accurate even for a shear thinning fluid with small values for the

power-law exponent.

Chapter 5 considers the problem of modelling a two-dimensional power-law fluid-driven

fracture in permeable rock. The velocity of the flow in the fracture is taken to be the width-

averaged fluid velocity. The thin film equations derived in Chapter 5 are similar to those

derived in Chapter 4. The main difference is the leak-off velocity which is introduced in the

4



evolution equation through the boundary condition at the fluid-rock interface. Exact analytical

solutions and numerical solutions are obtained and analysed. The average fluid velocity in the

fracture is investigated.

In Chapter 6, conservation laws for a power-law fluid-drivenfracture are considered us-

ing three different approaches, the direct method, the characteristic method and the partial

Noether approach. The generation of new conserved vectors from known conserved vectors is

considered. The association of a Lie point symmetry with a conserved vector is investigated

to determine the physical significance of the conservation law. A new feature of the leak-off

velocity as a term in the partial differential equation is the existence two kinds of conservation

law depending on which component of the conserved vector theleak-off velocity is included.

Finally, conclusions are summarised in Chapter 7.
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Chapter 2

Non-Newtonian fluids and their

constitutive models

2.1 Introduction

This chapter reviews the literature on non-Newtonian fluidsand the various constitutive mod-

els characterizing their behaviour which are applicable tothe study of fluid-driven fracturing

of rock. We first recall the very basic and widely accepted definitions of such terms as a

fluid and viscosity. The definitions provide a valuable insight into the very essence of the

non-Newtonian characteristics of certain fluids.

A fluid is a substance that deforms continously under the application of a shear stress,

while viscosity is the immediate resistance produced by thefluid to such a rate of deformation.

For certain fluids, the rate of deformation that they experience has no effect on their viscos-

ity. Such fluids are called Newtonian fluids and the relationship between the shear stress,τ ,

applied on them and the deformation rate,ǫ, is described as [18, 19]

τ = µǫ, (2.1.1)

whereµ, called the dynamic viscosity, is constant. Examples of fluids that fall into this cat-

egory include water, air, certain motor oils, honey, gasoline, kerosene and most mineral oils.

The Newtonian fluid is the basis for classical fluid mechanics. On the other hand, some flu-

ids have a viscosity which changes as they are being deformed. This class of fluids is called
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non-Newtonian fluids. The relationship between the shear stress and shear deformation rate

for such fluids cannot be described by the simple relation in equation (2.1.1), sinceµ, their

dynamic viscosity, depends on the magnitude of the rate of shear. It can also depend on time

for some materials that behave in different ways depending on how long the stress is applied

for.

Non-Newtonian fluids arise in virtually every environment around us. They are encoun-

tered in the chemical and plastic industry as polymeric fluids [19]. Paints, quicksand, slurries,

drilling mud, lubricants, nylon, and colloids all exhibit non-Newtonian behaviour. They are

found in our homes, for example, a mix of cornstarch and water, melted chocolate, eggwhites,

tomato ketchup, toothpaste, body paste, mayonaise, and gelatine; in the human body, for

example, mucus, whole blood (composed of plasma, red and white blood cells, platelets);

and they occur naturally as molten magma and mud slurries. Unfortunately, due to the di-

verse manner in which these non-Newtonian fluids respond to shear deformation rate, there is

not a single model that can describe the behaviour of all non-Newtonian fluids. As a result,

much theory has been developed and non-Newtonian fluids can be classified into different

categories depending on how the shear stress is related to the shear rate. Many models have

been proposed for the constitutive relationship between the shear stress and the shear rate

for non-Newtonian fluids. The aim in this chapter is to act as aguide through some of the

developments and to elaborate on how and where the models canbe used, as well as the short-

comings of some of the models. A brief discussion on a molecular scale is first given on how

the macroscopic flow of fluid and flow deformation rate are related to the configuration and

motion of the individual molecules, and how, in turn, the viscous resistance is related to the

intermolecular and interparticle forces in the fluid.

2.2 Microstructure and macroscopic fluid phenomena

Flow or deformation involves the relative motion of adjacent elements of the material. As

a consequence such processes are sensitive to interatomic,intermolecular and interparticle

forces. The macroscopic behaviour displayed by most non-Newtonian fluids is primarily a

reflection of an underlying microstructure. For example, a variety of non-Newtonian fluids
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are colloidal suspensions. These fluids are Newtonian solvents such as water containing a dis-

persion phase of small particles, ranging in size from 1 nanometer (10−9m) to 1 micrometer

(10−6m). Table (2.2.1) displays some important types of colloidal systems [20]. Interparticle

forces, which are attributed to the aggregate interactionsbetween individual molecules, elec-

trostatic forces, effect of the intervening solvent medium, are all factors ensuring the stability

of such colloidal dispersions and that the particles do not settle out by gravity. For these col-

loidal suspensions, the microstructure that develops is from particle-particle or particle-solvent

interactions which are often of electrostatic or chemical origin. In the case of polymeric fluids,

the microstucture is their molecular chemical compositionand structure [19].

Disperse systems Disperse phase Disperse medium

Milk, butter, mayonnaise, pharmaceutical creams, asphaltLiquid Liquid

Clay slurries, toothpaste, muds, polymer latices Solid Liquid

Blood Corpuscles Serum

Fog, mist, tobacco smoke,aerosol sprays Liquid Gas

Inorganic colloids (gold, silver iodide, sulphur

metallic hydroxides), paints Solid Liquid

Jellies, glue Macromolecules Solvent

Table 2.2.1: Some typical colloidal systems.

The deviation from the Newtonian fluid behaviour given by equation (2.1.1) occurs when

we do not have a linear relationship between the shear stress, τ , and the shear rate,ǫ or when

theτ − ǫ graph does not pass through the origin. As shown in Figure (2.2.1), non-Newtonian

fluids can be classified into the following three categories [21]:

• Fluids for which the value of the shear stress,τ , depend on the current value of the shear

rate,ǫ. These fluids are variously known as purely viscous, inelastic, time-independent
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Figure 2.2.1: Classification of non-Newtonian fluids.
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or generalized Newtonian fluids,

• Fluids for which the shear stress,τ , depends on the shear rateǫ, as well as on the

kinematic history and the duration of shear, t. These are known as time-dependent or

memory fluids,

• Fluids that exhibit both a blend of viscous fluid behaviour and of elastic solid-like be-

haviour. These are called visco-elastic fluids or elastico-viscous fluids.

The above classification is quite arbitrary since most fluidsoften display a combination of two

or all of these properties. We will now discuss each of these classifications in turn and also

present the constitutive equations characterizing them.

2.3 Constitutive equations for purely viscous fluids

By a purely viscous fluid, we mean a fluid for which the stress atany given material point

and time is a function of the velocity gradient evaluated at the point and time of interest. This

class of fluid has no memory and hence does not depend on time since the fluid response

is characterized solely by motion at the present time. They are sometimes referred to as

”generalized Newtonian fluids” [19] and are described by theempirical relation

τ = ηǫ (2.3.1)

whereη is a function of the magnitude of the rate of shear or by

ǫ =
τ

η
(2.3.2)

whereη is a function of the shear stress.

Depending upon the form of equation (2.3.1) or (2.3.2), there are three possible behaviours

that these fluids display:

• Shear thinning of pseudoplastic behaviour,

• Viscoplastic behaviour with or without shear thinning

• Shear thickening or dilatant behaviour

10
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In Figure (2.3.1), the qualitative behaviour of these threecategories of fluids is shown. The

curve having a straight line through the origin represents aNewtonian fluid.

2.3.1 Shear thinning fluids

These are the most widely encountered time-independent non-Newtonian fluids in engineering

practice. Most of the fracturing fluids used in the mining andpetroleum industry are shear

thinning [22]. These fluids have viscosity which gradually decreases with increasing shear

rate. According to [19, 21], almost all polymer solutions and melts that exhibit a shear rate

dependent viscosity are shear thinning. However, at low andhigh shear rates, most shear

thinning polymer solutions and melts have limiting viscosity that remains constant in some

range of shear rate and they are said to display Newtonian behaviour. This is observable in

Figures (2.3.1) and (2.3.2). The limiting viscosity of shear thinning fluids at low shear rate is

called zero-shear viscosity, denoted byη0 while that at high shear rate is called infinite-shear

viscosity, denoted byη∞. Thus, the viscosity of shear thinning fluids decreases fromη0 to η∞

with increasing shear rate and is therefore bounded below byη∞ and above byη0.

In mathematically representing the shear thinning behaviour of fluids, many mathematical
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models of varying complexity and forms have been reported inthe literature. Some of these

are attempts at curve fitting of the experimental data to givean empirical relationship for the

shear stress - shear rate curves or the viscosity - shear ratecurve, while others have some

theoretical basis in statistical mechanics [23]. An extensive listing of viscosity models can

be found in several textbooks [19, 23]. Some of the widely used viscosity models for shear

thinning fluids are now discussed.

(i) The power-law model of Ostwald and De Waele

The standard power-law model with two parametersk andn expresses viscosity as a func-

tion of shear rate by the relation

η = k |ǫ|n−1 , (2.3.3)

wherek is the consistency coefficient andn is the power-law exponent. The parametersk

andn are temperature dependent. For0 < n < 1, dη

dǫ
< 0 which means thatη decreases

with increasing shear rate. Forn > 1, dη

dǫ
> 0 which means thatη increases with increasing

shear rate. The casen = 1 represents Newtonian behaviour. The power-law model (2.3.3) is a

relatively simple equation which models to a reasonable approximation those features of shear

thinning fluid viscosity which are important over an interval of shear rate. It is this simplicity

that makes the power-law model the most well-known and widely-used empirical formula in

engineering work [19]. However, this model has its weaknesses and shorcomings. As seen in

Figure (2.3.1) and (2.3.2), one of these weaknesses lies in the fact that the power-law model
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is incapable of predicting the lower and upper Newtonian plateau in the limitsǫ → ∞ and

ǫ→ 0. It therefore applies to a limited range of shear rates and the values of the parametersk

andn will depend only on the range of shear rates considered. Moreon the shorcomings can

be found in [19, 21].

In order to rectify and overcome some of the shortcomings of the power-law model in

describing shear thinning fluid behaviour, the price of additional empirical constants is paid.

Cross [24] and Carreau [25] presented empirical formulations which take into account the

viscosity of shear thinning fluids in the limitsǫ → ∞ and ǫ → 0, while the Ellis model

[26, 27, 28] takes into account the fluid viscosity of shear thinning fluids in the limitǫ→ 0.

(ii) The Cross model

The cross model is typically written in terms of four parameters

η = η∞ +
η0 − η∞
1 + kǫn

, (2.3.4)

whereη0 andη∞ are the zero-shear-rate and infinite-shear-rate viscosities respectively andk

andn are as defined in the power-law equation (2.3.3). For0 < n < 1, (2.3.4) describes shear

thinning fluid behaviour. In the limitǫ→ 0, η = η0 and forǫ→∞, η = η∞. Therefore the

Cross model correctly predicts the lower and the upper limiting viscosities. The Newtonian

limit is fully recovered whenk = 0.

(iii) The Carreau-Yasuda model

The Carreau-Yasuda model, comprising five parameters is given as

η = η∞ + (η0 − η∞) (1 + (λǫ)a)
n−1
a . (2.3.5)

The parametersη0 andη∞ are as defined in the Cross model,λ is a time constant,n is the

power law exponent anda is a dimensionless parameter that describes the transitionregion

between the zero-shear-rate region and the power-law region. Whena = 2, (2.3.5) reduces to

the Carreau model with four parameters

η = η∞ + (η0 − η∞)
(

1 + (λǫ)2
)

n−1
2 . (2.3.6)
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(iv) The Ellis model

The Ellis model takes the form (2.3.2) and the viscosity, expressed in terms of shear stress

is given as

1

η
=

1

η0



1 +

∣

∣

∣

∣

∣

τ

τ 1
2

∣

∣

∣

∣

∣

α−1


 , (2.3.7)

whereη0 is the viscosity at zero shear andτ 1
2

is the value of the shear stress at which the

fluid viscosity,η, drops toη0/2. At a very low value of shear stress, (and hence shear rate),

Newtonian behaviour with viscosityη0 is approached. As the shear stress,τ , becomes large

with respect toτ 1
2
, such thatτ/τ 1

2
>> 1, we haveη = η0τ 1

2
/τα−1 and substituting into (2.3.3)

gives

τ = τ
(1− 1

α)
1
2

η
1
α

0 ǫ
1
α ,

which is a power-law model withk = τ
(1− 1

α)
1
2

η
1
α

0 andn = 1/α. The Ellis model does not

predict the upper Newtonian regime, the viscosity at infinite shear rate.

2.3.2 Viscoplastic fluids

Non-Newtonian fluids include those that will not flow or deform except if acted on by some

finite threshold stress called yield stress. These fluids arecalled yield-stress fluids. Yield stress

is that stress below which the substance behaves like an elastic solid and above which the

substance behaves like a liquid with a plastic viscosityηp. The simplest yield-stress material

is called the Bingham plastic fluid which obeys the constitutive relation

τ = τy + ηpǫ, |τ | > |τy|

ǫ = 0, |τ | < |τy| . (2.3.8)

Model (2.3.8) describes the Newtonian behaviour of viscoplastic fluids for|τ | > |τy|. Flu-

ids exhibiting Bingham plastic behaviour include highly concentrated suspensions of solid

particles [29]. Viscoplastic materials exhibiting shear thinning behaviour are referred to as

Herschel-Bulkley materials [29] and are described by the Herschel-Bulkley model

τ = τy + kǫn, |τ | > |τy|

ǫ = 0, |τ | < |τy| . (2.3.9)
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Another model which has its origin in blood modelling, but has been widely found useful for

modelling some other viscoplastic substances is the Cassonmodel given as

√
τ =

√
τy +

√

ηp |ǫ|, |τ | > |τy|

ǫ = 0, |τ | < |τy| . (2.3.10)

Despite these fascinating models describing viscoplasticfluid behaviour, it is worth observing

that Barnes et al [30, 31] have challenged the existence of the yield stress. They argued that

“yield stress is a mere idealisation, and that given accurate measurements, no yield stress

exists”. They continued in their arguement by stating that “with the aid of new generation

rheometers, accurate measurements at low enough shear rates which nullifies the yield stress

theory can be made”.

2.3.3 Shear thickening fluids

Shear thickening fluids are also called dilatant fluids. Theyhave the property that their vis-

cosity increases with increasing shear rate. Examples of fluid exhibiting shear thickening are

concentrated suspensions of china clay, titanium dioxide and a mix of corn starch and water

[19, 21]. Of the time-independent fluids, dilatant fluids have generated very little attention

since most fluids do not display dilatant behaviour. The flow behaviour of shear thickening

fluids is described by the power law model of equation (2.3.3)wheren > 1.

2.4 Constitutive equations for time dependent fluids

This class of fluids have viscosities that depend not only on the rate of shear, but also on the

time for which the fluid has been subjected to shearing. Theirinternal structures undergo re-

arrangements during deformations at a rate quite slow to maintain equilibrium configurations.

This results in the shear stress changing with the duration of shear. Time dependent fluids can

be classified into two kinds: Thixotropic fluid and Rheopeticfluids.
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2.4.1 Thixotropic fluids

These fluids exhibit behaviour called thixotropy and have viscosities which decrease with time

of shearing when sheared at a constant rate. Examples include clay suspension, emulsions,

drilling fluids, protein solutions, certain paints, inks and coating greases [29, 32]. A detailed

literature review and models describing thixotropic behaviour is found in [32].

2.4.2 Rheopetic fluids

The behaviour exhibited by these fluids is called rheopexy, and it is the opposite of thixotropy.

Rheopetic fluids are fluids whose viscosities increase with time of shearing when sheared

at a constant rate. Examples include bentonite solutions, colloidal suspension of vanadium

pentoxide at moderate shear rates and coal-water slurries [21, 29].

Much effort has been invested in the development of constitutive relations describing

thixotropic behaviour, stemming from its wide and frequentoccurrence in industrial process-

es [32, 33]. However, many of the models used to describe thixotropy involve alterations of

the existing constitutive equations-the generalized Newtonian fluid model, Herschel-Bulkley

model, Bingham model, in such a way as to incorporate time dependence into the fluid vis-

cosity and yield stress.

2.4.3 Viscoelastic fluids

Viscoelastic fluids are fluids having both viscous and elastic properties. These fluids, when

deformed and upon removal of the stress causing deformationhave the ability to recover and

regain their original shape in an elastic manner. Polymericfluids are dominant among the

different classes of fluids exhibiting viscoelasticity [29] and they are indeed sometimes refered

to as viscoelastic fluids [19]. Some non-polymeric materials exhibiting viscoelasticity are gels,

soap solutions, emulsions, synovial fluids and foams [21].

An important effect of viscoelasticity is that shear flows give rise to normal stresses which

act in the direction normal to that of shear. The effects of these normal stresses are manifest-

ed in physical phenomena such as rod climbimg (Weissenberg effect), die swell and tubeless
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syphon [19, 34]. Viscoelastic fluids can be classified into two kinds depending on their dis-

placement behaviour in response to applied stress. They arelinear viscoelastic fluids-with a

very small displacement gradient response and nonlinear viscoelastic fluids- with large dis-

placement gradients response. A thorough coverage of mathematical models describing linear

and nonlinear viscoelastic fluids is found in [19, 21, 34].

A class of fluid called the Rivlin-Ericksen fluid of order two,which is a member of a

general category of fluids called fluids of differential typeor informally as Rivlin-Ericksen

fluids [35] can describe the normal stress effects encountered in phenomena like die swell and

the Weissenberg effect. It is described by the constitutiveequation

T = −pI + µA1 + α1A2 + αA2
1 (2.4.1)

whereµ, α1 andα are material constants,µ being the viscosity. The tensorsA1, which is

twice the rate of strain tensor andA2 are the Rivlin-Ericksen tensors defined by

A1 = ∇V +∇V T , (2.4.2)

A2 =
dA1

dt
+ A1∇V +∇V TA1. (2.4.3)

A detailed account of the characteristics of second - grade fluids is well documented in [35].

2.5 Conclusions

In this chapter, a review of non-Newtonian fluids and the various constitutive models char-

acterizing them has been made. The power-law constitutive model, which is the model used

in the remainder of this thesis has been discussed. The advantages that the power-law model

has over the other constitutive models for non-Newtonian fluids have been highlighted. The

shortcomings of the model have also been discussed.
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Chapter 3

Mathematical preliminaries

3.1 Introduction

In Chapter 2, we described non-Newtonian fluids by their constitutive models. The equations

derived using these models are often highly nonlinear and difficult to solve analytically. Nu-

merical computations have been used in an attempt at obtaining solutions to these nonlinear

equations. Without underestimating the importance of numerically solving these equations

for the problem under investigation, analytical solutionsremain more profound because they

help us see how variables are related to one another as well asunderstanding the effect of

parameters that are present in the differential equation and boundary conditions.

There are many problems in non-Newtonian and Newtonian fluidmechanics where closed

form solutions are not easily obtainable by the standard methods of integration due to the

nonlinearity of the differential equations encountered inthese problems. An approach devel-

oped by the 19th century Norwegian mathematician, Sophus Lie (1842-1899) enables exact

analytical solutions to linear and nonlinear differentialequations to be derived in a systematic

manner. We begin this chapter by outlining the essential features of Lie’s classical approach

to solving partial differential equations. A non-classical approach to solving differential e-

quations, which is a generalisation of Lie’s method for finding group invariant solutions, was

proposed by Bluman and Cole in [36]. In Section 3.2, we discuss the theory of Lie group

analysis of partial differential equations, an approach implemented in this thesis to reduce a
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second order partial differential equation to a second order nonlinear ordinary differential e-

quation. Finally in Section 3.3, we describe briefly a methodto transform a boundary value

problem into a pair of initial value problems, an approach wewill use in this research to derive

numerical solutions.

3.2 Lie’s classical symmetry method for partial differential

equations

We will briefly describe the theory of Lie group analysis of partial differential equations which

is required in this thesis.

For simplicity and without loss of generality, consider thekth-order (k ≥ 1) partial differ-

ential equation in one dependent variableu andn independent variablesx = (x1, x2, . . . , xn):

F (x, u, u(1), . . . , u(k)) = 0, (3.2.1)

whereu(1), u(2) up tou(k) are the collection of all distinct first-, second- up to kth-order partial

derivatives with respect to the independent variables:

u(1) = { ∂u
∂xi

}, u(2) = { ∂2u

∂xi∂xj
}, . . . , u(k) = { ∂ku

∂xi1 , . . . , ∂xik
}

with 1 ≤ i, j, i1, . . . , ik ≤ n.

By a classical symmetry group of (3.2.1), we mean a continousgroup of invertible point

transformations in a plane that depends on the group parameteraǫR,

x̄i = f i(x, u, a), i = 1, . . . , n

ū = g(x, u, a), (3.2.2)

which acts on the space of independent and dependent variables, leaving equation (3.2.1)

form invariant and converting any classical solution of (3.2.1) into another classical solution

of (3.2.1). The transformations (3.2.2) satisfy all four properties of a group which are closure,

inverse, identity and associativity and are said to form a one-parameter symmetry group.

The solutions of (3.2.1) which are invariant under (3.2.2) are called group invariant solu-

tions, and are found by solving a differential equation which has fewer independent variables
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than (3.2.1). The transformations (3.2.2) which leave (3.2.1) invariant provide symmetries

which are used in the reduction of the number of independent variables in (3.2.1). The proce-

dure leading to the derivation of the symmetries used in the reduction process is now outlined.

We first note that fora sufficiently small, the finite transformations (3.2.2) can be expanded in

a Taylor series abouta = 0 to obtain the infinitesimal transformation

x̄i = xi + aξi(x, u), i = 1, . . . , n

ū = u+ aη(x, u), (3.2.3)

where

f i(x, u, 0) = xi, g(x, u, 0) = u, ξi(x, u) =
∂f i(x, u, a)

∂a

∣

∣

∣

∣

a=0

, η(x, u) =
∂g(x, u, a)

∂a

∣

∣

∣

∣

a=0

.

To recover the one parameter finite group of transformations(3.2.2) from the infinitesimal

transformations, we solve the Lie equations

ξi(x̄, ū) =
dx̄i

da
, η(x̄, ū) =

dū

da
, (3.2.4)

subject to the initial conditions

x̄i
∣

∣

∣

∣

a=0

= xi, ū

∣

∣

∣

∣

a=0

= u, (3.2.5)

wherex̄ = (x̄1, . . . , x̄n). The infinitesimal transformation (3.2.3) can be conveniently repre-

sented by the linear differential operator

X = ξ1(x, u)
∂

∂x1
+ ξ2(x, u)

∂

∂x2
+ . . .+ ξn(x, u)

∂

∂xn
+ η(x, u)

∂

∂u
, (3.2.6)

called the symbol of the infinitesimal transformation. Equation (3.2.6) is also referred to as

the infinitesimal operator or Lie symmetry generator.

The infinitesimal point transformation (3.2.3) can be extended to include the partial deriva-

tives of the dependent variableu. Since the point transformation (3.2.3) form a one-parameter

group, their extension to the partial derivatives ofu of any order is also a one-parameter group

and is called an extended point transformation group.
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3.2.1 Lie point symmetries of differential equations

The partial differential equation (3.2.1) is solved by deriving their group invariant solution.

The first step towards obtaining a group invariant solution involves the derivation of the Lie

point symmetry generators of (3.2.1).

The Lie point symmetry generators

X = ξ1(x, u)
∂

∂x1
+ ξ2(x, u)

∂

∂x2
+ . . .+ ξn(x, u)

∂

∂xn
+ η(x, u)

∂

∂u
(3.2.7)

of equation (3.2.1) are derived by solving the determining equation

X [k]F (x, u, u(1), . . . , u(k))

∣

∣

∣

∣

F=0

= 0, (3.2.8)

for ξ1(x, u), ξ2(x, u), . . ., ξn(x, u) andη(x, u), whereX [k], called the kth prolongation ofX,

is given by

X [k] = X+
n
∑

i=1

ζxi
∂

∂uxi
+

n
∑

i=1

n
∑

j=1

ζxixj
∂

∂uxixj
+ . . .+

n
∑

i1=1

. . .
n
∑

ik=1

ζxi1 ...xik
∂

∂uxi1 ...xik
, (3.2.9)

for i ≤ j andi1 ≤ i2 ≤ . . . ≤ ik, where

ζxi = Dxi(η)−
n
∑

l=1

uxlDxi(ξ
l),

ζxixj = Dxj (ζxi)−
n
∑

l=1

uxixlDxj (ξ
l),

...

ζxi1 ...xik = Dxik (ζxi1 ...xik−1 )−
n
∑

l=1

u
xlxi1 ...x

ik−1Dxik (ξ
l). (3.2.10)

The total derivatives with respect to the independent variablexi in (3.2.10) is

Di = Dxi =
∂

∂xi
+ uxi

∂

∂u
+

n
∑

l=1

uxlxi
∂

∂uxl
+ . . . . (3.2.11)

The unknown functionsξ1(x1, . . . , xn, u), ξ2(x1, . . . , xn, u), . . ., ξn(x1, . . . , xn, u) and

η(x1, . . . , xn, u) in the Lie point symmetry do not depend on the derivatives ofu. The deriva-

tives ofu in the determining equation (3.2.8) are independent. Hence, the coefficients of the

powers and products of the partial derivatives ofu in the determining equation (3.2.8) must

each be zero.
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The determining equation is then separated according to thepowers and products of the

partial derivatives ofu and the coefficient of each power and product of derivatives set to

zero. One then obtains an overdetermined system of linear homogenous partial differential

equations for then + 1 coefficient functionsξi andη. Solving this overdetermined system of

equations produces expressions for theξi andη. These solutions contain a finite number of

arbitrary constants and may contain undetermined functions of the variables . Setting all the

constants and undetermined functions to zero except one in turn, we obtain all the Lie point

symmetry generators admitted by the differential equation. If the partial differential equation

(3.2.1) contains an arbitrary function of some of the independent variablesx1, x2, . . ., xn, a

partial differential equation for the arbitrary function,which must be satisfied for the Lie point

symmetries to exist, is obtained.

3.2.2 Group invariant solutions

The symmetries obtained are of the form

Xi = ξ1i (x, u)
∂

∂x1
+ ξ2i (x, u)

∂

∂x2
+ . . .+ ξni (x, u)

∂

∂xn
+ ηi(x, u)

∂

∂u
(3.2.12)

for i = 1, 2, . . . r, wherer is the number of admitted Lie point symmetries. Since a constant

multiple of a Lie point symmetry is also a Lie point symmetry,any linear combination of Lie

point symmetries is also a Lie point symmetry. Denoting thislinear combination byXc, we

obtain

Xc = c1X1 + c2X2 + c3X3 + . . .+ crXr, (3.2.13)

whereci, i = 1, 2, . . . r, are constants.

The group invariant solution,u = ψ(x1, x2, . . . , xn), of the nonlinear partial differential

equation (3.2.1) is obtained by solving the first order quasilinear partial differential equation

for ψ,

Xc

(

u− ψ(x1, x2, . . . , xn)
)

∣

∣

∣

∣

u=ψ(x1,x2,...,xn)

= 0. (3.2.14)

The group invariant solution is then substituted back into equation (3.2.1). One then obtains

a partial differential equation inn−1 independent variables. The number of independent
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variables is thus reduced by one. This technique when repeated may eventually reduce the

partial differential equation to an ordinary differentialequation in one independent variable.

3.3 Formulation of a boundary value problem as a pair of

initial value problems

In solving numerically a two-point linear or nonlinear boundary value problem several tech-

niques have been developed. These techniques involve iterative methods such as the shooting

method, finite difference methods, integral methods, and non-iterative methods such as the

method of superposition, method of adjoint operators, invariant embedding and the method of

transforming the boundary value problem to a pair of initialvalue problems.

The method of transformation is employed to solve the boundary value problems encoun-

tered in this research. The applicability of this method hinges on invariance principles and

it involves the formulation of the boundary value problem asa pair of initial value problem-

s. This method proves useful for a class of differential equations or systems of differential

equations that are invariant under certain groups of homogenous linear transformations. This

invariance condition then ensures the convertibility of the boundary value problem into two

initial value problems. The first initial value problem is solved to obtain an initial condition

for the second initial value problem. The solution of the second initial value problem is the

solution of the original boundary value problem. Numericaltechniques like the Runge-Kutta

method can be used to solve the initial value problems if exact solutions cannot be obtained.

The method was used to solve the Blasius boundary value problem over a semi-infinite

domain for steady two-dimensional flow of an incompressiblefluid past a flat plate placed

edgewise to the stream [37]. Several extensions of the method have been made. The connec-

tion of the method to group theory was first discovered by Klamkin [37]. He extended the

idea to a broader class of ordinary differential equations and systems of differential equations

invariant under a linear transformation, with boundary conditions specified at the origin and at

infinity. The boundary condition at the origin was homogenous. The extensions to boundary

value problems over a finite domain, with boundary conditions specified at both ends, and to
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some equations that are not invariant under the linear group, but are invariant under the spiral

group, was made by Tsung Yen Na [38, 39]. The homogeneity condition at the initial point

was later replaced by a mix condition by Klamkin [40]. Further information on this method is

given in [41, 42].

3.4 Conclusions

In this chapter, we have discussed the theory of the mathematical methods that will be used to

solve the mathematical models derived in this thesis. They are powerful methods which can

be applied to nonlinear problems.

24



Chapter 4

Modelling two dimensional power-law

fluid driven fracture in impermeable rock

This chapter considers a two-dimensional PKN fracture model for impermeable rock. A re-

view of hydraulic fracture modelling has been given by Mendelsohn [43]. The fracture model

under consideration is driven by non-Newtonian fluid of power-law rheology.

4.1 Derivation of the thin fluid film equations

In this section, we will derive the two-dimensional thin filmequations for the flow of the

injected power-law incompressible fluid in the fracture. Consider a two-dimensional fluid-

driven fracture propagating in an isotropic, homogenous, impermeable and linearly elastic

medium. The medium is characterized by its Youngs’ modulusE and Poisson ratioν. The

two-dimensional model was first developed by Khristianovicand Zheltov [2]. The nomencla-

ture and coordinate system used are illustrated in Figure 4.1.1.

The fluid flow which is laminar is independent ofy and obeys the two-dimensional mo-

mentum balance equation and conservation of mass equation for an incompressible fluid,

ρ

(

∂v

∂t
+ (v · ∇)v

)

= ∇ · S + F , ∇ · v = 0, (4.1.1)

wherev = (vx(x, z, t), 0, vz(x, z, t)) denotes the fluid velocity,ρ, the density of the fluid

which is a constant,F , the body force per unit mass andS, the Cauchy stress tensor, which
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σ0

σ0

h(x, t)
vx(0, z, t)

vx(0, z, t)

z = h(x, t)

z = −h(x, t)

L(t)
x

z

O

Figure 4.1.1: A hydraulic fracture propagating in an elastic impermeable medium. The coor-

dinate direction y points into the page andσ0 is the far field compressive stress.

can be decomposed into the isotropic part and the trace-freedeviatoric part as follows:

Sij = −pδij + τij , τii = 0. (4.1.2)

We consider the constitutive rheological relation for an incompressible power-law fluid of the

form

τij = K |ǫ|n−1 ǫij , (4.1.3)

where the parameterK (with units of Pa.sn) is called the consistency index andn (dimen-

sionless) is the power-law exponent, also called the fluid behaviour index. In (4.1.3),|ǫ|, the

magnitude of the rate of shear, is defined by

|ǫ| =
√

1

2

∑

i

∑

j

ǫijǫij =

√

1

2
(tr ǫ2). (4.1.4)

By definition,

ǫ = ∇v +∇vT ,

is the first Rivlin-Ericksen tensor where∇v is an outer product defined by

∇v =











∂
∂x

0

∂
∂z











(

vx, 0, vz

)

. (4.1.5)
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Also

ǫ =











2∂vx
∂x

0 ∂vz
∂x

+ ∂vx
∂z

0 0 0

∂vx
∂z

+ ∂vz
∂x

0 2∂vz
∂z











(4.1.6)

and

ǫ2 =











4
(

∂vx
∂x

)2
+
(

∂vz
∂x

+ ∂vx
∂z

)2
0 2

(

∂vx
∂x

+ ∂vz
∂z

) (

∂vx
∂z

+ ∂vz
∂x

)

0 0 0

2
(

∂vx
∂x

+ ∂vz
∂z

) (

∂vx
∂z

+ ∂vz
∂x

)

0
(

∂vz
∂x

+ ∂vx
∂z

)2
+ 4

(

∂vz
∂z

)2











. (4.1.7)

But since the fluid is incompressible, from (4.1.1)

∂vx
∂x

+
∂vz
∂z

= 0 (4.1.8)

and therefore the tensorǫ2 is diagonal. Hence

√

1

2
(tr ǫ2) =

√

2

(

∂vx
∂x

)2

+ 2

(

∂vz
∂z

)2

+

(

∂vx
∂z

+
∂vz
∂x

)2

. (4.1.9)

Using (4.1.4) and (4.1.9), equation (4.1.3) becomes

τij = K

(

2

(

∂vx
∂x

)2

+ 2

(

∂vz
∂z

)2

+

(

∂vx
∂z

+
∂vz
∂x

)2
)

n−1
2

ǫij . (4.1.10)

The body forceF due to gravity is neglected. The momentum balance equation in (4.1.1) is,

in component form,

ρ

(

∂vx
∂t

+ vx
∂vx
∂x

+ vz
∂vx
∂z

)

= −∂p
∂x

+
∂

∂x

(

KΠn−12
∂vx
∂x

)

+
∂

∂z

(

KΠn−1

(

∂vz
∂x

+
∂vx
∂z

))

, (4.1.11)

ρ

(

∂vz
∂t

+ vx
∂vz
∂x

+ vz
∂vz
∂z

)

= −∂p
∂z

+
∂

∂x

(

KΠn−1

(

∂vz
∂x

+
∂vx
∂z

))

+
∂

∂z

(

KΠn−12
∂vz
∂z

)

, (4.1.12)

and the conservation of mass equation in (4.1.1) is given by (4.1.8). In (4.1.11) and (4.1.12),

Π =

[

2

(

(

∂vx
∂x

)2

+

(

∂vz
∂z

)2
)

+

(

∂vz
∂x

+
∂vx
∂z

)2
]

1
2

. (4.1.13)
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For a Newtonian fluidKΠn−1 reduces to the viscosityµ. We can therefore regardKΠn−1 as

an effective viscosity.

The fluid is incompressible and there is no leak-off into the rock mass. Hence, per unit

length in they−direction:




rate of change of the total

volume of the fracture



 =





rate of flow of fluid into the fracture

at the fracture entry



 . (4.1.14)

Let V (t) denote the total volume of the fracture per unit length in they−direction. Then

V (t) = 2

∫ L(t)

0

h(x, t) dx, (4.1.15)

whereL(t) is the length of the fracture at timet. Denote byQ(x, t) the total volume flux of

fluid in thex−direction along the fracture. Then

Q(x, t) = 2

∫ h(x,t)

0

vx(x, z, t) dz (4.1.16)

and the balance law (4.1.14) becomes

dV

dt
= Q(0, t) = 2

∫ h(0,t)

0

vx(0, z, t) dz. (4.1.17)

In order to simplify (4.1.11) and (4.1.12) for a thin fracture we introduce the dimensionless

variables of lubrication theory [18]. Since the length of the fracture is much greater than its

width, two length scales are used,L0 = L(0), the initial fracture length andH = h(0, 0), the

initial fracture half-width at the fracture entry. LetU be a typical fluid speed in the fracture in

thex−direction which will be specified later. Therefore, from thecontinuity equation (4.1.8),

the typical fluid speed in the fracture in thez−direction isUH/L0. Then

KΠn−1 = O

(

K

(

U

H

)n−1
)

(4.1.18)

and we define

µe = K

(

U

H

)n−1

, (4.1.19)

whereµe is the order of magnitude of the effective viscosity,KΠn−1, of the power-law fluid

in the fracture. For the power-law fluid in the fracture the Reynolds number Re is defined by

Re =
ρUL0

µe
=
ρU2−nL0H

n−1

K
. (4.1.20)
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We will make the thin film approximation of lubrication theory [18] which is

H

L
<< 1, Re

(

H

L

)2

<< 1. (4.1.21)

The characteristic fluid pressure,P , of the power-law fluid in the fracture is derived by

balancing the pressure gradient along the fracture with theviscous stress. Consider thex−
component of the momentum balance equation (4.1.11) which,replacing the terms by their

order of magnitude, is

ρ
U2

L0
∼ − P

L0
+ µe

U

L2
0

+ µe

(

U

L2
0

+
U

H2

)

. (4.1.22)

By the lubrication approximation the viscous terms can be approximated byµeU/H2 and

(4.1.22) becomes

ρ
U2

L0
∼ − P

L0
+ µe

U

H2
. (4.1.23)

The inertia term in (4.1.23) is neglected since by the lubrication approximation

inertia term
viscous term

=

ρU2

L0

µe
U
H2

= Re

(

H

L0

)2

<< 1. (4.1.24)

Equation (4.1.23) therefore reduces to

P =
UL0µe
H2

=
UnL0K

Hn+1
, (4.1.25)

which is the characteristic fluid pressure.

The dimensionless variables are defined by

t =
Ut

L0
, x =

x

L0
, z =

z

H
, vx =

vx
U
, vz =

vzL0

UH
,

p =
pH2

UL0µe
=

pHn+1

KL0Un
, h̄ =

h

H
, L̄(t) =

L(t)

L0
, V̄ (t) =

V (t)

HL0
. (4.1.26)

With these scalings, (4.1.11), (4.1.12) and (4.1.8) become

Re

(

H

L0

)2(
∂vx
∂t

+ vx
∂vx
∂x

+ vz
∂vx
∂z

)

=− ∂p

∂x
+ 2

(

H

L0

)2
∂

∂x̄

(

Π̄n−1∂vx
∂x

)

+
∂

∂z̄

(

Π̄n−1

(

(

H

L0

)2
∂v̄z
∂x̄

+
∂vx
∂z

))

, (4.1.27)
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Re

(

H

L0

)4(
∂vz
∂t

+ vx
∂vz
∂x

+ vz
∂vz
∂z

)

=− ∂p

∂z
+

(

H

L0

)2
∂

∂x̄

(

Π̄n−1

(

(

H

L0

)2
∂vz
∂x

+
∂vx
∂z

))

+ 2

(

H

L0

)2
∂

∂z̄

(

Π̄n−1∂v̄z
∂z̄

)

, (4.1.28)

∂vx
∂x

+
∂vz
∂z

= 0, (4.1.29)

where

Π̄ =



2

(

H

L0

)2
(

(

∂v̄x
∂x̄

)2

+

(

∂v̄z
∂z̄

)2
)

+

(

(

H

L0

)2
∂v̄z
∂x̄

+
∂v̄x
∂z̄

)2




1
2

and the Reynolds number Re is as defined in (4.1.20). We imposethe thin film approximation

of lubrication theory given in (4.1.21). Expressed in dimensionless variables and by dropping

the overhead bars the momentum balance and conservation of mass equations reduce to

∂p

∂x
=

∂

∂z

(

∣

∣

∣

∣

∂vx
∂z

∣

∣

∣

∣

n−1
∂vx
∂z

)

, (4.1.30)

∂p

∂z
= 0, (4.1.31)

∂vx
∂x

+
∂vz
∂z

= 0. (4.1.32)

The fluid flows through a two-dimensional fracture channel which is symmetrical about

thex−axis. We will consider the upper half of the fracture and onlyfluid injection into the

fracture. We assume that there is no backflow in the fracture.Thenvx(x, z, t) has a maximum

value atz = 0 and decreases to zero atz = h(x, t) because of the no-slip boundary condition

at the fluid-rock interface. Thus in the upper half of the fracture

∂vx
∂z

< 0, 0 ≤ z < h(x, t) (4.1.33)

and (4.1.30) can be written as

∂p

∂x
=

∂

∂z

(

(

−∂vx
∂z

)n−1
∂vx
∂z

)

. (4.1.34)
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4.2 Initial and boundary conditions

Consider now the boundary conditions. Away from the fracture tip, x = L(t), the width

of the fracture varies slowly along its length and the tangential and normal components of the

fluid velocity at the fluid-rock interface are approximatelyvx(x, h(x, t), t) andvz(x, h(x, t), t).

The boundary conditions at the solid boundaryz = h(x, t) of the fracture are the no-slip

condition for a viscous fluid and no fluid leak-off because therock is impermeable and no

cavity formation:

z = h(x, t) : vx(x, h(x, t), t) = 0, (4.2.1)

z = h(x, t) : vz(x, h(x, t), t) =
Dh

Dt

∣

∣

∣

∣

z=h(x,t)

=
∂h

∂t
. (4.2.2)

The above boundary conditions are applicable under the thinfluid film approximation [44].

From symmetry of the two-dimensional fracture about thex−axis,vz(x, z, t) vanishes on the

x−axis andvx(x, z, t) attains a maximum value on thex−axis. Thus

z = 0 : vz(x, 0, t) = 0,
∂vx
∂z

(x, 0, t) = 0. (4.2.3)

At the fracture tip,x = L(t), the width of the fracture vanishes:

h(L(t), t) = 0. (4.2.4)

The initial conditions are

t = 0 : L(0) = 1, h(0, 0) = 1. (4.2.5)

We impose the conditionsL(0) = 1 andh(0, 0) = 1 because the characteristic length in the

x−direction is the initial length of the fracture and the characteristic length in thez−direction

is the initial half-width at the fracture entry. A pre-existing fracture exists in the rock mass:

t = 0 : h(0, x) = h0(x), h0(0) = 1, 0 ≤ x ≤ L(t). (4.2.6)

The initial fracture profileh0(x) and hence the initial volumeV0 cannot be specified arbitrarily.

They are determined from the group invariant solution.
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The partial differential equation forh(x, t) is obtained from the boundary condition (4.2.2).

From (4.1.31),p = p(x, t). Integrating (4.1.34) once with respect toz and imposing the second

boundary condition in (4.2.3) gives

(

−∂vx
∂z

)n

= −z ∂p
∂x

(x, t), 0 ≤ z ≤ h(x, t). (4.2.7)

Thus
∂p

∂x
(x, t) ≤ 0, 0 ≤ x ≤ L(t). (4.2.8)

Integrating (4.2.7) with respect toz and imposing the no slip boundary condition (4.2.1) yields

vx(x, z, t) =
n

(n+ 1)

(−∂p
∂x

)
1
n (

h
n+1
n (x, t)− z

n+1
n

)

, 0 ≤ z ≤ h(x, t). (4.2.9)

In order to obtainvz(x, h, t), we integrate (4.1.32) with respect toz from z = 0 to z = h(x, t)

and use the first boundary condition in (4.2.3) and the formula for differentiation under the

integral sign [45] with boundary condition (4.2.1). This gives

vz(x, h, t) = − ∂

∂x

∫ h(x,t)

0

vx(x, z, t) dz. (4.2.10)

Using (4.2.10), the boundary condition (4.2.2) at the interfacez = h(x, t) becomes

∂h

∂t
+

∂

∂x

∫ h(x,t)

0

vx(x, z, t) dz = 0. (4.2.11)

Substituting (4.2.9) into (4.2.11) yields the nonlinear relation betweenh(x, t) andp(x, t)

∂h

∂t
+

n

(2n+ 1)

∂

∂x

(

h
2n+1

n

(

−∂p
∂x

) 1
n

)

= 0. (4.2.12)

On substituting (4.2.9) into the total volume flux of fluid in thex−direction,Q(x, t), given

by (4.1.16), we obtain

Q(x, t) =
2n

(2n+ 1)

(

−∂p
∂x

(x, t)

)
1
n

h
2n+1

n (x, t). (4.2.13)

The balance law for fluid volume, (4.1.17), becomes

dV

dt
=

2n

(2n+ 1)

(

−∂p
∂x

(0, t)

) 1
n

h
2n+1

n (0, t). (4.2.14)
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The total fluxQ(x, t) given by (4.2.13) must vanish at the fracture tipx = L(t) which gives

the condition

h
2n+1

n (L(t), t)

(

−∂p
∂x

(L(t), t)

) 1
n

= 0. (4.2.15)

In order to close the system of equations and boundary conditions a relation between the

internal fluid pressurep(x, t) and the half-widthh(x, t) is required. We will use the PKN

theory [4, 6, 46, 47] for which, in the original dimensional variables,

p(x, t)− σ0 = Λh(x, t), (4.2.16)

wherep(x, t) is the internal fluid pressure,σ0 is the far field compressive stress perpendicular

to the fracture and [4]

Λ =
E

(1− ν2)B
. (4.2.17)

The constantΛ is calculated from the material properties of the rock mass.In (4.2.17),E and

ν are the Young’s modulus and Poisson ratio of the rock andB is the breadth of the fracture

in they−direction. In the framework of the PKN model, it is assumed that: (1) the fracture

length is much greater than its half-width and (2) that the half-width of the fracture varies only

slightly along its length, with maximum variation occurring near the tip. Therefore in planes

normal to the direction of propagation of the fracture, a state of plane strain holds and the

stress states in any two cross-sections perpendicular to the direction of fracture propagation

are independent. There has been renewed interest in the PKN model. Adachi and Peirce [46]

have shown that the PKN approximation is applicable in an outer expansion region away from

the fracture tip. The PKN model has been re-examined recently by Kovalyshen and Detournay

[47] using new approaches for moving boundary problems.

The characteristic velocityU has still to be specified. We chooseU by balancing the

pressure gradient∂p
∂x

with Λ∂h
∂x

. This gives the alternative expression for the characteristic

pressure,

P = ΛH, (4.2.18)

and using (4.1.25) forP we obtain

U =

(

ΛHn+2

L0K

)
1
n

=

(

EHn+2

(1− ν2)BL0K

)
1
n

. (4.2.19)
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When the far field compressive stressσ0 is scaled byP and expressed in dimensionless form,

(4.2.16) becomes

p = σ0 + h(x, t). (4.2.20)

The dimensionless time in (4.1.26) is rescaled by defining

t∗ =
n

(2n + 1)
t. (4.2.21)

Equation (4.2.12) becomes the nonlinear diffusion equation for h(x, t∗),

∂h

∂t∗
+

∂

∂x

(

h
2n+1

n

(

−∂h
∂x

)
1
n

)

= 0. (4.2.22)

The balance law for fluid volume (4.2.14) and the boundary condition (4.2.4) become

dV

dt∗
= 2

(

−∂h
∂x

(0, t∗)

)
1
n

h
2n+1

n (0, t∗), (4.2.23)

h(L(t∗), t∗) = 0. (4.2.24)

Condition (4.2.15) becomes

h
2n+1

n (L(t∗), t∗)

(

−∂h
∂x

(L(t∗), t∗)

)
1
n

= 0. (4.2.25)

The problem is to solve the nonlinear diffusion equation (4.2.22) for the fracture half-width

h(x, t∗) subject to the boundary conditions (4.2.23) and (4.2.24). The solution obtained must

satisfy condition (4.2.25) that the flux of fluid vanishes at the fracture tip.

The fluid velocity and the flux (4.1.16) are rescaled according to

v∗x =
(2n+ 1)

n
vx, v∗z =

(2n+ 1)

n
vz, Q∗ =

(2n+ 1)

n
Q. (4.2.26)

Equation (4.2.9) forvx becomes

v∗x(x, z, t
∗) =

(

2n+ 1

n+ 1

)(−∂h
∂x

)
1
n (

h
n+1
n (x, t∗)− z

n+1
n

)

. (4.2.27)

The timet is scaled by the characteristic timeT defined by

T =
(2n+ 1)

n

L0

U
=

(2n+ 1)

n

(

(1− ν2)BKLn+1
0 )

EHn+2

)
1
n

(4.2.28)
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and is highly dependent on the power-law exponentn. It can be used when comparing the

evolution of the fracture for different working conditionsat the fracture entry with the same

value ofn. It cannot be used to compare the same working conditions fordifferentn; the

results would then have to be expressed in terms of the unscaled timet.

The timet∗ will be used in the remainder of the chapter but to keep the notation simple

the star on the time and on the fluid variables will be suppressed, it being understood that the

scaled time is used unless otherwise stated.

4.3 Lie point symmetry generators and general properties

of the group invariant solution

The group invariant solution of the partial differential equation (4.2.22) is the solution left

invariant under a continous symmetry group. The Lie point symmetry generators

X = ξ1(t, x, h)
∂

∂t
+ ξ2(t, x, h)

∂

∂x
+ η(t, x, h)

∂

∂h
(4.3.1)

of equation (4.2.22) are derived by solving forξ1, ξ2 andη the determining equation [42, 48]

X [2]F

∣

∣

∣

∣

F=0

= 0, (4.3.2)

where

F (h, ht, hx, hxx) = ht +
(2n+ 1)

n
h

n+1
n (−hx)

n+1
n − 1

n
h

2n+1
n (−hx)

1−n
n hxx (4.3.3)

and subscripts denote partial differentiation. The secondprolongationX [2] of X is

X [2] = X + ζ1
∂

∂ht
+ ζ2

∂

∂hx
+ ζ11

∂

∂htt
+ ζ12

∂

∂htx
+ ζ22

∂

∂hxx
, (4.3.4)

where

ζi = Di(η)− hkDi(ξ
k), i = 1, 2, (4.3.5)

ζij = Dj(ζi)− hikDj(ξ
k), i, j = 1, 2, (4.3.6)

with summation over the repeated indexk from 1 to 2 and

D1 = Dt =
∂

∂t
+ ht

∂

∂h
+ htt

∂

∂ht
+ hxt

∂

∂hx
+ ... , (4.3.7)

D2 = Dx =
∂

∂x
+ hx

∂

∂h
+ htx

∂

∂ht
+ hxx

∂

∂hx
+ .... . (4.3.8)
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SinceF = F (h, ht, hx, hxx) only ζ1, ζ2 andζ22 have to be calculated. The partial derivativeht,

which occurs inζ1, ζ2 andζ22 as well as in (4.2.22), is eliminated from (4.3.2) by evaluating

(4.3.2) onF = 0. It is found that for0 < n <∞,

X = (c1 + c2t)
∂

∂t
+ (c4 + c3x)

∂

∂x
+

1

(n+ 2)
((n+ 1)c3 − nc2) h

∂

∂h
,

= c1X1 + c2X2 + c3X3 + c4X4, (4.3.9)

wherec1, c2, c3 andc4 are arbitrary constants and

X1 =
∂

∂t
, X2 = t

∂

∂t
−
(

n

n+ 2

)

h
∂

∂h
,

X3 = x
∂

∂x
+

(

n+ 1

n+ 2

)

h
∂

∂h
, X4 =

∂

∂x
.

(4.3.10)

The valuesn = 1 for a Newtonian fluid andn = 1
2

had to be treated separately but the final

result is given by (4.3.9). Equation (4.3.9) forn = 1 agrees with the Lie point symmetry

derived for a Newtonian fluid fracture [15]. Only the ratio ofthe constantsc1 to c4 can be

determined because a Lie point symmetry is not changed by a constant factor. The complete

derivation of the Lie point symmetries of equation (4.2.22)is presented in Appendix A.

Now,h = Φ(x, t) is a group invariant solution of (4.2.22) provided

X (h− Φ(x, t))

∣

∣

∣

∣

h=Φ

= 0, (4.3.11)

that is, provided

(c1 + c2t)
∂Φ

∂t
+ (c4 + c3x)

∂Φ

∂x
=

1

n+ 2
((n+ 1)c3 − nc2)Φ. (4.3.12)

The system of first order differential equations of the characteristic curves of (4.3.12) are

dt

c1 + c2t
=

dx

c4 + c3x
=

(n+ 2) dΦ

((n+ 1) c3 − nc2) Φ
. (4.3.13)

It is equivalently rewritten as

dt

c1 + c2t
=

dx

c4 + c3x
,

dt

c1 + c2t
=

(n + 2) dΦ

((n+ 1) c3 − nc2) Φ
. (4.3.14)

On integrating each of the differential equations in (4.3.14), one arrives at the following two

first integrals:

Γ1 =
c4 + c3x

(c1 + c2t)
c3
c2

, Γ2 =
Φ

(c1 + c2t)
(n+1
n+2)

c3
c2

−
n

n+2

. (4.3.15)
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The general form of the solution of the quasi-linear partialdifferential equation (4.3.12) is

Γ2 = f(Γ1), (4.3.16)

wheref is an arbitrary function. Hence

Φ(x, t) = (c1 + c2t)
(n+1
n+2)

c3
c2

−
n

n+2 f(ξ), (4.3.17)

where

ξ =
c4 + c3x

(c1 + c2t)
c3
c2

. (4.3.18)

SinceΦ(x, t) = h, it follows that

h(x, t) = (c1 + c2t)
(n+1
n+2)

c3
c2

−
n

n+2 f(ξ), (4.3.19)

wheref(ξ) is an arbitrary function ofξ. Equation (4.3.19) will now be used to reduce the

partial differential equation (4.2.22) to an ordinary differential equation.

Consider the partial differential equation (4.2.22). Substituting (4.3.19) into (4.2.22) re-

duces (4.2.22) to the second order nonlinear ordinary differential equation

c
1
n

3

d

dξ

[

f 2+ 1
n

(

−df
dξ

)
1
n

]

− d

dξ
(ξf)− n

(n + 2)

(

c2
c3

− (2n+ 3)

n

)

f(ξ) = 0. (4.3.20)

Equation (4.3.20) does not depend onc4. We therefore takec4 = 0 to giveξ = 0 whenx = 0.

From the boundary condition (4.2.24)

f(w) = 0 where w(t) =
c3L(t)

(c1 + c2t)
c3
c2

. (4.3.21)

Differentiate (4.3.21) with respect tot. Then

df

dw

dw

dt
= 0 (4.3.22)

and therefore, assuming thatf(w) is not constant, it follows thatw(t) is constant. Since

L(0) = 1 we obtain

L(t) =

(

1 +
c2
c1
t

)

c3
c2

. (4.3.23)

For sufficiently large time,L(t) becomes approximately the power lawatb, wherea = c2
c1

c3
c2

andb = c3
c2

.
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The total volume of the fracture per unit length in they− direction,V (t), is given by

(4.1.15). Rewriting (4.1.15) using (4.3.19) and (4.3.23) gives

V (t) =
2

c3
(c1 + c2t)

( 2n+3
n+2 )

c3
c2

−
n

n+2

∫ c3c
−

c3
c2

1

0

f(ξ) dξ, (4.3.24)

which may be rewritten as

V (t) = V0

(

1 +
c2
c1
t

)( 2n+3
n+2 )

c3
c2

−
n

n+2

, (4.3.25)

whereV0, the initial volume of the fracture, is

V0 =
2

c3
c
( 2n+3

n+2 )
c3
c2

−
n

n+2

1

∫ c3c
−

c3
c2

1

0

f(ξ) dξ. (4.3.26)

The balance law for total volume is given by (4.2.23). Substituting (4.3.24) into (4.2.23) and

rewriting the right hand side of (4.2.23) using (4.3.19), puts the balance law in the form

c
1
n

3 f(0)
2+ 1

n

(

−df
dξ

(0)

)
1
n

=
n

(n + 2)

(

2n+ 3

n
− c2
c3

)
∫ c3c

−

c3
c2

1

0

f(ξ) dξ. (4.3.27)

Finally, condition (4.2.25) that the fluid flux vanish at the fracture tip becomes

f
2n+1

n

(

c3c
−

c3
c2

1

)(

−df
dξ

(

c3c
−

c3
c2

1

))
1
n

= 0. (4.3.28)

We make the change of variables

u =
x

L(t)
, ξ = c3c

−
c3
c2

1 u, f(ξ) = c
n

n+2

3 c
−(n+1

n+2)
c3
c2

1 F (u), (4.3.29)

where0 ≤ u ≤ 1 and define

c =
c3
c2
, Vc = 2

∫ 1

0

F (u) du. (4.3.30)

The ratioc3
c1

is obtained from (4.3.26) which gives

c3
c1

=

(

V0
Vc

)
n+2
n

(4.3.31)

and therefore
c2
c1

=
c2
c3

c3
c1

=
1

c

(

V0
Vc

)
n+2
n

. (4.3.32)
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The quantitiesn andc are specified. The problem is to solve the ordinary differential equation

d

du

[

F 2+ 1
n

(

−dF
du

)
1
n

]

− d

du
(uF )− n

n+ 2

[

1

c
− (2n + 3)

n

]

F = 0, (4.3.33)

subject to the boundary conditions

F (1) = 0, (4.3.34)

(F (0))2+
1
n

(

−dF
du

(0)

)
1
n

=
n

n+ 2

(

2n+ 3

n
− 1

c

)
∫ 1

0

F (u) du. (4.3.35)

OnceF (u) has been calculated,V (t), L(t) andh(x, t) are obtained from (4.3.25), (4.3.23)

and (4.3.19) which take the form

V (t) = V0

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

]( 2n+3
n+2 )c−

n
n+2

, (4.3.36)

L(t) =

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

]c

, (4.3.37)

h(x, t) =
V0
Vc

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

](n+1
n+2)c−

n
n+2

F (u), (4.3.38)

and the fluid pressure is given by

p(x, t) = σ0 + h(x, t). (4.3.39)

SinceH, the characteristic distance in thez-direction, is the initial half-width at the entry to

the fracture,h(0, 0) = 1 and therefore from (4.3.38)

V0
Vc

=
1

F (0)
. (4.3.40)

Hence using (4.3.30)

V0 =
2

F (0)

∫ 1

0

F (u) du. (4.3.41)

The initial half-width at the fracture entry,H, and the initial length of the fracture,L0, are

specified. However, the initial volume of the fracture,V0, in the group invariant solution

cannot be specified. It is determined from (4.3.41). The ratio V0
Vc

which occurs in (4.3.36)
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to (4.3.39) is given simply by (4.3.40). The solutions (4.3.36) to (4.3.38) forV (t), L(t) and

h(x, t) can be written entirely in terms ofF (u) as follows:

V (t) = V0

[

1 +
t

cF (0)
n+2
n

]( 2n+3
n+2 )c−

n
n+2

, (4.3.42)

L(t) =

[

1 +
t

cF (0)
n+2
n

]c

, (4.3.43)

h(x, t) =

[

1 +
t

cF (0)
n+2
n

](n+1
n+2)c−

n
n+2

F (u)

F (0)
, (4.3.44)

whereV0 is given by (4.3.41).

The solution forF (u) must satisfy condition (4.3.28) that the flux of fluid vanish at the

fracture tip,u = 1:

(F (1))2+
1
n

(

−dF
du

(1)

)
1
n

= 0. (4.3.45)

The value ofc is determined from the operating conditions at the entranceto the fracture.

A range of operating conditions with the corresponding values ofc, which depend onn, are

presented in Table 4.3.1. The results in Table 4.3.1 are readily derived by considering the

exponents in (4.3.42) to (4.3.44) forV (t),L(t), h(x, t) and equation (4.3.39) forp(x, t). From

(4.3.43), for large values of time,L(t) grows approximately liketc. Except for the casec = 1,

c is an increasing function ofn. The wayc increases asn increases from0 < n < 1 for shear

thinning fluids, ton = 1 for a Newtonian fluid, ton > 1 for shear thickening fluids, is shown in

Fig 4.3.1. The evolution of the fracture has stronger dependence on the working conditions for

shear thinning than shear thickening fluids. Except when thevolume of the fracture remains

constant, for shear thickening fluids c rapidly approaches unity asn increases and for large

values ofn the evolution of the fracture does not depend strongly on theworking conditions at

the fracture entry. The curves in Figure 4.3.1 do not intersect and therefore the relative effect

of the working conditions on the evolution of the fracture does not depend onn.

A general asymptotic result can be derived which holds for all values ofc and alln > 0.

We look for an asymptotic solution of (4.3.33) of the formF (u) ∼ A (1− u)p asu → 1.
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Operating conditions c(n)
Values ofc(n)

n = 0 n = 0.5 n = 1 n = 2 n = ∞
Length of fracture is constant 0 0 0 0 0 0

Total volume of fluid in fracture

is constant
n

2n+3
0 0.125 0.2 0.286 0.5

Pressure at fracture entry is

constant
n
n+1

0 0.333 0.5 0.667 1

Rate of change of the total

volume of the fracture is

constant. Equivalently, rate of

fluid injection at the fracture

entry is constant

2(n+1)
2n+3

0.66 0.75 0.8 0.857 1

Speed of propagation of the

fracture is constant
1 1 1 1 1 1

Table 4.3.1: Physical significance of values ofc.

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

n

c

(i)

(iv)

(ii)

Figure 4.3.1: Variation of the exponentc with n for (i) c = n
2n+3

, (ii) c = n
n+1

, (iii) c = 2(n+1)
2n+3

and (iv)c = 1 .
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When this form is substituted into (4.3.33), we obtain

A
2n+2

n p
1
n

(

2p (n + 1)− 1

n

)

(1− u)
(2p−1)(n+1)

n − Ap (1− u)p−1

+

[

(p+ 1)− n

n + 2

(

2n+ 3

n
− 1

c

)]

A (1− u)p ∼ 0, (4.3.46)

asu→ 1. The dominant terms balance each other in (4.3.46) provided

(2p− 1)(n+ 1)

n
= p− 1, (4.3.47)

which implies thatp = 1
n+2

. Substituting this expression forp into (4.3.46) yields

A
2n+2

n

(

1

n+ 2

)
n+1
n

(1− u)−(
n+1
n+2) − A

n+ 2
(1− u)−(

n+1
n+2)

+

(

n

n+ 2

)

A

(

1

c
− 1

)

(1− u)
1

n+2 ∼ 0, (4.3.48)

asu→ 1, and therefore

A
2n+2

n

(

1

n+ 2

)
n+1
n

− A

n + 2
+

(

n

n+ 2

)

A

(

1

c
− 1

)

(1− u) ∼ 0 (4.3.49)

asu→ 1. Hence, settingu = 1 in (4.3.49), we obtain

A = (n+ 2)
1

n+2 . (4.3.50)

Thus, the asymptotic solution of (4.3.33) asu → 1, which is true for all values ofc andn > 0

is

F (u) ∼ (n + 2)
1

n+2 (1− u)
1

n+2 as u→ 1. (4.3.51)

This result is used in Section 4.5 when deriving the numerical solution by a shooting method.

Using (4.3.51) it can be shown that

F (u)2+
1
n

(

−dF
du

(u)

) 1
n

= (n+ 2)
1

n+2 (1− u)
1

n+2 = F (u) → 0 as u→ 1. (4.3.52)

Condition (4.3.45) that the flux of fluid vanish at the fracture tip,u = 1, is therefore satisfied

for all n > 0. The lubrication approximation, however, breaks down at the fracture tip. For

dF

du
∼ − [(n+ 2)(1− u)]−(n+1

n+2
) as u→ 1 (4.3.53)
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and hence from (4.3.38)
∂h

∂x
→ −∞ as x→ L(t). (4.3.54)

The conditionH
L0
<< 1 is therefore no longer satisfied near the tip. Also, the boundary condi-

tions (4.2.1) and (4.2.2) are no longer a good approximationbecausevx is not approximately

tangential andvz is not approximately normal to the interface nearx = L(t).

4.4 Exact analytical solutions

There are two special cases for which exact analytical solutions can be derived. The first case

is when

c =
n

2n+ 3
. (4.4.1)

Equation (4.3.33) reduces to

d

du

[

F 2+ 1
n

(

−dF
du

)
1
n

]

− d

du
(uF ) = 0, (4.4.2)

subject to the boundary conditions

F (1) = 0, (4.4.3)

dF

du
(0) = 0. (4.4.4)

The differential equation (4.4.2) can be integrated and itssolution subject to the boundary

conditions (4.4.3) and (4.4.4) is

F (u) =

(

n+ 2

n+ 1

) 1
n+2
(

1− un+1
)

1
n+2 . (4.4.5)

Since from (4.4.5),

F (u)
2n+1

n

(

−dF
du

)
1
n

= uF (u), (4.4.6)

we can again verify that the zero flux condition (4.3.45) at the tip,u = 1, is satisfied. From

(4.4.6) we see that the flux also vanishes at the fracture entrance,u = 0. Equations (4.3.42) to
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(4.3.44) give

V (t) = V0 = 2

∫ 1

0

(

1− un+1
)

1
n+2 du, (4.4.7)

L(t) =

[

1 +
(2n+ 3)

n

(

n+ 1

n+ 2

)
1
n

t

]
n

2n+3

, (4.4.8)

h(x, t) =
1

L(t)

[

1− un+1
] 1

n+2 . (4.4.9)

From (4.4.7) we see that the physical significance of this special solution is that the total

volume of the fracture remains constant. The influx of fluid atthe fracture entry vanishes but

the length of the fracture increases as the fracture evolves. The half-width decreases to keep

the total volume of the fracture constant. In Figure 4.4.1 the evolution of the half-width of the

fracture for various values of the power-law index,n, is shown.

The second analytical solution is obtained by looking for a solution of (4.3.33) of the form

F (u) = A(1− u)p, (4.4.10)

whereA andp are constants. Substituting (4.4.10) into (4.3.33), we obtain

A
2n+2

n p
1
n

(

2p (n + 1)− 1

n

)

(1− u)
(2p−1)(n+1)

n − Ap (1− u)p−1

+

[

(p+ 1)− n

n+ 2

(

2n+ 3

n
− 1

c

)]

A (1− u)p = 0. (4.4.11)

Equation (4.4.11) will be satisfied provided

A
2n+2

n p
1
n

(

2p (n + 1)− 1

n

)

(1− u)
(2p−1)(n+1)

n − Ap (1− u)p−1 = 0 (4.4.12)

and

p+ 1− n

n+ 2

(

2n+ 3

n
− 1

c

)

= 0. (4.4.13)

Equating the powers of (1 − u) in (4.4.12) yieldsp = 1
n+2

, and when this expression forp is

substituted into (4.4.12) and (4.4.13), we obtain

A = (n+ 2)
1

n+2 (4.4.14)

and

c = 1. (4.4.15)
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Figure 4.4.1: Fracture propagating with constant volume. Fracture half-widthh(x, t) given by

(4.4.9) plotted againstx at timest = 0, 50, 100, 200 for (i) a shear thinning fluid withn = 1
2
,

(ii) Newtonian fluid for whichn=1 and (iii) shear thickening fluid withn = 2. The timet is

scaled according to (4.2.28).
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Hence, the solution to (4.3.33) of the form (4.4.10) is

F (u) = (n+ 2)
1

n+2 (1− u)
1

n+2 (4.4.16)

providedc = 1. The boundary condition (4.3.34) is also satisfied. WithF (u) given by (4.4.16)

it can be shown that

F (u)2+
1
n

(

−dF
du

)
1
n

= F (u). (4.4.17)

Using these results it can be checked that the boundary condition (4.3.35) is satisfied. It

follows also that the flux condition (4.3.45) is satisfied. Equations (4.3.42) to (4.3.44) give

V (t) = 2

(

n+ 2

n+ 3

)

[

1 + (n+ 2)−
1
n t
]

n+3
n+2

, (4.4.18)

L(t) = 1 + (n+ 2)−
1
n t , (4.4.19)

h(x, t) = L(t)
1

n+2 (1− u)
1

n+2 . (4.4.20)

The special feature of this exact solution is that the speed of propagation of the fracture,dL
dt

, is

constant. In Figure 4.4.2, the evolution of the half-width for a range of values of the exponent

n is shown.

The exact analytical solutions will be investigated further in Section 4.6. They are useful

for checking the accuracy of numerical methods.

4.5 Numerical solution

In general the differential equation (4.3.33) cannot be integrated completely analytically be-

cause it admits only one Lie point symmetry generator,

X = (n+ 2)u
∂

∂u
+ (n+ 1)F

∂

∂F
. (4.5.1)

It is therefore integrated numerically. The transformation generated by (4.5.1) is used to trans-

form the boundary value problem, (4.3.33) to (4.3.35), intoa pair of initial value problems as

was done for a Newtonian fluid by Fitt et al. [14] for a hydraulic fracture in impermeable rock

and by Fareo and Mason [15] for a hydraulic fracture in permeable rock.
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Figure 4.4.2: Fracture propagating with constant speed. Fracture half-widthh(x, t) given by

(4.4.20) plotted againstx at timest = 0, 50, 100, 200 for (i) a shear thinning fluid withn = 1
2
,

(ii) Newtonian fluid for whichn = 1 and (iii) shear thickening fluid withn = 2. The timet is

scaled according to (4.2.28).
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Using Lie’s equations [42] it can be verified that the Lie point symmetry (4.5.1) generates

the scaling transformation

ū = λu, F̄ (ū) = λ
n+1
n+2F (u), (4.5.2)

whereλ is a parameter. The transformation (4.5.2) leaves the form of the differential equation

(4.3.33) invariant. We choosēF (0) = 1 and therefore

F (0) = λ−(
n+1
n+2). (4.5.3)

The parameterλ is determined from the condition̄F (λ) = 0 which is derived from the bound-

ary condition (4.3.34).

The boundary value problem, (4.3.33) to (4.3.35), is transformed to the following pair of

initial value problems:

Initial Value Problem I

d

dū

[

F̄ 2+ 1
n

(

−dF̄
dū

)
1
n

]

− d

dū

(

ūF̄
)

− n

n+ 2

[

1

c
− 2n+ 3

n

]

F̄ = 0, (4.5.4)

F̄ (0) = 1, (4.5.5)

(

−dF̄
dū

(0)

)
1
n

=
n

n+ 2

(

2n+ 3

n
− 1

c

)
∫ λ

0

F̄ (ū) dū, (4.5.6)

where0 ≤ u ≤ λ andλ satisfies

F̄ (λ) = 0. (4.5.7)

Initial Value Problem II

d

du

[

F 2+ 1
n

(

−dF
du

) 1
n

]

− d

du
(uF )− n

n+ 2

[

1

c
− 2n+ 3

n

]

F = 0, (4.5.8)

F (0) = λ−(
n+1
n+2), (4.5.9)

dF

du
(0) = λ

1
n+2

dF̄

dū
(0), (4.5.10)

where0 ≤ u ≤ 1 and the parameterλ and dF̄
dū
(0) are obtained from Problem I.

Problem I is used only to calculateλ and dF̄
dū
(0). The solution of Problem II gives the

required functionF (u). The remainder of the solution is obtained from (4.3.36) to (4.3.39).
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For the special case (4.4.1),

F̄ (ū) =

(

n+ 2

n+ 1

)
1

n+2
[

n+ 1

n+ 2
− ūn+1

]
1

n+2

, λ =

(

n+ 1

n+ 2

)
1

n+1

,
dF̄

dū
(0) = 0, (4.5.11)

while for the special casec = 1,

F̄ (ū) = (n+ 2)
1

(n+1)(n+2) [λ− ū]
1

n+2 , λ = (n + 2)
−

1
(n+1) ,

dF̄

dū
(0) = −λn. (4.5.12)

Problem I is not a pure initial value problem becauseλ in the initial condition (4.5.6) is ob-

tained from the boundary condition (4.5.7). Problems I and II were solved numerically using

the IVP solver ODE45 of Matlab which is a variable step-size embedded Runge-Kutta scheme.

Problem I was transformed to the coupled system of first orderdifferential equations

dF̄

dū
= −ȳ, (4.5.13)

dȳ

dū
=

n

F̄
2n+1

n (ȳ)
1
n
−1

[

(2n+ 1)

n

(

F̄ ȳ
)1+ 1

n−ūȳ+ n

(n+ 2)

(

1

c
− (n+ 1)

n

)

F̄

]

,(4.5.14)

subject to the initial and boundary conditions

F (0) = 1, ȳ(0) = Ā, F̄ (λ) = 0, (4.5.15)

whereĀ is to be determined. The right hand side of (4.5.14) has a singularity at ū = λ

becauseF̄ (λ) = 0. The difficulty was overcome with the aid of the asymptotic solution of

F̄ (ū) asū → λ. The method was used in numerical solutions by Acton et al.[49] of viscous

gravity currents and by Fareo and Mason[15] of hydraulic fracturing of permeable rock by

a Newtonian fluid. The asymptotic solution of (4.5.4) asū → λ may be obtained from the

asymptotic solution (4.3.51) using the scaling transformation (4.5.2):

F̄ (ū) ∼ λ
n

n+2 (n+ 2)
1

n+2 (λ− ū)
1

n+2 as ū→ λ, (4.5.16)

and therefore

ȳ(ū) ∼ λ
n

n+2 (n+ 2)−(
n+1
n+2) (λ− ū)−(

n+1
n+2) as ū→ λ, (4.5.17)

dȳ

dū
∼ (n+ 1)λ

n
n+2 (n + 2)−(

2n+3
n+2 ) (λ− ū)−(

2n+3
n+2 ) as ū→ λ. (4.5.18)

The degree of the singularity indȳ
dū

at ū = λ increases monotonically asn increases and it

is therefore more singular for shear thickening fluids than for shear thinning fluids; forn =
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0, 1 and∞, dȳ

dū
behaves like(λ− ū)−

3
2 , (λ− ū)−

5
3 and (λ− ū)−2 respectively, as̄u → λ.

Backward integration was commenced at anǫ−neighbourhood of the point̄u = λ with the

asymptotic representation (4.5.17) and (4.5.18) as initial conditions. In order to obtain a rapid

convergence of the solution̄F (ū), iteration based on the bisection algorithm was used until

the conditionF̄ (0) = 1 was met. The bisection algorithm was then used again on Problem I,

starting the integration with̄y(0) obtained from the initial iteration until̄A converged to

Ā =

[

n

(n + 2)

(

2n + 3

n
− 1

c

)
∫ λ

0

F̄ (ū) dū

]n

. (4.5.19)

Problem II was then solved. The differential equation (4.5.8) was transformed to the same

coupled first order system, (4.5.13) and (4.5.14), but without the overhead bars. The initial

conditions are

F (0) = λ−(
n+1
n+2), y(0) = λ

1
n+2 ȳ(0), (4.5.20)

whereλ and ȳ(0) are obtained from the solution of Problem I. The solution forF (u) is the

required solution of the boundary value problem (4.3.33) to(4.3.35).

The two exact analytical solutions, (4.4.5) and (4.4.16), were used to test the accuracy of

the numerical method. In the Initial Value Problem I the order of the singularity indȳ
dū

at ū = λ

increased withn. We therefore choosen = 2 to test the accuracy of the numerical method. In

Figure 4.5.1 the numerical solution forL(t) is compared with the analytical solutions (4.4.8)

and (4.4.19). The graphs for the numerical and analytical solutions overlap. Since the two

analytical solutions are extreme cases we conclude that thenumerical method is reliable.

In Figure 4.5.2 the fracture lengthL(t) given by (4.3.43) is plotted againsttwith a range of

working conditions as outlined in Table 4.3.1 for a shear thinning fluid (n = 1
2
), a Newtonian

fluid (n=1) and a shear thickening fluid (n=2). The ordering of the curves remains invariant

in the three diagrams which shows that the relative effectiveness of the different working

conditions is the same for shear thinning, Newtonian and shear thickening fluids. For the four

cases consideredL(t) grows most slowly for the fracture propagating with constant volume

and most rapidly for the fracture propagating with constantspeed. Keeping the rate of fluid

injection constant at the fracture entry grows the length ofthe fracture faster than keeping the

pressure constant at the fracture entry.
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Figure 4.5.1: Comparison of the numerical solution (—–) with exact solutions ( ) for

L(t) with n = 2: (i) numerical solution and exact solution (4.4.8) for a fracture with constant

volume, (ii) numerical solution and exact solution (4.4.19) for a fracture propagating with

constant speed.

From (4.3.44), the half-width at the fracture entry,h(0, t), decreases, is constant , increases

with time depending on whether

c <
n

n+ 1
, c =

n

n+ 1
, c >

n

n+ 1
. (4.5.21)

In Figure 4.3.1, the curve (ii) defined by

c =
n

n+ 1
(4.5.22)

divides the (n,c) plane into two parts. Below the curve,h(0, t) decreases with time while

above it,h(0, t) increases with time. On the curve,h(0, t) is constant. The physical signifi-

cance of the curve (4.5.22) is that the pressure is constant at the fracture entry which follows

from the PKN approximation (4.2.16). When the rate of fluid injection into the fracture is

constanth(0, t) will increase and the half-width of the fracture will increase while if the fluid

pressure at the fracture entry is constanth(0, t) will remain constant. When fluid injection

stops the fracture will continue to evolve but with constantvolume andh(0, t) will decrease.

For this reason propants such as sand and glass beads are added to the fracturing fluid and

transported along the length of the fracture. The propants are trapped in the fracture and resist
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Figure 4.5.2: Fracture lengthL(t) plotted againstt for a range of working conditions at the

fracture entry: (i) total volume of the fracture is constant, (ii) pressure at the fracture entry is

constant, (iii) rate of fluid injection into fracture is constant, (iv) speed of propagation of the

fracture is constant. The corresponding values ofc for each value ofn are given in Table 4.3.1.

The timet is scaled according to (4.2.28).
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the relaxation of the half-width after injection of fracturing fluid has been halted. These are

ilustrated in Figure 4.5.3 whereh(x, t) is plotted againstx for a range of values of time for

a shear thinning fluid withn = 1
2
. Propants will also be required if the working conditions

at the fracture entry are such thatc < n
n+1

for then the fracture half-width decreases as fluid

is injected into the fracture. When the total volume of the fracture remains constant we see

that initially the half-width decreases rapidly and the length increases rapidly, consistent with

Figure 4.4.1 forL(t). For larger values of time the rate of decrease of the half-width and the

rate of increase of the length is much smaller.

From (4.2.8), which is a consequence of the assumption that there is no fluid extraction

from the fracture and the PKN approximation,

∂h

∂x
< 0, 0 ≤ x ≤ L(t). (4.5.23)

Figure 4.5.3 clearly shows that (4.5.23) is satisfied. It shows that (4.3.54) is also satisfied and

therefore that the lubrication approximation (4.1.21) breaks down at the fracture tip. When

comparing hydraulic fracturing using shear thinning, Newtonian and shear thickening fluids

it is essential to consider the same working conditions at the fracture entry. Consider the

important case in which the rate of fluid injection into the fracture is constant. Expressed in

terms of the dimensional timet and using the characteristic time (4.2.28), the length of the

fracture (4.3.43) becomes

L(t) =

[

1 +
n(2n+ 3)

2(n+ 1)(2n+ 1)

(

EHn+2

(1− ν2)BK(n)Ln+1
0 F (0)n+2

)
1
n

t

]

2(n+1)
2n+3

. (4.5.24)

For large values of time we have approximately

L(t) ∝ t
2(n+1)
2n+3 . (4.5.25)

The exponent oft in (4.5.25) is an increasing function ofn. For example, forn=0.5, 1 and 2,

L(t) grows at a rate approximately proportional tot
3
4 , t

4
5 andt

6
7 , respectively. For small values

of time the rate of growth ofL(t) depends critically on the physical properties of the fracturing

fluid throughK(n) andF (0) and on the surrounding rock mass throughE andν. To make a

reliable estimate ofL(t) accurate values of the physical parameters need to be given.
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Figure 4.5.3: Fracture half-widthh(x, t) given by (4.3.44) plotted againstx for a shear thin-

ning fluid with n = 1
2
: (i) rate of fluid injection into the fracture is constant (c = 0.75),

(ii) pressure at the fracture entry is constant(c = 0.333), (iii) total volume of the fracture is

constant(c = 0.125). The timet is scaled according to (4.2.28).
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4.6 Streamlines and average fluid velocity

The fluid velocity vector is tangent to the streamlines at each point in the fluid at any instant.

The stream functionψ(x, z, t) which is constant along a streamline satisfies

vx(x, z, t) =
∂ψ

∂z
, vz(x, z, t) = −∂ψ

∂x
. (4.6.1)

The velocity componentvx(x, z, t) is given by (4.2.27). The componentvz(x, z, t) is obtained

by integrating the continuity equation (4.1.8) with respect to z from z = 0 to h(x, t) and

imposing the symmetry conditionvz(x, 0, t) = 0. We obtain

vz(x, z, t) =
1

(n + 1)

(

−∂h
∂x

)
1
n
−1
∂2h

∂x2

[

(2n+ 1)

n
zh1+

1
n (x, t)− z2+

1
n

]

+
(2n + 1)

n

(

−∂h
∂x

)1+ 1
n

h
1
n (x, t)z. (4.6.2)

It is readily verified that the compatibility condition

∂2ψ

∂x∂z
=

∂2ψ

∂z∂x
(4.6.3)

is satisfied. The solution of system (4.6.1) forψ(x, z, t) is

ψ(x, z, t) =
n

(n + 1)

(

−∂h
∂x

)
1
n
[

(2n+ 1)

n
zh1+

1
n (x, t)− z2+

1
n

]

+ f(t), (4.6.4)

wheref(t) is an arbitrary function of time. The streamlines at timet are the curves

ψ(x, z, t) = k, (4.6.5)

wherek is a constant parameter. By using (4.3.44) forh(x, t) and (4.3.43) forL(t), equation

(4.6.5) can be written as

A(u)z2+
1
n −B(u, t)z = C(t), (4.6.6)

where

A(u) =

(

−dF
du

)
1
n

, B(u, t) =
(2n+ 1)

n

[

L(t)
1
n
dL

dt

]
n+1
n+2

F (u)1+
1
n

(

−dF
du

)
1
n

(4.6.7)

andC(t) is an arbitrary function oft. For a Newtonian fluid,n=1 and (4.6.6) reduces to a

cubic equation forz.
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In Figure 4.6.1 the streamlines are drawn at timet=1 for constant rate of fluid injection

into the fracture withn=0.5, n=1 andn=2. The fluid flow is approximately parallel to the

axis of the fracture for most of the cross-section but near the fluid-rock interface the stream-

lines curve to become perpendicular to the interface in order to satisfy the no-slip boundary

condition. Since divv = 0 the perpendicular distance between neighbouring streamlines de-

creases in regions of high velocity and increases in regionsof low velocity. The streamlines

move apart near the fluid-rock interface indicating a regionof lower velocity at the fracture

boundary consistent with no leak-off into the surrounding rock.

Consider now the fluid velocity on the axis of the fracture. From (4.2.27)

vx(x, 0, t) =

(

2n+ 1

n+ 1

)(

−∂h
∂x

)
1
n

h1+
1
n (x, t). (4.6.8)

But using (4.3.44) forh(x, t) and (4.3.43) forL(t), it can be verified that

h1+
1
n (x, t)

(

−∂h
∂x

) 1
n

= F (u)
n+1
n

(

−dF
du

) 1
n dL

dt
(4.6.9)

and therefore

vx(x, 0, t) =

(

2n+ 1

n+ 1

)

F (u)
n+1
n

(

−dF
du

)
1
n dL

dt
. (4.6.10)

Consider the fluid velocity on the axis at the fracture tip. Using the asymptotic solution

(4.3.51), it can be shown that

F (u)
n+1
n

(

−dF
du

) 1
n

→ 1, as u→ 1 (4.6.11)

and therefore

vx(L(t), 0, t) =

(

2n+ 1

n + 1

)

dL

dt
. (4.6.12)

The factor(2n+ 1) / (n + 1) increases steadily withn. It takes the value 1 forn = 0, 3/2 for

n = 1 and tends to 2 asn tends to infinity. In this model the fluid velocity at the fracture tip

exceeds the speed of propagation of the fracture tip.

To investigate this result further consider the average fluid velocity across the fracture

defined by

v̄x(x, t) =
1

h(x, t)

∫ h(x,t)

0

vx(x, z, t) dz. (4.6.13)
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Figure 4.6.1: Streamlines in the fracture at timet = 1 for constant rate of fluid injection into

the fracture: (i) shear thinning fluid withn = 0.5 (c = 0.75), (ii) Newtonian fluid withn = 1

(c = 0.8), (iii) shear thickening fluid withn = 2 (c = 0.857). The direction of flow is from

left to right.
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Using (4.2.27) it can be verified that

v̄x(x, t) = h
n+1
n (x, t)

(

−∂h
∂x

)
1
n

(4.6.14)

and therefore from (4.6.8),

v̄x(x, t) =

(

n+ 1

2n+ 1

)

vx(x, 0, t). (4.6.15)

Hence with (4.6.12), at the fracture tip

v̄x(L(t), t) =
dL

dt
(4.6.16)

and the average velocity of the fluid across the fracture tends to the velocity of the fracture

tip asx tends toL(t). Since the fracture is thin it is more practical to work with the average

fluid velocity at each value ofx than with the fluid velocity at each value ofx andz. The

significance of the average fluid velocity can be seen by considering the total flux of fluid

along the fracture defined in (4.2.26). It can be expressed interms of the average fluid velocity

as

Q(x, t) = 2h(x, t)v̄x(x, t). (4.6.17)

The velocity of propagation of the flux is thereforev̄x(x, t) and since (4.6.16) is satisfied there

is no fluid lag in the fracture.

We now investigate the waȳvx(x, t) varies withx along the fracture for0 ≤ x ≤ L(t) or

equivalently,0 ≤ u ≤ 1. From (4.6.9) and (4.6.14)

v̄x(x, t) = F (u)
n+1
n

(

−dF
du

)
1
n dL

dt
, 0 ≤ u ≤ 1. (4.6.18)

When the total volume of the fracture remains constant,F (u) is given by (4.4.5) and

F (u)
n+1
n

(

−dF
du

)
1
n

= u. (4.6.19)

Thus

v̄x(x, t) = u
dL

dt
, 0 ≤ u ≤ 1. (4.6.20)

We see from (4.6.20) that the average fluid velocity vanishesat the fracture entry. To maintain
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Figure 4.6.2: Velocity ratiōvx/dLdt plotted againstu = x/L(t) for n = 0.5, 1, 2 and for a range

of working conditions at the fracture entry: (i) total volume of the fracture is constant, (ii)

fluid pressure constant at fracture entry, (iii) rate of fluidinjection is constant, (iv) speed of

propagation of the fracture is constant.
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constant volume there can be no net input of fluid at the fracture entry. When the rate of

propagation of the fracture is constant,F (u) is given by (4.4.16). Hence

F (u)
n+1
n

(

−dF
du

)
1
n

= 1 (4.6.21)

and from (4.6.18)

v̄x(x, t) =
dL

dt
. (4.6.22)

From (4.6.22) we see that the average fluid velocity is constant along the whole length of the

fracture and equals the constant rate of propagation of the fracture. The velocity ratio

v̄x(x, t)

dL/dt
= F (u)

n+1
n

(

−dF
du

)
1
n

(4.6.23)

is independent oft and depends only onn and the working conditions,c. In Figure 4.6.2, the

velocity ratio is compared for the same value ofn with different working conditions at the

fracture entry. For the three cases considered,n=0.5, 1 and 2, the curves are bounded below

by the straight line for a fracture evolving with constant volume and above by the horizontal

line for a fracture propagating with constant speed. The ordering of the curves according

to working conditions at the fracture entry is the same for shear thinning, Newtonian and

shear thickening fluids. Except when the speed of propagation of the fracture is constant, the

average fluid velocity increases steadily along the fracture and attains its maximum value at

the fracture tip which equals the velocity of propagation ofthe fracture.

4.7 Approximate analytical solution

In Figure 4.6.2 the graphs for the two limiting cases, the constant volume fracture and the

fracture propagating with constant speed, are straight lines. We see that the curves between

the two limiting graphs are approximately straight lines. Denote the point of intersection of the

curve on the velocity ratio axis as (0,A) whereA depends onn and on the working condition

c. Then the gradient of the straight line joining the points (0,A) and (1,1) is 1-A. When the

pressure is constant at the fracture entry andn = 0.5 thenA = 0.724 and1 − A = 0.276.

The gradient of the numerical curve joining (0,A) and (1,1) varies from 0.266 to 0.285 with
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a maximum departure from1 − A of 3.113%. We approximate the curve joining the points

(0,A) and(1, 1) by a straight line as shown in Figure 4.7.1. Then from (4.6.23),

1

1

A
(0, A)

P (1, 1)

F (u)
n+1
n

(

−dF
du

)
1
n

u
O

Figure 4.7.1: The straight line joining the points(0, A) and (1, 1) which approximates the

curve joining the points.

F (u)
n+1
n

(

−dF (u)
du

)
1
n

= (1− A)u+ A. (4.7.1)

The analytical solution forA = 1 is known and given by (4.4.16). We therefore consider

A 6= 1 although later we will investigate the limitA → 1 in the solution. We solve the

first order ordinary differential equation (4.7.1) forF (u), subject to the boundary condition

F (1) = 0, to obtain

F (u) =

[

n + 2

(n + 1) (1−A)

] 1
n+2
[

1− [A+ (1− A) u]n+1]
1

n+2 . (4.7.2)

For a specific value ofn and working conditionc the numerical value ofA can be used. In

order to obtain a general expression forA which is approximately valid for a range of values

of n andc, consider the second boundary condition (4.3.35) which is

(F (0))2+
1
n

(

−dF
du

(0)

)
1
n

=
n

n+ 2

(

2n+ 3

n
− 1

c

)
∫ 1

0

F (u) du. (4.7.3)

When (4.7.2) is substituted into (4.7.3), the left hand sideof (4.7.3) gives

F (0)
2n+1

n

(

−dF
du

(0)

)
1
n

= A

(

(n + 2)

(n+ 1)(1−A)

)
1

n+2
[

1− An+1
]

1
n+2 . (4.7.4)
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The integral on the right hand side of (4.7.3) is evaluated byexpanding in powers ofu(1−A):
∫ 1

0

F (u) du =

[

n+ 2

(n+ 1) (1− A)

] 1
n+2
∫ 1

0

[

1− [A + (1− A) u]n+1]
1

n+2 du

=

[

n + 2

(n + 1) (1−A)

]
1

n+2
∫ 1

0

[

1− An+1

(

1 +
(n+ 1)(1−A)

A
u

+
n(n+ 1)(1− A)2

2!A2
u2 +

n(n− 1)(n+ 1)(1−A)3

3!A3
u3 + . . . . . .

)]
1

n+2

du. (4.7.5)

For working conditions of interest,A lies in the range0.75 ≤ A ≤ 1. Retaining only terms

that are first order in(1−A), we make the approximation

[

1− [A+ (1−A) u]n+1]
1

n+2 ≃
[(

1−An+1
)

− An(n+ 1)(1− A)u
]

1
n+2 (4.7.6)

so that (4.7.5) becomes

∫ 1

0

F (u) du ≃
[

n+ 2

(n+ 1) (1− A)

]
1

n+2
(

1− An+1
)

∫ 1

0

[

1− An(n+ 1)(1− A)

(1−An+1)
u

]
1

n+2

du.

(4.7.7)

In the integrand in (4.7.7) we make the approximationA = 1 and use

lim
A→1

An(1−A)

1− An+1
=

1

n+ 1
. (4.7.8)

Hence (4.7.7) becomes approximately

∫ 1

0

F (u) du =

(

n + 2

n + 3

)[

n+ 2

(n+ 1)(1− A)

] 1
n+2
[

1−An+1
]

1
n+2 . (4.7.9)

From (4.7.4) and (4.7.9), the boundary condition (4.7.3) yields the approximate value

A =
n

(n + 3)

[

2n+ 3

n
− 1

c

]

. (4.7.10)

Due to the truncation ofO(((1−A)u)2) in (4.7.5), the integral in (4.7.9) is slightly over-

overestimated.

Finally we check that (4.7.2) and (4.7.10) approximately satisfy the differential equation

(4.3.33). Substituting (4.7.2) into (4.3.33) and after simplification, we have

A =

n

[

2n+ 3

n
− 1

c

]

(n+ 2) +
(n+ 1) [A+ (1− A)u]n
[

1− (A+ (1− A)u)n+1] −
(n+ 1) [A+ (1−A)u]n+1

[

1− (A+ (1− A)u)n+1]

. (4.7.11)
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The denominator in (4.7.11) can be further simplified so thatthe expression forA becomes

A =
n

(2n+ 3)− (n+ 1)λ(u;A)

[

2n+ 3

n
− 1

c

]

, (4.7.12)

where

λ(u;A) =
1− [A+ (1−A) u]n

1− [A + (1−A) u]n+1 . (4.7.13)

The functionλ(u;A) must be approximated by a constant value which could depend on n.

In the same way as when considering the second boundary condition, we evaluateλ(u;A) at

A = 1:

lim
A→1

λ(u;A) =
n

n + 1
. (4.7.14)

With (4.7.14), equation (4.7.12) agrees with (4.7.10).

We now verify that (4.7.2) forF (u) reduces to the asymptotic solution (4.3.51) asu → 1.

The approximate solution (4.7.2) can be written in the form

F (u) =

[

n+ 2

(n+ 1) (1− A)

]
1

n+2
[

1− [1− (1− A) (1− u)]n+1]
1

n+2 . (4.7.15)

Now,

[1− (1− A) (1− u)]n+1 = 1− (n + 1)(1− A)(1− u) +O ((1− A)(1− u))2 asu → 1.

(4.7.16)

Substituting (4.7.16) into (4.7.15) yields

F (u) ∼ (n+ 2)
1

n+2 (1− u)
1

n+2 asu→ 1. (4.7.17)

Hence the approximate solution tends to the asymptotic solution (4.3.51) asu→ 1.

As A → 0, (4.7.2) reduces to (4.4.5) and (4.7.10) gives condition (4.4.1) for a fracture

evolving with constant volume. It can be verified that asA → 1, (4.7.2) reduces to the exact

solution (4.4.16) and whenA = 1, (4.7.10) givesc = 1. The approximate solution given by

(4.7.2) and (4.7.10) should be useful for small values ofn close ton = 0 where the numerical

solution may have difficulty in converging. Taking the limitn→ 0 in (4.7.2) gives formally

F (u) =
√
2 (1− u)

1
2 . (4.7.18)

63



0 5 10 15 20
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

A

n

(i)

(ii)

(iii)

Figure 4.7.2: Velocity ratio at fracture entry,A, plotted againstn for a range of working condi-

tions at the fracture entry: (——) approximate solution (4.7.10), ( ) numerical solution.

(i) Pressure is constant, (ii) rate of fluid injection is constant , (iii) speed of propagation of the

fracture is constant.

The solution of the fracture problem, of course, is not validin the limit n → 0 because the

power1/n is introduced in equation (4.2.9) leading to the exponent1/n in the characteristic

time (4.2.28).

To check the accuracy of the approximation forA letA1 andA2 be the approximate values

given by (4.7.10) when, at the fracture entry, the pressure is constant and the rate of fluid

injection is constant, respectively. Then, usingc from Table 4.3.1,

A1 =
n + 2

n + 3
, A2 =

(n+ 2)(2n+ 3)

2(n+ 1)(n+ 3)
. (4.7.19)

The minimum values ofA1 andA2 occur atn = 0 andn =
√
3, respectively and

2

3
≤ A1 ≤ 1, 0.933 ≤ A2 ≤ 1. (4.7.20)

The approximate solutions (4.7.19) forA1 andA2 are compared with the numerical solutions

in Figure 4.7.2. When the pressure is constant at the fracture entry,A steadily increases withn

but interestingly when the rate of fluid injection is constant, A first decreases from unity asn

increases, reaches a minimum value which occurs for a shear thickening fluid before starting

to increase and returning toA = 1 asn→ ∞. For the numerical solution the minimum values
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for A2 occur forn = 1.557 which gives an error of about11% in the approximate values. The

numerical values for the minima ofA1 andA2 are 0.667 and 0.939 which gives an error of

less than1% in the approximate values. Since the minimum value forA1 occurs forn = 0,

which cannot be achieved numerically, extrapolation was carried out to obtain the minimum

value forA1. From Figure 4.7.2 we see that the error inA increases asn increases. It is least

accurate when the pressure at the fracture entry is constantbecause the approximationA = 1

was used in the derivation of (4.7.10).

Operating conditions
at fracture entry n=0.1 n=0.25 n=0.5 n=0.75 n=1 n=2

Pressure constant

c = n
n+1

A = n+2
n+3

A = 0.677 A = 0.692 A = 0.714 A = 0.733 A = 0.750 A = 0.800

AN = 0.679 AN = 0.697 AN = 0.723 AN = 0.745 AN = 0.764 AN = 0.817

%E = 0.360%E = 0.795%E = 1.303%E = 1.629%E = 1.838%E = 2.122

Rate of fluid

injection constant

c = 2(n+1)
2n+3

A = (n+2)(2n+3)
2(n+1)(n+3)

A = 0.985 A = 0.969 A = 0.952 A = 0.942 A = 0.937 A = 0.933

AN = 0.985 AN = 0.969 AN = 0.954 AN = 0.945 AN = 0.941 AN = 0.939

%E = 0.012%E = 0.068%E = 0.194%E = 0.318%E = 0.427%E = 0.682

Table 4.7.1: Comparison of the numerical valueAN with the analytical valueA.

In Figures 4.7.3 and 4.7.4 the approximate and numerical solutions forh(x, t) are com-

pared. Two modes of working at the fracture entry are considered. When the pressure at

the fracture entry is constant, the expressions forA andc are given in Table 4.7.1 and the

approximate solution, using (4.3.44) is

h(x, t) =
F (u)

F (0)
, (4.7.21)

where

F (u) =

[

(n+ 2)(n+ 3)

(n + 1)

]
1

n+2

[

1−
(

n + 2

n + 3

)n+1(

1 +
u

(n+ 2)

)n+1
]

1
n+2

(4.7.22)
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and

x = uL(t) = u

[

1 +
(n+ 1)

nF (0)
n+2
n

t

] n
n+1

, 0 ≤ u ≤ 1. (4.7.23)

When the rate of fluid injection into the fracture is constantthe approximate solution is

h(x, t) =

[

1 +
(2n+ 3)

2(n+ 1)F (0)
n+2
n

t

]
1

2n+3
F (u)

F (0)
, (4.7.24)

where

F (u) =

[

2(n+ 2)(n+ 3)

n

] 1
n+2

[

1−
(

(n+ 2)(2n+ 3)

2(n+ 1)(n+ 3)

)n+1

×
(

1 +
n

(n+ 2)(2n+ 3)
u

)n+1
]

1
n+2

(4.7.25)

and

x = uL(t) = u

[

1 +
(2n + 3)

2(n+ 1)F (0)
n+2
n

t

]
2(n+1)
2n+3

, 0 ≤ u ≤ 1. (4.7.26)

Both approximate solutions slightly overestimate the width and length of the fracture.

They are useful approximations toh(x, t) for shear thinning, Newtonian and shear thickening

fluids over a large range of time. The approximate solution may be particularly useful for

shear thinning fluids for which numerical solutions can sometimes be difficult to obtain asn

approaches zero.
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Figure 4.7.3: Comparison of the approximate solution ( ) with the numerical solution

(——) for h(x, t) when pressure is constant at the fracture entry forn = 0.5, n = 1 andn = 2.
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Figure 4.7.4: Comparison of the approximate solution ( ) with the numerical solution

(——) for h(x, t) when the rate of fluid injection is constant forn = 0.5, n = 1 andn = 2.
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4.8 Conclusions

In this chapter, we have considered a two-dimensional pre-existing fracture propagating in

impermeable rock. The propagation is induced when fracturing fluid of power-law rheolo-

gy, under high pressure, is injected into the two-dimensional fracture. The fluid flow in the

fracture is governed by momentum balance equation which wassimplified using lubrication

theory. The ratio of the half-width to the length of the fracture must be sufficiently small that

the lubrication approximation (4.1.21) is satisfied. With the aid of boundary conditions a d-

iffusion equation which describes the evolution of the half-width of the fracture was derived.

The physical mechanism for the propagation of the fracture in the rock is therefore diffusion.

Using Lie symmetry analysis, the diffusion equation was reduced to a nonlinear second

order ordinary differential equation. The boundary condition could also be expressed in terms

of the transformed variables. The problem contained one parameterc which is determined

by the working conditions at the fracture entry. The Lie point symmetry which generated the

solution is of the form

X =

(

c1
c2

+ t

)

∂

∂t
+ cx

∂

∂x
+

1

(n+ 2)
[(n+ 1)c− n] h

∂

∂h
, (4.8.1)

where
c1
c2

= cF (0)
n+2
n . (4.8.2)

It is not a scaling symmetry sincec1 6= 0 and this is because the initial length of the fracture

is non-zero. The simpler methods described by Dresner [50] of using a scaling transformation

to derive a similarity solution could therefore not be applied and the full theory of Lie point

symmetries is required.

Initial value problems are easier to solve numerically thanboundary value problems. The

transformation of the boundary value problem into a pair of initial value problems, together

with the application of the asymptotic solution at the fracture tip, gave satisfactory numerical

results. When compared with the two analytical solutions they were found to be very accurate.

In the literature the main emphasis has been on the growth andshape of the hydraulic

fracture and comparatively little work has been done on the velocity of the fluid in the fracture.

The streamlines obtained were as expected but that the fluid velocity at the fracture tip exceeds
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the tip velocity was unexpected. The mean fluid velocity averaged over the width of the

fracture equals the velocity at the fracture tip and it can beconcluded that in a thin fracture the

mean velocity is more physically significant and the velocity to consider. It was unexpected

that the mean velocity would increase approximately linearly along the fracture and exactly

linearly when the total volume of the fracture is constant. In the case for which the speed of

propagation of the fracture is constant, the mean velocity is constant along the fracture. The

approximation based on this observation gave a mathematically simple analytical result for

the half-width which was very accurate and may be useful especially for shear thinning fluids

for values ofn close ton = 0.

The results depend on the PKN approximation in which the fluidpressure is linearly related

to the half-width of the fracture. The PKN approximation closed the system of equations and

leads to the definition of a characteristic velocity along the fracture. It is the simplest physical

approximation that can be made. It can be expected that the results obtained will be modified

in more physically realistic models especially near the fracture tip.
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Chapter 5

Modelling two dimensional power-law

fluid driven fracture in permeable rock

5.1 Introduction

In Chapter 4 we considered the problem of modelling a two-dimensional power-law fluid-

driven fracture in impermeable rock. We saw that the conceptof an average fluid velocity

field in thex−direction is relevant to the problem of fluid-flow in a thin fracture. This is

because for a thin fracture, quantities such as fluid pressure and velocity vary only slightly in

the direction normal to the direction of flow. This is a consequence of the half-width of the

fracture being much less than its length.

In this Chapter, the problem of a two-dimensional fluid-driven fracture in permeable rock

is considered. We begin by outlining the dimensionless equations of the thin film approxima-

tion of the equations of motion for the flow of a non-Newtonianfluid in a two-dimensional

fracture. These equations form a system of partial differential equations and were used in the

derivation of the evolution equation for the fracture half-width in impermeable rock in Chap-

ter 4. The assumptions made in the problem are the same to those stated in Chapter 4 except

that the surrounding rock mass is permeable. The assumptions are that the fracturing fluid is

incompressible, non-Newtonian and of power-law rheology and that the fluid flow in the frac-

ture is laminar. Also, it is assumed that the rock is a linearly elastic material which assumes
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small displacement gradients and, as shown in Figure 5.2.1,the fracture which is one-sided

propagates in the positivex−direction.

5.2 Mathematical model

The distinguishing feature of this Chapter is that the interface between the fluid and the rock

is permeable and that fracturing fluid leaks off at the fluid/rock interface in the direction of the

unit vectorn, normal to the fluid/rock interface, with velocityvl(x, t) relative to the interface.

The hydraulic fracture is illustrated in Figure 5.2.1.

σ0

σ0

h(x, t)

vx(0, z, t)

vx(0, z, t)
z = h(x, t)

z = −h(x, t)

L(t)

n

x

z

O

Figure 5.2.1: A hydraulic fracture propagating in an elastic permeable medium. The coordi-

nate direction y points into the page andσ0 is the far field compressive stress.

The fluid flow is symmetrical about thex−axis. As in Chapter 4 we will consider the upper

half of the fracture and only fluid injection into the fracture. The no-slip boundary condition

still applies at the fluid-rock interface and thereforevx(x, z, t) decreases from a maximum

value atz = 0 to zero atz = h(x, t). Thus in the upper half of the fracture

∂vx
∂z

(x, z, t) < 0, 0 ≤ z ≤ h(x, t).

The two-dimensional momentum balance and continuity equations in dimensionless form
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vz

vx

vl

Dh
Dt

α

α

α n

Figure 5.2.2: Tangent plane at a point on the surface,z = h(x, t).

were derived in Chapter 4 for0 ≤ z ≤ h(x, t) and are given by

∂p

∂x
=

∂

∂z

(

(

−∂vx
∂z

)n−1
∂vx
∂z

)

, (5.2.1)

∂p

∂z
= 0, (5.2.2)

∂vx
∂x

+
∂vz
∂z

= 0. (5.2.3)

The boundary conditions for integrating (5.2.1) to (5.2.3)are obtained from the analysis based

on Figure 5.2.2.

From Figure 5.2.2, we obtain the following boundary conditions atz = h(x, t).

No slip condition:

Tangential component of the fluid velocity at the boundary equals the tangential compo-

nent of the velocity of the boundary:

z = h(x, t) : vx(x, h, t)cosα− vz(x, h, t) sinα = −Dh
Dt

sinα, (5.2.4)

where D
Dt

denotes the material time derivative.

Leak-off condition:

Normal component of the fluid velocity at the boundary equalsthe normal component

of the velocity of the boundary + normal component of the velocity of fluid relative to the
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boundary:

z = h(x, t) : vx(x, h, t) sinα + vz(x, h, t)cosα =
Dh

Dt
cosα + vl(x, t), (5.2.5)

wherevl = v.n
∣

∣

z=h(x,t)
.

Now

tanα = −∂h
∂x

= O
(

H

L

)

(5.2.6)

and in the thin film approximationH
L
<< 1. Thusα is small and

tanα = O(α) = O
(

H

L

)

, sinα = O(α) = O
(

H

L

)

, cosα = O(1) (5.2.7)

and the boundary conditions (5.2.4) and (5.2.5) reduce to the following conditions.

No-slip condition:

z = h(x, t) : vx(x, h, t) = 0, (5.2.8)

Leak-off condition:

z = h(x, t) : vz(x, h, t) =
Dh

Dt
+ vl(x, t), (5.2.9)

The thin film approximationH
L
<< 1 is a good approximation except near the tip of the

fracture. The boundary conditions (5.2.8) to (5.2.9) will therefore be valid except near the

fracture tip where the thin film approximation breaks down. Equations (5.2.8) and (5.2.9) are

expressed in dimensionless form. The leak-off velocityvl has been made dimensionless by

division by the characteristic velocity in thez-directionH
L
U . By expanding the material time

derivative, (5.2.9) becomes

vz(x, h, t) =
∂h

∂t
+ vx(x, h, t)

∂h

∂x
+ vl(x, t)

=
∂h

∂t
+ vl(x, t), (5.2.10)

sincevx(x, h, t) = 0 from the no slip boundary condition (5.2.8). From the symmetry of the

fracture,

vz(x, 0, t) = 0,
∂vx
∂z

(x, 0, t) = 0, (5.2.11)

and at the tip of the fracture,x = L(t),

h(L(t), t) = 0. (5.2.12)

74



The initial conditions are

t = 0 : L(0) = 1, h(0, 0) = 1. (5.2.13)

A pre-existing fracture exists in the rock mass:

t = 0 : h(0, x) = h0(x), h0(0) = 1 0 ≤ x ≤ L(t). (5.2.14)

The initial volumeV0 and the initial fracture profileh0(x) cannot be specified arbitrarily. They

are determined from the group invariant solution.

We make the PKN approximation in which the fluid pressure is linearly related to the half-

width of the fracture. Expressed in dimensionless form the PKN approximation is given by

(4.2.20):

p = σ0 + h(x, t), (5.2.15)

whereσ0 is the far field compressive stress.

Integrating (5.2.3) over the upper half of the fracture, andusing boundary condition-

s (5.2.8), (5.2.10) and (5.2.11), the continuity equation expressed in terms of̄vx(x, t) , the

x−component of the fluid velocity averaged over the upper half of the fracture, is

∂h

∂t
+

∂

∂x
(hv̄x) + vl = 0, (5.2.16)

where

v̄x(x, t) =
1

h

∫ h

0

vx(x, z, t) dz. (5.2.17)

Thex−component of the fluid velocity, obtained by integrating (5.2.1), and using the PKN

approximation, is given by (4.2.27):

vx(x, z, t) =

(

2n+ 1

n + 1

)(−∂h
∂x

)
1
n (

h
n+1
n (x, t)− z

n+1
n

)

, 0 ≤ z ≤ h(x, t). (5.2.18)

When (5.2.18) is substituted into (5.2.17), the average fluid velocity becomes

v̄x(x, t) =

(

−∂h
∂x

) 1
n

h
n+1
n . (5.2.19)

Substituting (5.2.19) into (5.2.16) yields

∂h

∂t
+

∂

∂x

[

(

−∂h
∂x

)
1
n

h
2n+1

n

]

+ vl = 0. (5.2.20)

75



Equation (5.2.20) is a nonlinear diffusion equation forh(x, t) and differs from (4.2.22) by the

leak-off termvl(x, t).

The total volume flux of fluid in thex−direction along the fracture,Q1(x, t), is

Q1(x, t) = 2

∫ h(x,t)

0

vx(x, z, t)dz = 2h(x, t)v̄x(x, t) = 2h
2n+1

n

(

−∂h
∂x

)
1
n

. (5.2.21)

At the fracture tip

Q1(L(t), t) = 2h
2n+1

n

(

−∂h
∂x

)
1
n
∣

∣

∣

∣

x=L(t)

. (5.2.22)

Because there is fluid leak-off into the rock mass the total volume flux may not vanish at the

fracture tip. It may depend on the model used for fluid leak-off.

Consider now the volume balance equation. The fluid is incompressible and there is leak-

off into the rock mass. Hence, per unit length in they−direction:










rate of change of the total

volume of the fracture











=











rate of flow of fluid into the

fracture at the fracture entry











−











rate of flow of leaked-off

fluid at the fluid-rock interface











. (5.2.23)

That is,
dV

dt
= Q1 −Q2, (5.2.24)

where

V (t) = 2

∫ L(t)

0

h(x, t) dx, (5.2.25)

Q1(0, t) = 2

∫ h(0,t)

0

vx(0, z, t) dz = 2h(0, t)v̄x(0, t), (5.2.26)

and

Q2(t) = 2

∫ L(t)

0

vl(x, t) dx. (5.2.27)

When (5.2.19), evaluated atx = 0, is substituted into (5.2.26), the balance law (5.2.24) be-

comes
dV

dt
= 2

(

−∂h
∂x

(0, t)

)
1
n

h
2n+1

n (0, t)− 2

∫ L(t)

0

vl(x, t) dx. (5.2.28)
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The leak-off velocityvl(x, t) is not prescribed at the start of the analysis. It is partly

determined from the condition that the partial differential equation (5.2.20) admits Lie point

symmetries. The remaining freedom in the functional form ofvl(x, t) is then determined in

the modelling process.

The problem is to solve the nonlinear diffusion equation (5.2.20) for the fracture half-

width h(x, t) subject to the boundary condition, (5.2.12), at the fracture tip and the balance

law for fluid volume, (5.2.28), at the entry to the fracture and the initial conditions (5.2.13).

The leak-off velocity is obtained as the solution progresses.

5.3 Group invariant solution

Following the procedure outlined in Appendix A, it can be verified that for0 < n < ∞, the

Lie point symmetry generator of (5.2.20) is of the form

X = (c1 + c2t)
∂

∂t
+ (c4 + c3x)

∂

∂x
+

1

(n+ 2)
((n+ 1)c3 − nc2) h

∂

∂h
,

= c1X1 + c2X2 + c3X3 + c4X4, (5.3.1)

wherec1, c2, c3 andc4 are arbitrary constants and

X1 =
∂

∂t
, X2 = t

∂

∂t
−
(

n

n+ 2

)

h
∂

∂h
,

X3 = x
∂

∂x
+

(

n + 1

n + 2

)

h
∂

∂h
, X4 =

∂

∂x
,

provided that the leak-off velocityvl(x, t) satisfies the first order quasi-linear partial differen-

tial equation

(c1 + c2t)
∂vl
∂t

+ (c4 + c3x)
∂vl
∂x

=

(

n + 1

n + 2

)

(c3 − 2c2) vl. (5.3.2)

The valuesn=1 andn=1/2 had to be treated separately in the derivation of the Lie symme-

tries but the general result obtained in (5.3.1) to (5.3.2) is true for all values of the power-law

exponentn.

Now,h = Φ(x, t) is a group invariant solution of (5.2.20) provided

X (h− Φ(x, t))

∣

∣

∣

∣

h=Φ

= 0, (5.3.3)
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that is, provided

(c1 + c2t)
∂Φ

∂t
+ (c4 + c3x)

∂Φ

∂x
=

1

n+ 2
((n+ 1)c3 − nc2)Φ. (5.3.4)

Equation (5.3.4) was solved in Section 4.3 and the general solution that was obtained is

h(x, t) = (c1 + c2t)
(n+1
n+2)

c3
c2

−
n

n+2 f(ξ), ξ =
c4 + c3x

(c1 + c2t)
c3
c2

, (5.3.5)

wheref(ξ) is an arbitrary function ofξ.

Consider now the fluid leak-off velocityvl(x, t). For (5.3.5) to be a group invariant solution

of (5.2.20), the leak-off velocityvl has to satisfy (5.3.2). The differential equations of the

characteristic curves of (5.3.2) are

dt

c1 + c2t
=

dx

c4 + c3x
=

dvl
(

n+1
n+2

)

(c3 − 2c2) vl
, (5.3.6)

which is equivalently written as

dt

c1 + c2t
=

dx

c4 + c3x
,

dt

c1 + c2t
=

dvl
(

n+1
n+2

)

(c3 − 2c2) vl
. (5.3.7)

We integrate each of the two differential equations in (5.3.7) to obtain the two first integrals

I1 =
c4 + c3x

(c1 + c2t)
c3
c2

, I2 =
vl

(c1 + c2t)
(n+1
n+2)

(

c3
c2

−2
) . (5.3.8)

The general solution is therefore of the form

vl = (c1 + c2t)
(n+1
n+2)

(

c3
c2

−2
)

g(ξ), (5.3.9)

whereg(ξ) is an arbitrary function ofξ.

The problem will now be expressed in terms of the similarity variableξ and the functions

f(ξ) andg(ξ). Substituting (5.3.5) and (5.3.9) forh(x, t) andvl(x, t) into (5.2.20) reduces the

partial differential equation to the second order nonlinear ordinary differential equation

c
1
n

3

d

dξ

[

f(ξ)
2n+1

n

(

−df
dξ

) 1
n

]

− d

dξ
(ξf)− n

n+ 2

[

c2
c3

− 2n+ 3

n

]

f +
1

c3
g(ξ) = 0. (5.3.10)

Since (5.3.10) does not depend onc4, we choosec4 = 0 so thatξ = 0 whenx = 0.

From (5.3.5) and (5.2.12), the boundary conditions become

f(s) = 0 where s(t) =
c3L(t)

(c1 + c2t)
c3
c2

, (5.3.11)

78



so that
df

ds

ds

dt
= 0, t ≥ 0. (5.3.12)

Assuming thatf(s) is not constant, it follows thats(t) is constant. SinceL(0) = 1 we obtain

L(t) =

(

1 +
c2
c1
t

)

c3
c2

. (5.3.13)

Equation (5.3.13) has the same form as (4.3.23) butc2
c1

will be different due to leak-off. When

(5.3.13) is substituted into (5.3.11), the boundary condition (5.3.11) becomes

f(c3c
−

c3
c2

1 ) = 0. (5.3.14)

Consider next the balance law (5.2.28). Substituting (5.3.5) and (5.3.9) forh(x, t) and

vl(x, t) into (5.2.28) and using (5.3.13) forL(t) puts (5.2.28) in the form

dV

dt
= (c1 + c2t)

(

2n+3
n+2

c3
c2

−
2(n+1)
n+2

)



2c
1
n

3 f(0)
2n+1

n

(

−df(0)
dξ

)
1
n

− 2

c3

∫ c3c
−

c3
c2

1

0

g(ξ) dξ



 .

(5.3.15)

The total volume of the fracture per unit length in they−direction is derived in (4.3.24) and is

V (t) =
2

c3
(c1 + c2t)

( 2n+3
n+2 )

c3
c2

−
n

n+2

∫ c3c
−

c3
c2

1

0

f(ξ) dξ, (5.3.16)

Differentiating (5.3.16) with respect tot and putting the resulting expression on the left hand

side of (5.3.15) yields, after simplification

c
1
n

3 f(0)
2n+1

n

(

−df
dξ

(0)

)
1
n

=

(

n

n+ 2

)[

2n+ 3

n
− c2
c3

]
∫ c3c

−

c3
c2

1

0

f(ξ) dξ

+
1

c3

∫ c3c
−

c3
c2

1

0

g(ξ) dξ. (5.3.17)

In order to simplify these equations, we make the change of variables:

ξ = c3c
−

c3
c2

1 u, f(ξ) = c
n

n+2

3 c
−(n+1

n+2)
c3
c2

1 F (u), g(ξ) = c
2(n+1

n+2)
3 c

−(n+1
n+2)

c3
c2

1 G(u), (5.3.18)

whereu = x
L(t)

, such that0 ≤ u ≤ 1. Also, as in Chapter 4, letc = c3
c2

. Expressed in terms

of the similarity variablesF (u) andG(u), and using (4.3.30) and (4.3.32), the problem is

therefore to solve the ordinary differential equation

d

du

[

F (u)
2n+1

n

(

−dF
du

)
1
n

]

− d

du
(uF ) +

n

n + 2

[

2n+ 3

n
− 1

c

]

F (u) +G(u) = 0, (5.3.19)
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subject to the boundary conditions

F (1) = 0, (5.3.20)

F (0)
2n+1

n

(

−dF
du

(0)

) 1
n

=
n

n + 2

[

2n+ 3

n
− 1

c

]
∫ 1

0

F (u)du+

∫ 1

0

G(u)du. (5.3.21)

Using (4.3.30) to (4.3.32), the expressions forV (t), L(t), h(x, t) andvl(x, t) are obtained

from (5.3.16), (5.3.13), (5.3.5) and (5.3.9) and are of the form

V (t) = V0

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

]( 2n+3
n+2 )c−

n
n+2

, (5.3.22)

L(t) =

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

]c

, (5.3.23)

h(x, t) =
V0
Vc

[

1 +
1

c

(

V0
Vc

)
n+2
n

t

](n+1
n+2)c−

n
n+2

F (u), (5.3.24)

vl(x, t) =

(

V0
Vc

)2(n+1
n )
[

1 +
1

c

(

V0
Vc

)
n+2
n

t

](n+1
n+2)c−2(n+1

n+2)

G(u), (5.3.25)

and the dimensionless fluid pressure from (5.2.15) is given by

p(x, t) = σ0 + h(x, t). (5.3.26)

Since the characteristic distanceH is the initial half-width,h(0, 0) = 1, equations (5.3.22) to

(5.3.25) written in terms ofF (u), become

V (t) = V0

[

1 +
t

cF (0)
n+2
n

]( 2n+3
n+2 )c−

n
n+2

, (5.3.27)

L(t) =

[

1 +
t

cF (0)
n+2
n

]c

, (5.3.28)

h(x, t) =

[

1 +
t

cF (0)
n+2
n

](n+1
n+2)c−

n
n+2

F (u)

F (0)
, (5.3.29)

vl(x, t) =
1

F (0)2(
n+1
n )

[

1 +
t

cF (0)
n+2
n

](n+1
n+2)(c−2)

G(u), (5.3.30)

where

V0 =
2

F (0)

∫ 1

0

F (u) du. (5.3.31)
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5.4 Invariant solutions when leak-off velocity is proportion-

al to half-width of fracture

To solve the boundary value problem (5.3.19) to (5.3.21), itis required that a form ofG(u)

is specified or a relation betweenF (u) andG(u) is known. The functionG(u) describes the

spatial distribution of the leak-off fluid across the fluid-rock interface.

Consider now a relation betweenG(u) andF (u) which is of the form

G(u) = βF (u), β ∈ R. (5.4.1)

It follows from (5.3.29) and (5.3.30) that

vl(t, x) =
βh(t, x)

(

F (0)
n+2
n + t

c

) . (5.4.2)

This implies that the leak-off velocity is proportional to the half-width,h(t, x), of the fracture

at any timet. In most practical situations in hydraulic fracturing,β ≥ 0. The caseβ > 0

represents fluid leak-off into the surrounding rock formation, and whenβ = 0, which was

considered in Chapter 4, the rock mass is impermeable and no fluid leaks off into the sur-

rounding rock formation. The leak-off velocity,vl(t, x), which is maximum at the fracture

entry whereh(t, x) is maximum, decreases asx increases along the fracture and vanishes at

the tip of the fracture,x = L(t).

The problem is therefore to solve the ordinary differentialequation

d

du

[

F (u)
2n+1

n

(

−dF
du

)
1
n

]

− d

du
(uF ) +

[

n

n + 2

(

2n+ 3

n
− 1

c

)

+ β

]

F (u) = 0, (5.4.3)

subject to the boundary conditions

F (1) = 0, (5.4.4)

F (0)
2n+1

n

(

−dF
du

(0)

) 1
n

=

[

n

n + 2

(

2n + 3

n
− 1

c

)

+ β

]
∫ 1

0

F (u) du. (5.4.5)

Since we are considering no fluid extraction at the fracture entry, from (5.4.5),

β ≥ −
(

2n+ 3

n+ 2

)

+
n

(n+ 2)c
, (5.4.6)
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with equality in (5.4.6) when there is no fluid injection or extraction at the fracture entry. We

will consider0 < c <∞ because the working conditions of practical interest are inthis range.

Equation (5.3.30) for the leak-off velocity becomes

vl(t, x) = β
1

F (0)
n+2
n

[

1 +
t

cF (0)
n+2
n

](n+1
n+2)(c−2)

F (u)

F (0)
(5.4.7)

andV (t), L(t) andh(x, t) are given by (5.3.27) to (5.3.29) andp(x, t) is given by (5.3.26).

In form, these equations are the same as (4.3.42) to (4.3.44)and (4.3.39). Hence, the results

in Table 4.3.1 for the working conditions at the fracture entry apply whenβ 6= 0. However,

since the differential equations (4.3.33) and (5.4.3) forF (u) are not the same because (5.4.3)

depends on an extra parameterβ, the quantitative behavior of the solutions will be different.

By looking for a solution of the formF (u) = A (1− u)s, the asymptotic solution forF (u)

asu→ 1 which holds for all values ofβ andc and alln > 0 is derived as

F (u) ∼ (n + 2)
1

n+2 (1− u)
1

n+2 as u→ 1. (5.4.8)

The asymptotic solution near the fracture tip is unaffectedby the fluid leak-off since equation

(5.4.8) is the same as the asymptotic solution (4.3.51) derived in Chapter 4. The numerical

solution to the boundary value problem (5.4.3) subject to (5.4.4) and (5.4.5) will require the

asymptotic result (5.4.8) in order to overcome the difficulty posed by the singularity of the

differential equation (5.4.3) at the tip of the fracture. From (5.4.8), the fluid flux at the fracture

tip therefore vanishes since

F (u)2+
1
n

(

−dF
du

(u)

) 1
n

= (n+ 2)
1

n+2 (1− u)
1

n+2 = F (u) → 0 as u → 1. (5.4.9)

As with a fluid-driven fracture in an impermeable rock mass treated in Chapter 4, the lubrica-

tion approximation breaks down at the fracture tip since∂h/∂x → −∞ asx→ L(t).

The integration of the differential equation (5.4.3) subject to the boundary conditions

(5.4.4) and (5.4.5) to obtain an exact analytical solution which is valid for all values of the

parametersc andβ and for alln > 0 is not feasible. However, approximate solutions which

are valid for allβ, c andn > 0 will be investigated in Section 5.7. We will now discuss the

two cases that yield exact analytical solutions.
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5.4.1 Exact analytical solution for zero fluid injection at the fracture en-

try

When
n

(n + 2)

(

2n+ 3

n
− 1

c

)

+ β = 0, (5.4.10)

or equivalently

c =
n

n(β + 2) + 2β + 3
, (5.4.11)

the differential equation (5.4.3) and the boundary conditions (5.4.4) and (5.4.5) reduce to

equation (4.4.2) and boundary conditions (4.4.3) and (4.4.4). The condition (5.4.6) is satisfied

with the equal sign. The physical significance of (5.4.10) isthat there is no net fluid injection

or extraction at the fracture entry.

The solution of the boundary value problem is given by (4.4.5):

F (u) =

(

n+ 2

n+ 1

)
1

n+2
(

1− un+1
)

1
n+2 . (5.4.12)

From (5.3.27) to (5.3.29), (5.3.31) and (5.4.7) the invariant solutions are

L(t) =

[

1 +
(n+ 2)

n

(

n+ 1

n+ 2

)
1
n
(

β +
2n+ 3

n+ 2

)

t

]
n

(n+2)(β+2n+3
n+2 )

, (5.4.13)

V (t) =
V0

L(t)β
, (5.4.14)

h(x, t) =
1

L(t)β+1

(

1− un+1
)

1
n+2 , (5.4.15)

vl(x, t) = β

(

n + 1

n + 2

)
1
n 1

L(t)
(n+1)(2β+3)

n

(

1− un+1
) 1

n+2 , (5.4.16)

where

V0 = 2

∫ 1

0

(

1− un+1
)

1
n+2 du. (5.4.17)

The flux of fluid along the fracture at timet,Q1(x, t), is proportional to the expression

F (u)
2n+1

n

(

−dF
du

)
1
n

,

where withF (u) given by (5.4.12),

F (u)
2n+1

n

(

−dF
du

)
1
n

= uF (u). (5.4.18)
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We see again that the flux of fluid into the fracture at the fracture entry is zero which is the

physical property that characterises the solution. The fluxof fluid at the fracture tip,u = 1,

also vanishes sinceF (1) = 0. Whenβ = 0, (5.4.10) reduces to condition (4.4.1) discussed in

Section 4.4.

From (5.4.16),β > 0 describes leak-off andβ < 0 describes inflow at the fluid-rock

interface. For the present solution we see from (5.4.13) that for β > 0 the fracture length

always increases even although there is leak-off at the fluid-rock interface and from (5.4.14)

the total volume of the fractureV (t) decreases steadily. For

−
(

2n+ 3

n+ 2

)

< β < 0, (5.4.19)

the exponent and coefficient oft in (5.4.13) forL(t) are positive and the fracture length will

increase steadily with time such thatL(t) → ∞ ast→ ∞. For

β < −
(

2n+ 3

n + 2

)

, (5.4.20)

which describes strong inflow at the fluid-rock interface, condition (5.4.6) is not satisfied for

anyc > 0 and there is net fluid extraction at the fracture entry for which the present formu-

lation does not apply. From (5.4.14),V (t) is constant whenβ = 0 because then there is no

net inflow of fluid at the fracture entry and there is no leak-off at the fluid-rock interface. Also

from (5.4.15),h(0, t) is constant whenβ = −1. Therefore, from the PKN approximation

the pressure at the fracture entry,p(0, t), is a constant whenβ = −1 or whenc = n
n+1

. For

β > −1, h(0, t) is a decreasing function of time while forβ < −1, h(0, t) increases with

time. The velocity of leak-off,vl(x, t), remains constant for all time whenβ = −1.5. In

Figures 5.4.1(i)-(iii), the half-width of the fractureh(x, t) given by (5.4.15) is plotted against

x for the same value ofβ, namelyβ = 1, but for different values of the power-law exponent

n. The time scale (4.2.28) which depends onn is used and is therefore different in the three

parts of Figure 5.4.1. In all three graphs, as the half-widthof the fracture decreases with time,

the fracture length increases with time. The fracture length increases even although there is

fluid leak-off at the fluid-rock interface and the total volume of the fracture is decreasing.

This phenomenon has already been observed in Chapter 4 when there is no leak-off and the

total volume of the fracture remains constant. In Figures 5.4.2(i)-(iii), the half-widthh(x, t)
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is plotted forβ = +1,−1 and−1.2, keeping the power-law exponentn fixed. The time scale

is the same in the three parts of Figure 5.4.2 sincen is the same and therefore the evolution

of the fracture half-width with time can be compared. For allthree cases the fracture length

continues to increase with time. The graphs show that fluid leak-off (β > 0) decreases the rate

of growth of the length of the fracture while fluid inflow at thefluid-rock interface(β < 0)

increases the rate of growth of the fracture length. The half-width decreases with time when

β = +1 for which there is fluid leak-off at the fluid-rock interface.Forβ = −1 the half-width

at the fracture entry remains constant in time. Fluid inflow into the fracture at the fluid-rock

interface whenβ = −1 keeps the half-width at the fracture entry constant, thereby preventing

it from relaxing, while the fracture length grows. Whenβ = −3
2
, fluid inflow at the fluid-rock

interface causes the half-width to increase with time.

5.4.2 Exact analytical solution for constant average fluid velocity along

the fracture

By looking for a solution of (5.4.3) of the formF (u) = A(1−u)p, whereA andp are positive

constants, a second exact analytical solution is obtained as

F (u) = (n + 2)
1

n+2 (1− u)
1

n+2 , (5.4.21)

provided

c =
n

n(β + 1) + 2β
. (5.4.22)

It is easily verified that (5.4.21) satisfies (5.4.4) and the integral boundary condition (5.4.5).

We will see in Section 5.6 that the physical property which characterises this analytical solu-

tion is that the fluid velocity averaged across the width of the fracture is constant along the

fracture and equal to the velocity of the fracture tip.

When c given by (5.4.22) is substituted into (5.4.6) it is readily verified that condition

(5.4.6) for fluid injection at the fracture entry is satisfied. From (5.4.22), forc > 0,

β > − n

(n + 2)
. (5.4.23)
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Figure 5.4.1: Flux of fluid into the fracture at the fracture entry is zero. Fracture half-width

h(x, t) given by (5.4.15) plotted againstx at times t= 0, 50, 100, 200 for (i) Shear thinning

fluid with n = 0.5, (ii) Newtonian fluid withn = 1 and (iii) Shear thickening fluid withn = 2.

The leak-off parameterβ = 1. Time is scaled byT defined by (4.2.28) which depends onn.
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Figure 5.4.2: Flux of fluid into the fracture at the fracture entry is zero. Fracture half-width

h(x, t) given by (5.4.15) plotted againstx at times t= 0, 50, 100, 200 for shear thinning fluid

with n = 0.5. The leak-off parameterβ = +1,−1,−1.2. Time is scaled byT defined by

(4.2.28).
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The flux of fluid along the fracture at timet,Q1(x, t), is proportional to, using (5.4.21),

F
2n+1

n (u)

(

−dF
du

)
1
n

= F (u). (5.4.24)

SinceF (1) = 0 the flux of fluid vanishes at the fracture tip,u = 1.

The invariant solutions (5.3.27) to (5.3.29), (5.3.31) and(5.4.7) are given by

L(t) =

[

1 +
(n+ 2)

n−1
n

n

(

β +
n

n + 2

)

t

]
n

(n+2)(β+ n
n+2)

, (5.4.25)

V (t) = 2

(

n+ 2

n+ 3

)

L(t)(
n+3
n+2)−β, (5.4.26)

h(x, t) = L(t)
1

n+2
−β (1− u)

1
n+2 , (5.4.27)

vl(x, t) =
β

(n+ 2)
1
n

L(t)
−2(n+1)

n (β+ n
2(n+1))(1− u)

1
n+2 . (5.4.28)

For − n
n+2

< β < ∞ the lengthL(t) of the fracture will increase with time even although

there is fluid leak-off forβ > 0. From (5.4.27), whenβ = 1
n+2

, h(0, t) is constant , and

hence from the PKN approximation the pressure at the fracture entry is constant. For stronger

leak-off withβ > 1
n+2

, h(0, t) is a decreasing function of time while for weaker leak-off with

β < 1
n+2

, h(0, t) increases with time. The critical value,β = 1
n+2

is a decreasing function ofn.

For example, whenn = 0.5, 1 and 2, the fracture half-width at the entry,h(0, t), increases with

time providedβ < 0.4, 0.33 and0.25 respectively. The width of a shear thinning fluid-driven

fracture will grow for values of the leak-off parameter for which the width will decrease for a

shear thickening fluid-driven fracture. If the objective isto increase the width of the fracture

then this particular solution illustrates that shear thinning fluids are to be preferred to drive the

fracture when there is leak-off. In Figure 5.4.3 the half-width of the fracture,h(x, t), given by

(5.4.27) is plotted againstx for a range of values of time forβ = 0.33. We see from Figure

5.4.3 that for this strength of leak-off the width of the shear thinning fluid-driven fracture will

increase while the width of the shear thickening fluid-driven fracture will decrease.

The fracture volumeV (t) is constant whenβ = n+3
n+2

. For this value ofβ the volume flux

of fluid injected at the fracture entry balances the volume flux of fluid lost due to leak-off at

the fluid-rock interface. Whenβ > n+3
n+2

, fluid leak-off is stronger than fluid injection at the

entry and the total volumeV (t) decreases while whenβ < n+3
n+2

the opposite is the case.
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Figure 5.4.3: Average fluid velocity constant along the fracture. Fracture half-widthh(x, t)

given by (5.4.27) plotted againstx at times t= 0, 50, 100, 200 for (i) Shear thinning fluid with

n = 0.5, (ii) Newtonian fluid withn = 1 and (iii) Shear thickening fluid withn = 2. The

leak-off parameterβ = 0.33. Time is scaled byT defined by (4.2.28) which depends onn.
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From (5.4.25) the speed of propagation of the fracture is

dL

dt
=

1

(n+ 2)
1
n

L(t)−
(n+2)

n
β. (5.4.29)

When there is no leak-off,β = 0 and dL
dt

is constant. Forβ > 0, dL
dt

decreases with time while

for fluid inflow at the rock interface,β < 0 and dL
dt

increases with time. For the limiting case

β = − n
n+2

,

L(t) = exp

(

t

(n+ 2)
1
n

)

(5.4.30)

and the fracture length increases exponentially with time.From (5.4.26)

dV

dt
=

2

(n+ 2)
1
n

(

n + 2

n + 2

)(

n+ 3

n+ 2
− β

)

L(t)
2(n+1)

n ( n
2(n+1)(n+2)

−β). (5.4.31)

The rate of change of volume of the fracture is constant when

β =
n

2(n+ 1)(n+ 2)
(5.4.32)

and increases for values ofβ less than this value and decreases for values greater.

From (5.4.28) the leak-off velocity is proportional toβ and is constant in time when

β = − n

2(n + 1)
. (5.4.33)

For

− n

(n + 2)
< β < − n

2(n+ 1)
(5.4.34)

there is inflow at the fluid-rock interface and the magnitude of the inflow velocity increases as

time increases. For

− n

2(n + 1)
< β < 0 (5.4.35)

the magnitude of the inflow velocity decreases as time increases and forβ > 0 the leak-off

velocity decreases as time increases. The results are summarised in Table 5.4.1.

In Figures 5.4.4, 5.4.5 and 5.4.6 the working conditions andthe curves in the(c, β) plane

on which the two analytical solutions exist are plotted. Along the curve

β =

(

2n+ 3

n+ 2

)

[

n
2n+3

− c
]

c
, (5.4.36)
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derived in (5.4.10), there is no fluid injection or extraction at the fracture entry. In the region

of the(c, β) plane above the curve there is fluid injection and this is the region considered in

this thesis. In the region below the curve there is fluid extraction at the fracture entry. The line

β = −
(

2n+ 3

n + 2

)

, (5.4.37)

is the limit of (5.4.36) asc → ∞ and is the limiting value ofβ for which there is a solution

with c > 0 with no fluid injection or extraction at the fracture entry. Along the curve

β =
n

n + 2

(

1− c

c

)

, (5.4.38)

derived from (5.4.22), the second analytical solution exists. It lies above the curve (5.4.36) in

the(c, β) plane and therefore is in the region of fluid injection at the fracture entry.

Operating conditions β(n)
Values ofβ(n)

n = 0.5 n = 1 n = 2

Total volume of fluid in fracture

is constant

n+3
n+2

1.4 1.33 1.25

Half-width and pressure at

fracture entry is constant

1
n+2

0.4 0.33 0.25

Rate of change of the total

volume of the fracture is

constant

n
2(n+1)(n+2)

0.066 0.08330.0833

Speed of propagation of the

fracture is constant
0 0 0 0

Leak-off velocity is constant − n
2(n+1)

-0.166 -0.25 -0.33

Table 5.4.1: Values of the leak-off parameterβ for the second exact analytical solution for

which the average fluid velocity is constant along the fracture.
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No fluid injection or extraction at fracture entry 

V = constant
Hc = 0.125L

pH0, tL = constant
Hc = 0.333L

dV � dt = constant

Hc = 0.75L

dL � dt = constant

Hc = 1L

Β =
1

5

1- c

c

Β =

8

5
I 1

8
- cM

c

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
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-1.6

0
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2

3
Β

Figure 5.4.4: Curves in the(c, β) plane for the two analytical solutions for a shear thinning fluid with n = 1
2
.
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No fluid injection or extraction at fracture entry

V = constant

Hc = 0.2L

pH0, tL = constant

Hc = 0.5L

dV

dt
= constant

Hc = 0.8L

dL

dt
= constant

Hc = 1L

Β =
1

3

1- c

c

Β =

5
3
I 1

5
- cM

c

Β = -5 � 3
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Figure 5.4.5: Curves in the(c, β) plane for the two analytical solutions for a Newtonian fluid with n = 1.
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No fluid injection or extraction at fracture entry

V = constant

Hc = 0.286L

dV

dt
= constant

Hc = 0.857L

pH0, tL = constant

Hc = 0.667L

dL

dt
= constant

Hc = 1L

Β =
1

2

1- c

c

Β =

7
4
I 2

7
- cM

c

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
c

-1.75

-1

0

1

2

3

4
Β

Figure 5.4.6: Curves in the(c, β) plane for the two analytical solutions for a shear thickening fluid with n = 2.
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5.5 Numerical solution when leak-off velocity is proportion-

al to half-width of fracture

The differential equation (5.4.3) is not in general completely integrable analytically since it

admits only one Lie point symmetry generator

X = (n+ 2)u
∂

∂u
+ (n + 1)F

∂

∂F
. (5.5.1)

It is integrated numerically in a similar way to the method described in Section 4.5 for a

hydraulic fracture in impermeable rock. Using the transformation generated by (5.5.1), the

boundary value problem (5.4.3) to (5.4.5) is transformed into a pair of initial value problems.

The scaling transformation generated by the Lie point symmetry (5.5.1) is obtained as

ū = λu, F̄ (ū) = λ
n+1
n+2F (u), (5.5.2)

whereλ is a parameter. We choosēF (0) = 1 and therefore,F (0) = λ−(
n+1
n+2). The parameter

λ is determined from the condition̄F (λ) = 0, derived from the boundary condition (5.4.4).

The boundary value problem (5.4.3) to (5.4.5) is transformed to the following pair of initial

value problems:

Initial Value Problem I

d

dū

[

F̄ (ū)
2n+1

n

(

−dF̄
dū

)
1
n

]

− d

dū

(

ūF̄
)

+

[

n

n+ 2

(

2n+ 3

n
− 1

c

)

+ β

]

F̄ (ū) = 0 (5.5.3)

subject to the boundary condition

F̄ (0) = 1, (5.5.4)

(

−dF̄ (0)
dū

)
1
n

=

[

n

n + 2

(

2n+ 3

n
− 1

c

)

+ β

] ∫ λ

0

F̄ (ū)dū, (5.5.5)

where0 < ū < λ andλ satisfies

F̄ (λ) = 0. (5.5.6)

Initial Value Problem II

d

du

[

F (u)
2n+1

n

(

−dF
du

)
1
n

]

− d

du
(uF ) +

[

n

n+ 2

(

2n+ 3

n
− 1

c

)

+ β

]

F (u) = 0 (5.5.7)
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subject to the boundary condition

F (0) = λ−(
n+1
n+2), (5.5.8)

dF (0)

du
= λ

1
n+2

dF̄ (0)

dū
, (5.5.9)

where0 ≤ u ≤ 1 and the parameterλ and dF̄
dū

are obtained from the Initial Value Problem

I. Problem I is used to obtainλ and dF̄
dū

. The solutionF (u) to Problem II is the required

solution to the boundary value problem (5.4.3) to (5.4.5). For the two special cases (5.4.11)

and (5.4.22), it can be verified that solutions obtained from(5.5.3) to (5.5.9) agree with those

obtained in (5.4.12) and (5.4.21). Problems I and II were solved numerically using the IVP

solver ODE45 of matlab. Problem I was transformed to the coupled system of first order

differential equations
dF̄

dū
= −ȳ, (5.5.10)

dȳ

dū
=

n

F̄
2n+1

n (ȳ)
1
n
−1

[

(2n+ 1)

n

(

F̄ ȳ
)1+ 1

n−ūȳ+
(

n

(n+ 2)

(

1

c
− (n+ 1)

n

)

− β

)

F̄

]

(5.5.11)

subject to the initial and boundary conditions

F (0) = 1, ȳ(0) = Ā, F̄ (λ) = 0, (5.5.12)

whereĀ is to be determined. Equation (5.5.11) has a singularity at the tip, ū = λ, since

F̄ (λ) = 0. The asymptotic behaviour of̄F (ū) near the tip,̄u = λ, obtained from the asymp-

totic solution (5.4.8) and the scaling transformation (5.5.2),

F̄ (ū) ∼ λ
n

n+2 (n+ 2)
1

n+2 (λ− ū)
1

n+2 as ū→ λ, (5.5.13)

is plotted in theǫ− neighbourhood of the tip, and is used as an initial conditionfor backward

integration. Problem II was solved by first transforming (5.5.7) to the same coupled first order

system (5.5.10) and (5.5.11), but without the overhead bars. The system is then solved subject

to the initial conditions

F (0) = λ−(
n+1
n+2), y(0) = λ

1
n+2 ȳ(0), (5.5.14)
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whereλ and ȳ(0) are obtained from the solution of Problem I. The solution forF (u) is the

required solution of the boundary value problem (5.4.3) to (5.4.5).

In order for equation (4.2.7) to be satisfied, all solutionsh(x, t) must be such that∂h/∂x ≤
0 across the entire fracture. The initial fracture profileh(x, 0) at timet = 0 for any value of

n, c andβ is obtained from the similarity solution and is unspecified apriori. In Figure 5.5.1,

c = n = 1 andβ = -1,0, 2 and 4. It is seen that the initial profile,h(x, 0), varies with

varying values ofβ, except at the fracture entry,u = 0, and at the fracture tip,u = 1, where

h(0, 0) = 1 andh(L(0), 0) = 0. Whenβ = 4, which represents the highest leak-off rate in

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

h(x,t)

c=1

t=0

n=1

β=4

β= −1

Figure 5.5.1: Initial profile of the fracture half-width,h(x, t), at timet = 0 for c = n = 1 and

β = −1, 0, 2 and4.

Figure 5.5.1, the initial profileh(x, 0) is the thinnest and whenβ = −1, representing fluid

injection into the fracture, the initial profileh(x, 0) is the widest. The effect of varying any

one of the parametersn, c andβ at any time,t, while keeping the remaining two parameters

constant, is best understood at the points which were initially at u = 0 andu = 1 since

conditions are the same for any choice of parameter att = 0. Betweenu = 0 andu = 1,

fracture profiles vary with varying choice of parameter.
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In Figure 5.5.2 (i-iii), graphs ofh(x, t) plotted againstx at timet = 50 for a shear thinning

fluid with n = 0.5 are given. In each of the three parts of Figure 5.5.2,n = 0.5 for a shear

thinning fluid whileβ is varied. In Figure 5.5.2 (i), the pressure at the fracture entry is constant

by the PKN approximation and we see that at timet = 50, the fracture half-width evolves the

greatest whenβ = −1 and the least whenβ = 10. The fracture half-width also evolves

greatest whenβ = −1 and least whenβ = 10 in Figure 5.5.2 (ii) for which the rate of fluid

injection into the fracture at the entry is constant and in Figure 5.5.2 (iii) for which the speed

of propagation of the fracture is constant. Figure 5.5.3 fora Newtonian fluid (n = 1) and

Figure 5.5.4 for a shear thickening fluid withn = 2 are structured in the same way as Figure

5.5.2 and the results for the dependence of the graphs onβ are the same. Sincen is the same

in the three parts of each Figure the characteristic timeT defined in (4.2.28) is the same for all

graphs in that Figure and the evolution in time of the fracture can be compared in that Figure.

As the parameterc increases in each of the Figures 5.5.2, 5.5.3 and 5.5.4 the rate at which both

the width and length of the fracture evolve increases. The fracture half-width always evolves

the least extent whenβ = 10, for which the leak-off is highest and evolves the greatest when

β = −1, for which there is fluid inflow at the fluid-rock interface.

In order to grow the fracture the operating condition in which the speed of propagation of

the fracture is constant is better than when the rate of fluid injection at the fracture entry is

constant which in turn is better than when the pressure at thefracture entry is kept constant.

This is satisfied for the range of leak-off considered from fluid injection at the fluid-rock

interface to pure leak-off and for shear thinning, Newtonian and shear thickening fluids.
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Figure 5.5.2: Numerical solution of the fracture half-width h(x, t) plotted againstx at time

t=50 for a shear thinning fluid withn = 0.5 when (i) pressure at the fracture entry is constant

(c = 0.33), (ii) rate of fluid injection at the fracture entry is constant (c = 0.75) and (iii) speed

of propagation of the fracture is constant(c = 1). The leak-off parameterβ = -1, 0, 5, 10.

Time is scaled byT defined in (4.2.28) which is the same in (i), (ii) and (iii).
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Figure 5.5.3: Numerical solution of the fracture half-width h(x, t) plotted againstx at time

t=50 for a Newtonian fluid withn = 1 when (i) pressure at the fracture entry is constant

(c = 0.5), (ii) rate of fluid injection at the fracture entry is constant (c = 0.8) and (iii) speed

of propagation of the fracture is constant(c = 1). The leak-off parameterβ = -1, 0, 5 and 10.

Time is scaled byT defined in (4.2.28) which is the same in (i), (ii) and (iii).
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Figure 5.5.4: Numerical solution of the fracture half-width h(x, t) plotted againstx at time

t=50 for a shear thickening fluid withn = 2 when (i) pressure at the fracture entry is constant

(c = 0.667), (ii) rate of fluid injection at the fracture entry is constant (c = 0.857) and (iii)

speed of propagation of the fracture is constant(c = 1). The leak-off parameterβ = -1, 0, 5

and 10. Time is scaled byT defined in (4.2.28) which is the same in (i), (ii) and (iii).
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5.6 Width-averaged fluid velocity

The variation of the width-averaged fluid velocity,v̄x(x, t), along a permeable fracture,0 ≤

x ≤ L(t), or equivalently,0 ≤ u ≤ 1, is now investigated. From (5.2.19),

v̄x(x, t) =

(

−∂h
∂x

) 1
n

h
n+1
n . (5.6.1)

But using (5.3.29) forh(x, t) and (5.3.28) forL(t), it can be verified that

v̄x(x, t) = F (u)
n+1
n

(

−dF
du

)
1
n dL

dt
, 0 ≤ u ≤ 1. (5.6.2)

Equation (5.6.2) has the same form as equation (4.6.18) but depends onβ through the solution

of the ordinary differential equation (5.4.3) forF (u). The velocity ratio

v̄x(x, t)

dL/dt
= F (u)

n+1
n

(

−dF
du

) 1
n

(5.6.3)

does not depend explicitly on time,t. It depends on the dimensionless spatial variableu and

throughF (u) on the power law index,n, leak-off parameterβ and the working conditionc.

When the rate of fluid injection into the fracture is zero, theexact solution forF (u) is

given by (5.4.12) and

F (u)
n+1
n

(

−dF
du

)
1
n

= u. (5.6.4)

Therefore

v̄x(x, t) = u
dL

dt
, 0 ≤ u ≤ 1. (5.6.5)

At the entry to the fracture, the average fluid velocity vanishes and therefore the fluid injection

rate at the entry also vanishes. For the second exact solution,F (u) is given by (5.4.21) and

F (u)
n+1
n

(

−dF
du

)
1
n

= 1. (5.6.6)

Hence,

v̄x(x, t) =
dL

dt
, 0 ≤ u ≤ 1. (5.6.7)

The average fluid velocity equals the speed of propagation ofthe fracture tip at each positionu

along the fracture. This is the physical condition which characterises the second exact solution

which is defined by (5.4.22).
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In each of the graphs in Figure 5.6.1, the velocity ratio along the fracture, given in equation

(5.6.3) is plotted for a fracturing fluid with power-law index n and leak-off parameterβ, but

different working conditionsc. For the cases considered,n= 0.5, 1 and 2. In Figure 5.6.1,

the ordering of the curves according to working conditions at the fracture entry, is the same

for shear thinning, Newtonian and shear thickening fluids. For working conditions (iv) to (vi)

the average fluid velocity decreases along the fracture due to fluid leak-off. The average fluid

velocity injected at the fracture entry must be greater thanthe speed of propagation of the

fracture,dL
dt

. For working conditions (i) and (ii) when there is either no fluid injection at the

fracture entry or the total volume of the fracture remains constant, the average fluid velocity

increases todL
dt

along the fracture. The average fluid velocityv̄x increases todL
dt

, even although

there is fluid leak-off along the fracture, due to the decrease in the width along the fracture.

For working conditions (iii) the decrease in the average velocity along the fracture due to leak-

off is exactly balanced by the increase due to the decrease inthe width along the fracture. The

average fluid velocity therefore remains constant along thefracture and equalsdL
dt

. In Figure

5.6.2, the behaviour ofvx/dLdt whenβ = −0.1 is plotted along the fracture. The curves are

bounded above by the exact solution (5.6.4) and below by the exact solution (5.6.6). Since

β = −0.1, there is fluid inflow at the fluid-rock interface and when coupled with the inflow at

the fracture entry the ratiōvx/dLdt increases for working conditions (i) to (iii). For the working

condition (iv) the increase in the average velocity due to the decrease in width of the fracture

and due to fluid inflow at the fracture entry and at the interface combine such that the ratio

v̄x/
dL
dt

remains constant along the fracture.
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Figure 5.6.1: Velocity ratiōvx/dLdt plotted againstu = x/L(t) for n = 0.5, 1, 2 and for a

range of working conditions at the fracture entry: (i) zero fluid injection rate at fracture entry,

(ii) total volume of the fracture is constant, (iii) averagefluid velocity is constant along the

fracture and equals the propagation speed of the fracture, (iv) constant pressure at fracture

entry, (v) constant rate of fluid injection at entry , (vi) speed of propagation of the fracture is

constant.
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Figure 5.6.2: Velocity ratiōvx/dLdt plotted againstu = x/L(t) for n = 0.5, 1, 2 and for a

range of working conditions at the fracture entry: (i) zero fluid injection rate at fracture en-

try/pressure constant at fracture entry, (ii) rate of fluid injection is constant, (iii) speed of

propagation of the fracture is constant (iv) average fluid velocity is constant along the fracture

and equals the propagation speed of the fracture.
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5.7 Approximate analytical solution

1

1

A
(0, A)

P (1, 1)
F (u)

n+1
n

(

−dF
du

)
1
n

u
O

Figure 5.7.1: The straight line joining the points(0, A) and (1, 1) which approximates the

curve joining the points.

The curves for the two cases leading to exact analytical solutions are straight lines in

Figures 5.6.1 and 5.6.2. The other curves shown are approximately straight lines and will be

approximated by a straight line equation. In Figure 5.7.1 the gradient of the line joining the

points(0, A) and(1, 1) is (1−A). Whenβ = 1, n = 0.5 and the pressure at the fracture entry

is constant,A = 1.4079 and(1 − A) = −0.4079. The gradient of the numerical curve varies

from -0.391 to -0.426 with a maximum departure from1 − A of 4.46%. We approximate the

curve joining the points(0, A) and(1, 1) by a straight line of the form

F (u)
n+1
n

(

−dF (u)
du

)
1
n

= −(A− 1)u+ A. (5.7.1)

The solution of (5.7.1) subject to the boundary conditionF (1) = 0 yields

F (u) =

[

n + 2

(n + 1) (A− 1)

]
1

n+2
[

[A− (A− 1) u]n+1 − 1
]

1
n+2 . (5.7.2)

The exact analytical solutions forF (u) whenA = 0 andA = 1 are known and given by

(5.4.12) and (5.4.21). In (5.7.2), we will considerA > 1 for F (u) ∈ R. ForA < 1, (5.7.2) will

be rewritten in the form in equation (4.7.2). For a specific value of the power-law exponentn,

working conditionc and leak-off parameterβ, the numerical value ofA can be used. However,

in order to obtain a general expression forAwhich is approximately valid for a range of values
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of n, c andβ, consider the boundary condition (5.4.5) given as

F (0)
2n+1

n

(

−dF (0)
du

)
1
n

=

[

n

n+ 2

(

2n+ 3

n
− 1

c

)

+ β

]
∫ 1

0

F (u) du. (5.7.3)

With (5.7.2) substituted into (5.7.3), the left hand side of(5.7.3) gives

F (0)
2n+1

n

(

−dF
du

(0)

) 1
n

= A

(

(n + 2)

(n+ 1)(A− 1)

) 1
n+2
[

An+1 − 1
]

1
n+2 . (5.7.4)

By expanding in powers ofu(A−1)
A

the integral on the right hand side becomes

∫ 1

0

F (u) du =

[

n+ 2

(n+ 1) (A− 1)

] 1
n+2
∫ 1

0

[

[A− (A− 1)u]n+1 − 1
]

1
n+2 du

=

[

n+ 2

(n+ 1) (A− 1)

]
1

n+2
∫ 1

0

[

An+1

(

1− (n + 1)
u(A− 1)

A

+
(n+ 1)n

2!

(

u(A− 1)

A

)2

− (n + 1)n(n− 1)

3!

(

u(A− 1)

A

)3

+ . . . . . .

)

− 1

]
1

n+2

du.

(5.7.5)

For working conditions of interest, the range of values ofA depends on the leak-off param-

eterβ andn. For 1 < A < 2, we retain only first order terms inu(A−1)
A

and we make the

approximation

[

[A− (A− 1)u]n+1 − 1
]

1
n+2 ≃

[

(An+1 − 1)− (n+ 1)An(A− 1)u
]

1
n+2 (5.7.6)

and therefore (5.7.5) becomes

∫ 1

0

F (u) du =

[

n+ 2

(n + 1) (A− 1)

]
1

n+2
(

An+1 − 1
) 1

n+2

∫ 1

0

[

1− (n+ 1)An(A− 1)

An+1 − 1
u

]
1

n+2

du

=

[

n + 2

(n + 1) (A− 1)

]
1

n+2
(

n + 2

n + 3

)

[

(An+1 − 1)
n+3
n+2

(n+ 1)An(A− 1)

][

1−
(

1− (n + 1)An(A− 1)

An+1 − 1

)
n+3
n+2

]

.

(5.7.7)

We assume that the values ofA in the range considered,1 < A < 2, are close toA = 1 and

we therefore make the approximation

lim
A→1

An(A− 1)

An+1 − 1
=

1

n+ 1
. (5.7.8)
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Equation (5.7.7) becomes approximately

∫ 1

0

F (u) du =

(

n + 2

n + 3

)[

n+ 2

(n+ 1)(A− 1)

]
1

n+2
[

An+1 − 1
]

1
n+2 . (5.7.9)

The boundary condition (5.7.3) yields, using (5.7.4) and (5.7.9), an approximate value forA

given as

A =
n

n + 3

(

2n + 3

n
− 1

c

)

+

(

n+ 2

n+ 3

)

β. (5.7.10)

Although (5.7.10) was derived for1 < A < 2 it also applies for0 < A < 1.

−5 −1 0 5 10 15 20 25 30
0

5

10

15

20

25

β

A

c=0.125

c=0.333
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n=0.5

Figure 5.7.2: Velocity ratio at fracture entry,A, plotted againstβ for a range of working

conditions: (i) Total volume of the fracture is constant(c = 0.125), (ii) pressure at the fracture

entry is constant(c = 0.333) and (iii) constant rate of fluid injection at the entry(c = 0.75).

In (5.7.10) the approximate expression for the velocity ratio at the entry,A, is obtained as a

linear function of the leak-off parameter,β. In a graph ofA againstβ, the slope of the graph is

n+2
n+3

and the intercept on theA-axis is n
(n+3)

(

(2n+3)
n

− 1
c

)

. Puttingβ = 0 in (5.7.10), equation

(4.7.10) for the approximate expression for A when there is no fluid leak-off is recovered.

In Figure 5.7.2, an investigation of the numerical relationship betweenA andβ for the three

operating conditions considered shows thatA varies almost linearly withβ. In Figure 5.7.3
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Figure 5.7.3: Velocity ratio at fracture entry,A, plotted againstβ when the total volume of

fracture is constant: The numerical solution is (——) and theapproximate solution (5.7.10) is

( ).

the case in which the total volume of the fracture is constantis considered. It is seen that

the approximate solution forA deviates from the numerical solution and that the deviation

increases asβ increases. Since the slope,n+2
n+3

, is an increasing function ofn, the deviation

also increases with increase inn. The approximate expression forA given by (5.7.10) is

therefore most accurate for small values ofβ satisfying

n

n + 2

(

1

c
− 2n+ 3

n

)

< β <
n

n+ 2

(

1

c
+

3

n

)

, (5.7.11)

for which0 < A < 2, for any working conditionc and power-law indexn.

Finally we now check that (5.7.2) and (5.7.10) approximately satisfy the differential equa-

tion (5.4.3). Substituting (5.7.2) into (5.4.3), and aftersimplifying we find that (5.7.2) is a

solution of the differential equation provided

A =
n

(2n+ 3)− (n+ 1)λ(n,A)

[

2n+ 3

n
− 1

c
+

(n+ 2)

n
β

]

, (5.7.12)

where

λ(u;A) =
[A− (A− 1)u]n − 1

[A− (A− 1)u]n+1 − 1
. (5.7.13)

By using the approximation

lim
A→1

λ(u;A) =
n

n + 1
, (5.7.14)

109



it is readily verified that (5.7.12) agrees with (5.7.10).

In Figures 5.7.4 and 5.7.5 a comparison is made of the approximate and numerical solu-

tions forh(x, t) for two modes of working conditions. When the pressure at thefracture entry

is constant, thenc andA given by (5.7.10), are

c =
n

n+ 1
, A =

(

n + 2

n + 3

)

(1 + β) . (5.7.15)

The approximate solution, using (5.3.29), is

h(x, t) =
F (u)

F (0)
, (5.7.16)

where from (5.7.2)

F (u) =

[

(n + 3)(n+ 2)

(n+ 1) ((n+ 2)β − 1)

]
1

n+2

[

(

(n+ 2)(1 + β)

(n+ 3)

)n+1(

1− ((n + 2)β − 1)u

(β + 1) (n+ 2)

)n+1

− 1

]
1

n+2

(5.7.17)

and from (5.3.28)

x = uL(t) = u

[

1 +
(n+ 1)

nF (0)
n+2
n

t

]
n

n+1

, 0 ≤ u ≤ 1. (5.7.18)

When the rate of fluid injection into the fracture is constantc andA, given by (5.7.10), are:

c =
2(n+ 1)

2n+ 3
, A =

(

n + 2

n + 3

)[

2n+ 3

2(n+ 1)
+ β

]

. (5.7.19)

The approximate solution, using (5.3.29), is

h(x, t) =

[

1 +
(2n+ 3)

2(n+ 1)F (0)
n+2
n

t

] 1
2n+3

F (u)

F (0)
, (5.7.20)

where from (5.7.2)

F (u) =

[

(n+ 3)

(n+ 1)(β − n
2(n+1)(n+2)

)

]
1

n+2
[

((

n + 2

n + 3

)(

2n + 3

2(n+ 1)
+ β

))n+1

[

1 +

(

n

(n + 2) ((2n+ 3) + 2β(n+ 1))
− 2(n+ 1)

((2n+ 3) + 2β(n+ 1))
β

)

u

]n+1

− 1

]
1

n+2

.

(5.7.21)

110



(i)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

h(x,t)

n=0.5
β=1

t=0

t=50

t=100

t=200

(ii)

0 2 4 6 8 10 12
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

h(x,t)

n=1

β=1

t=0

t=50

t=100

t=200

(iii)

0 5 10 15 20 25
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

h(x,t)

t=0

t=50

t=100

t=200

n=2

β=1

Figure 5.7.4: Comparison of the approximate solution ( ) with the numerical solution

(——) for h(x, t) when pressure is constant at the fracture entry forβ = 1 andn = 0.5, n = 1

andn = 2.
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Figure 5.7.5: Comparison of the approximate solution ( ) with the numerical solution

(——) for h(x, t) when the rate of fluid injection is constant at the fracture entry for β = 1

andn = 0.5, n = 1 andn = 2.
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and from (5.3.28)

x = uL(t) = u

[

1 +
(2n + 3)

2(n+ 1)F (0)
n+2
n

t

]
2(n+1)
2n+3

, 0 ≤ u ≤ 1. (5.7.22)

The approximate solution slightly underestimates the width and length of the fracture, un-

like in Figures 4.7.3 and 4.7.4 for no leak-off (β = 0) where the approximate solution slightly

overestimated the width and length of the fracture. The graphs show that the approximate

solution is more accurate for shear thinning fluids than for shear thickening fluids. In Figures

5.7.2 and 5.7.3 we see thatA increases linearly withβ and since the assumption was made

that0 < A < 2 the approximate solution will be applicable for small values ofβ which satisfy

the inequality (5.7.11).

In general the approximate solution is a useful approximation toh(x, t) for shear thinning,

Newtonian and shear thickening fluids over a large range of time and for small values of the

leak-off parameterβ.

5.8 Conclusions

In this chapter, we have considered a two-dimensional pre-existing fracture propagating in

a permeable rock when fracturing fluid of power-law rheology, under high pressure, is in-

jected into the fracture. As with Chapter 4, the governing equations for the flow of the non-

Newtonian fluid in the fracture are the continuity and momentum balance equations, simplified

with the aid of lubrication theory and PKN theory. Lubrication theory holds provided the ra-

tio of the fracture half-width to the fracture length is sufficiently small. The distinguishing

feature in Chapter 5 is that the interface between the fluid inthe fracture and the rock mass is

permeable and fluid leaks off into the surrounding rock mass with velocityvl(x, t). The leak-

off condition was incorporated into the mathematical modelthrough the interface boundary

condition. With the aid of the relevant boundary conditions, a diffusion equation with a sink

term, which describes the evolution of the half-width of thefracture, was derived.

In order to solve the diffusion equation, Lie symmetry analysis was first used to obtain

the Lie point symmetries admitted by the nonlinear partial differential equation, with the sink

term,vl(x, t), taken to be an arbitrary function of the spatial co-ordinatex and time coordinate
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t. The nonlinear partial differential equation was reduced to a nonlinear second order ordinary

differential equation by considering a linear combinationof the admitted Lie point symmetries.

The leak-off velocity, taken arbitrary during the symmetryanalysis, had to satisfy a first order

linear partial differential equation for the diffusion equation to admit Lie point symmetries.

The leak-off velocity was therefore determined from a symmetry requirement

As with Chapter 4, the boundary value problem was solved by first transforming it into a

pair of initial value problems, which together with the application of asymptotic results at the

fracture tip gave good numerical solutions.

An approximate analytical solution was derived for small values of the leak-off parameter

β. It was found that when there is leak-off at the fluid-rock interface, the approximate solution

always underestimates the width and the length of the fracture. It was found that the approx-

imate solution was more accurate for shear thinning fluids than for shear thickening fluids. It

may be a useful approximation for small values ofn close ton = 0. This is the region in

which numerical methods for shear thinning fluids sometimesbreak down.
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Chapter 6

Conservation laws

6.1 Introduction

This chapter investigates the existence of conservation laws for the problem of a pre-existing

fracture which evolves by being driven by a non-Newtonian fluid in both permeable and im-

permeable rock.

Conservation laws play an important role in the study of differential equations arising

in many physical processes, where physical quantities suchas energy, mass and momentum

are conserved. A general approach for obtaining conservation laws is given by Noether’s

theorem[48]. However, in order to use Noether’s theorem, a knowledge of a Lagrangian for-

mulation corresponding to the differential equation is required. This brings in a limitation to

the applicability of Noether’s theorem since there are manydifferential equations which do

not admit a Lagrangian, for example, the partial differential equations derived for the evolu-

tion of the fracture half-width in this thesis. There are, however, several methods for obtaining

conservation laws which do not need the formulation of a Lagrangian. These approaches are

discussed with examples by R. Naz et al. [51]

In Sections 6.2, 6.3 and 6.4, we will consider three approaches to deriving conservation

laws which are the direct method, the characteristic methodand the partial Noether approach.

Section 6.5 deals with conserved quantities for fluid flow in afracture. Finally, we will es-

tablish a connection between conserved vectors for the partial differential equation describing
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the evolution of the fracture half-width and the corresponding Lie point symmetry associated

with these conserved vectors. This approach is due to Kara and Mahomed[52] and can be

used to obtain group invariant solutions corresponding to conserved vectors. We will focus on

the diffusion equation with the sink termvl(t, x) obtained from modelling the non-Newtonian

fluid driven fracture in permeable rock, given by

∂h

∂t
+

∂

∂x

(

h
2n+1

n

(

−∂h
∂x

)
1
n

)

+ vl(t, x) = 0. (6.1.1)

When vl(t, x) = 0, equation (6.1.1) reduces to (4.2.22) for a non-Newtonian fluid driven

fracture in impermeable rock.

The equation

D1T
1 +D2T

2 = 0 (6.1.2)

is a conservation law for the differential equation (6.1.1)if it is satisfied for all solutions

h(t, x) of (6.1.1). In (6.1.2) the quantitiesT i(t, x, h, hx, ht, . . .), wherei = 1 and2, are the

components of the conserved vectorT = (T 1, T 2) andD1 andD2 are the operators of total

differentiation defined by

D1 = Dt =
∂

∂t
+ ht

∂

∂h
+ htt

∂

∂ht
+ hxt

∂

∂hx
+ . . . , (6.1.3)

D2 = Dx =
∂

∂x
+ hx

∂

∂h
+ hxx

∂

∂hx
+ htx

∂

∂ht
+ . . . . (6.1.4)

There are two forms for the elementary conserved vector and the elementary conservation

law. Equation (6.1.1) can be written in the form of a conservation law as

∂h

∂t
+

∂

∂x

[

h
2n+1

n

(

−∂h
∂x

)
1
n

+

∫ x

0

vl(t, χ)dχ

]

= 0. (6.1.5)

By replacing the partial derivative operators on the left hand side of (6.1.5) with the total

derivative operators (6.1.3) and (6.1.4) and treatingt, x, h and its higher derivatives as inde-

pendent variables, we obtain

Dt (h) +Dx

(

h
2n+1

n

(

−∂h
∂x

) 1
n

+

∫ x

0

vl(t, χ)dχ

)

= ht −
(2n + 1)

n
h

n+1
n (−hx)

n+1
n − 1

n
h

2n+1
n (−hx)

1−n
n hxx + vl(t, x). (6.1.6)
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Substituting the expression forht in (6.1.1) into (6.1.6), we obtain

Dt (h) +Dx

(

h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ)dχ

)

= 0. (6.1.7)

The components

T 1 = h, (6.1.8)

T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ)dχ, (6.1.9)

are the components of the elementary conserved vector of thefirst kind and (6.1.7) is the

elementary conservation law of the first kind.

Equation (6.1.1) can also be written in the form

∂

∂t

[

h+

∫ t

0

vl(τ, x)dτ

]

+
∂

∂x

[

h
2n+1

n

(

−∂h
∂x

)
1
n

]

= 0 (6.1.10)

which can be expressed as

Dt

[

h+

∫ t

0

vl(τ, x)dτ

]

+Dx

[

h
2n+1

n

(

−∂h
∂x

) 1
n

]

= 0. (6.1.11)

The components

T 1 = h+

∫ t

0

vl(τ, x)dτ, (6.1.12)

T 2 = h
2n+1

n

(

−∂h
∂x

)
1
n

, (6.1.13)

are the components of the elementary conserved vector of thesecond kind and (6.1.11) is

the elementary conservation law of the second kind. Whenvl = 0 the elementary conserved

vector for a non-Newtonian fluid-driven fracture in impermeable rock is recovered from both

the first and second kind conserved vectors:

T 1 = h, T 2 = h
2n+1

n (−hx)
1
n . (6.1.14)

6.2 Direct method

The direct method uses (6.1.2), subject to (6.1.1) being satisfied, yielding a determining equa-

tion for the conserved vectors. We will look for conserved vectors of the formT i(t, x, h, hx),
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i = 1, 2 , which satisfy the determining equation

DtT
1 +DxT

2

∣

∣

∣

∣

(6.1.1)

= 0. (6.2.1)

Using (6.1.3) and (6.1.4) and by substitutinght with its expression in (6.1.1), (6.2.1) becomes

∂T 1

∂t
+

1

n
h

2n+1
n (−hx)

1−n
n hxx

∂T 1

∂h
+

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n
∂T 1

∂h

− vl(t, x)
∂T 1

∂h
+ htx

∂T 1

∂hx
+
∂T 2

∂x
+ hx

∂T 2

∂h
+ hxx

∂T 2

∂hx
= 0. (6.2.2)

SinceT 1 andT 2 are independent ofhtx andhxx, (6.2.2) is separated with respect tohtx and

hxx to give

hxx :
∂T 2

∂hx
+

1

n
h

2n+1
n (−hx)

1−n
n
∂T 1

∂h
= 0, (6.2.3)

htx :
∂T 1

∂hx
= 0, (6.2.4)

and the remaining expression in equation (6.2.2) is

∂T 1

∂t
+

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n
∂T 1

∂h
− vl(t, x)

∂T 1

∂h
+
∂T 2

∂x
+ hx

∂T 2

∂h
= 0. (6.2.5)

From (6.2.4),T 1 = T 1(t, x, h) and therefore (6.2.3) is integrated with respect tohx to obtain

T 2 = h
2n+1

n (−hx)
1
n
∂T 1

∂h
+ A(t, x, h), (6.2.6)

whereA(t, x, h) is an arbitrary function. Substituting (6.2.6) into (6.2.5) yields

∂T 1

∂t
− vl(t, x)

∂T 1

∂h
+ h

2n+1
n (−hx)

1
n
∂2T 1

∂x∂h
+
∂A

∂x
(t, x, h)

− h
2n+1

n (−hx)
n+1
n
∂2T 1

∂h2
+ hx

∂A

∂h
(t, x, h) = 0. (6.2.7)

Equation (6.2.7) can be separated according to powers ofhx. However, some powers ofhx

are the same for certain values ofn. For example, whenn = 1, h
1
n
x andhx have the same

powers and their coefficients should be grouped together. Itis therefore necessary to look for

conserved vectors for two different cases, the first of whichis when the fluid is Newtonian,

with n = 1, and the second case is for generaln, n 6= 1, for which the fluid is non-Newtonian.
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6.2.1 Casen = 1

Equation (6.2.7) is separated thus

h2x :
∂2T 1

∂h2
= 0, (6.2.8)

hx :
∂A

∂h
− h3

∂2T 1

∂x∂h
= 0, (6.2.9)

Remainder:
∂T 1

∂t
− vl(t, x)

∂T 1

∂h
+
∂A

∂x
= 0. (6.2.10)

Integrating (6.2.8) twice gives

T 1 = B(t, x)h + C(t, x). (6.2.11)

Using (6.2.11), (6.2.9) is integrated with respect toh to obtain

A(t, x, h) =
1

4
h4
∂B

∂x
(t, x) +D(t, x). (6.2.12)

In (6.2.11) and (6.2.12),B(t, x), C(t, x) andD(t, x) are as yet undetermined. Substituting

(6.2.11) and (6.2.12) into (6.2.10) and then separating according to powers ofh yields

h4 :
∂2B

∂x2
= 0, (6.2.13)

h :
∂B

∂t
= 0, (6.2.14)

remainder :
∂C

∂t
− vl(t, x)B(t, x) +

∂D

∂x
= 0. (6.2.15)

From (6.2.13) and (6.2.14), we have

B(x) = c1x+ c2, (6.2.16)

wherec1 andc2 are constants. Using (6.2.16), equation (6.2.15) becomes

∂C

∂t
(t, x)− (c1x+ c2)vl(t, x) +

∂D

∂x
(t, x) = 0. (6.2.17)

From (6.2.11) and (6.2.16),

T 1(t, x, h) = (c1x+ c2)h + C(t, x), (6.2.18)
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and from (6.2.6), (6.2.12) and (6.2.16),

T 2(t, x, h, hx) = −(c1x+ c2)h
3hx +

c1
4
h4 +D(t, x). (6.2.19)

There are two ways of proceeding which lead to the two elementary conserved vectors found

in Section 6.1. We can use (6.2.17) to replace eitherC(t, x) orD(t, x) in (6.2.18) and (6.2.19).

Consider first replacingD(t, x). Integrating (6.2.17) with respect toχ from 0 tox gives

D(t, x) = D(t, 0)− ∂E

∂t
(t, x) + c1

∫ x

0

xvl(t, χ) dχ+ c2

∫ x

0

vl(t, χ) dχ, (6.2.20)

where

E(t, x) =

∫ x

0

C(t, χ) dχ,
∂E

∂x
= C(t, x). (6.2.21)

Then (6.2.18) and (6.2.19) become

T 1(t, x, h) = (c1x+ c2)h+ T 1
∗
, (6.2.22)

T 2(t, x, h, hx) = −(c1x+ c2)h
3hx +

c1
4
h4 + c1

∫ x

0

χvl(t, χ) dχ + c2

∫ x

0

vl(t, χ) dχ+ T 2
∗
,

(6.2.23)

where

T 1
∗
= C(t, x), T 2

∗
= D(t, 0)− ∂E

∂t
(t, x). (6.2.24)

Now, it is readily verified that

DtT
1
∗
+DxT

2
∗
≡ 0 (6.2.25)

without imposing (6.1.1). ThusT 1
∗

andT 2
∗

are the components of a trivial conserved vector

and can be set equal to zero. By puttingc1 andc2 equal to zero in turn we obtain from (6.2.22)

and (6.2.23) the following two conserved vectors for a Newtonian fluid-driven fracture in

permeable rock:

T 1 = h, T 2 = −h3hx +
∫ x

0

vl(t, χ) dχ, (6.2.26)

T 1 = xh, T 2 = −xh3hx +
1

4
h4 +

∫ x

0

χvl(t, χ) dχ. (6.2.27)

Equation (6.2.26) is the elementary conserved vector of thefirst kind.
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We next replaceC(t, x). Integrating (6.2.17) with respect toτ from 0 tot gives

C(t, x) = C(0, x)− ∂F

∂x
(t, x) + (c1x+ c2)

∫ t

0

vl(τ, x) dτ, (6.2.28)

where

F (t, x) =

∫ t

0

D(τ, x) dτ,
∂F

∂t
= D(t, x). (6.2.29)

Then (6.2.18) and (6.2.19) become

T 1(t, x, h) = (c1x+ c2)h + (c1x+ c2)

∫ t

0

vl(τ, x) dτ + T 1
∗
, (6.2.30)

T 2(t, x, h, hx) = −(c1x+ c2)h
3hx +

c1
4
h4 + T 2

∗
(6.2.31)

where

T 1
∗
= C(0, x)− ∂F

∂x
(t, x), T 2

∗
= D(t, x) (6.2.32)

But it is readily verified that (6.2.25) is identically satisfied without imposing (6.1.1) and

thereforeT 1
∗

andT 2
∗

are the components of a trivial conserved vector. Equations(6.2.30) and

(6.2.31) give the following two conserved vectors for a Newtonian fluid-driven fracture in

permeable rock:

T 1 = h+

∫ t

0

vl(τ, x) dτ, T 2 = −h3hx, (6.2.33)

T 1 = xh+ x

∫ t

0

vl(τ, x) dτ, T 2 = −xh3hx +
1

4
h4 (6.2.34)

Equation (6.2.33) is the elementary conserved vector of thesecond kind.

6.2.2 General casen > 0, n 6= 1

Equation (6.2.7) is separated by powers ofhx as follows

h
n+1
n

x :
∂2T 1

∂h2
= 0, (6.2.35)

h
1
n
x :

∂2T 1

∂x∂h
= 0, (6.2.36)

hx :
∂A

∂h
= 0, (6.2.37)

remainder :
∂T 1

∂t
− vl

∂T 1

∂h
+
∂A

∂x
= 0. (6.2.38)
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From (6.2.35) and (6.2.36),

T 1 = B(t)h+ C(t, x), (6.2.39)

whereB(t) andC(t, x) are arbitrary functions. From (6.2.37),A = A(t, x) and by substituting

(6.2.38) into (6.2.39), we obtain

h
dB

dt
+
∂C

∂t
− vlB(t) +

∂A

∂x
= 0, (6.2.40)

from which we have by separating in powers ofh,

B(t) = c1, c1 = constant (6.2.41)

and
∂C

∂t
(t, x)− c1vl(t, x) +

∂A

∂x
(t, x) = 0. (6.2.42)

From (6.2.6) and (6.2.39), the conserved vector componentsare

T 1 = c1h+ C(t, x), (6.2.43)

T 2 = c1h
2n+1

n (−hx)
1
n + A(t, x). (6.2.44)

Equation (6.2.42) corresponds to (6.2.17) for a Newtonian fluid. Again, there are two ways of

proceeding. We can use (6.2.42) to replace eitherC(t, x) orA(t, x) in (6.2.43) and (6.2.44).

We first replaceA(t, x). Integrating (6.2.42) with respect toχfrom 0 tox gives

A(t, x) = A(t, 0)− ∂E(t, x)

∂t
+ c1

∫ x

0

vl(t, χ) dχ, (6.2.45)

where

E(t, x) =

∫ x

0

C(t, χ) dχ,
∂E

∂x
= C(t, x). (6.2.46)

Equations (6.2.43) and (6.2.44) become

T 1 = c1h+ T 1
∗
, (6.2.47)

T 2 = c1h
2n+1

n (−hx)
1
n + c1

∫ x

0

vl(t, χ) dχ+ T 2
∗
, (6.2.48)

where

T 1
∗
= C(t, x), T 2

∗
= A(t, 0)− ∂E

∂t
(t, x). (6.2.49)
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It is easily shown thatT 1
∗

andT 2
∗

satisfy (6.2.25) identically without (6.1.1) being imposed

and are therefore the components of a trivial conserved vector. We therefore setT 1
∗

andT 2
∗

to

zero. We obtain only one conserved vector

T 1 = h, T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ, (6.2.50)

which is the elementary conserved vector of the first kind.

We next replaceC(t, x). Integrating (6.2.42) with respect toτ from 0 tot gives

C(t, x) = C(0, x) + c1

∫ t

0

vl(τ, x) dτ −
∂F

∂x
(t, x), (6.2.51)

where

F (t, x) =

∫ t

0

A(τ, x) dτ,
∂F

∂t
= A(t, x). (6.2.52)

The components (6.2.43) and (6.2.44) become

T 1 = c1h + c1

∫ t

0

vl(τ, x) dτ + T 1
∗
, (6.2.53)

T 2 = c1h
2n+1

n (−hx)
1
n + T 2

∗
, (6.2.54)

where

T 1
∗
= C(0, x)− ∂F

∂x
(t, x), , (6.2.55)

T 2
∗
= A(t, x). (6.2.56)

The components (6.2.55) and (6.2.56) satisfy the conservation equation (6.2.25) identically

and therefore form a trivial conserved vector and are set equal to zero. We again obtain only

one conserved vector

T 1 = h+

∫ t

0

vl(τ, x) dτ, T 2 = h
2n+1

n (−hx)
1
n (6.2.57)

which is the elementary conserved vector of the second kind.

The conserved vectors which we have found for the partial differential equation (6.1.1) are

summarised in Table 6.2.1. The leak-off velocityvl(t, x) occurs in eitherT 1 or T 2. It does

not occur in both componentsT 1 andT 2 in the same conserved vector. For a Newtonian fluid

with leak-off, we found a second conserved vector that does not occur in a non-Newtonian

fluid. The results reduce to those of Chapter 4 whenvl(t, x) = 0.
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n Conserved vector

1 T 1 = h, T 2 = −h3hx +
∫ x

0
vl(t, χ) dχ

T 1 = xh , T 2 = −xh3hx + 1
4
h4 +

∫ x

0
χvl(t, χ) dχ

1 T 1 = h+
∫ t

0
vl(τ, x) dτ , T 2 = −h3hx

T 1 = xh+ x
∫ t

0
vl(τ, x) dτ , T 2 − xh3hx +

1
4
h4

n > 0 T 1 = h, T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0
vl(t, χ)dχ

n 6= 1

n > 0 T 1 = h+
∫ t

0
vl(τ, x) dτ , T 2 = h

2n+1
n (−hx)

1
n

n 6= 1

Table 6.2.1: Conserved vector for the partial differentialequation (6.1.1)

6.3 Conservation law via the multiplier approach

Here, we will look for conserved vectors with componentsT i, i = 1, 2 whose dependence on

x, t, h, hx, ht, . . . is unspecified aprori.

A multiplier Λ for the partial differential equation (6.1.1) has the property that

Λ

[

∂h

∂t
+

∂

∂x

(

h
2n+1

n

(

−∂h
∂x

)
1
n

)

+ vl(t, x)

]

= DtT
1 +DxT

2, (6.3.1)

for all functionh(t, x) whereDx andDy are as given in (6.1.3) and (6.1.4). The right hand

side of (6.3.1) is a divergence expression.

Consider now a multiplier of the formΛ(t, x, h, ht, hx). The multiplier has the determining

equation given by

Eh

[

Λ(t, x, h, ht, hx)

(

ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx −

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n + vl

)]

= 0,

(6.3.2)

where

Eh =
δ

δh
=

∂

∂h
−Dx

∂

∂hx
−Dt

∂

∂ht
+D2

x

∂

∂hxx
+DxDy

∂

∂hxt
+D2

t

∂

∂htt
− . . . (6.3.3)
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is the standard Euler operator which annihilates the divergence on the right hand side of

(6.3.1). Expanding (6.3.2), we have

[

ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx −

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n + vl

]

Λh +Λ

[

−(2n + 1)

n2
(−hx)

1−n
n hxxh

n+1
n

−(2n+ 1)(n+ 1)

n2
(−hx)

n+1
n h

1
n

]

−
[

ht−
1

n
h

2n+1
n (−hx)

1−n
n hxx−

(2n + 1)

n
h

n+1
n (−hx)

n+1
n +vl

]

Dx(Λhx)

−ΛhxDx

[

ht−
1

n
h

2n+1
n (−hx)

1−n
n hxx−

(2n + 1)

n
h

n+1
n (−hx)

n+1
n +vl

]

−
[

(1− n)

n2
h

2n+1
n (−hx)

1−2n
n hxx

+
(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n

]

Dx(Λ)− ΛDx

[

(1− n)

n2
h

2n+1
n (−hx)

1−2n
n hxx

+
(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n

]

−
[

ht−
1

n
h

2n+1
n (−hx)

1−n
n hxx−

(2n + 1)

n
h

n+1
n (−hx)

n+1
n + vl

]

×Dt(Λht)−ΛhtDt

[

ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx−

(2n + 1)

n
h

n+1
n (−hx)

n+1
n + vl

]

−Dt(Λ)

+D2
x

[

Λ

(

−1

n
h

2n+1
n (−hx)

1−n
n

)]

= 0. (6.3.4)

Since (6.3.4) must be satisfied for any functionh(t, x), the sum of the coefficients of like

derivatives ofh(t, x) in (6.3.4) must vanish. We will now discuss the Newtonian casen = 1

for the reason stated in Section 6.2.

6.3.1 Casen = 1

Equation (6.3.4) reduces to

[

ht − h3hxx − 3h2h2x + vl
]

Λh + Λ
[

−3h2hxx − 6hh2x
]

−
[

ht − h3hxx − 3h2h2x + vl
]

×Dx(Λhx)− ΛhxDx

[

ht − h3hxx − 3h2h2x + vl
]

+ 6h2hxDx(Λ)

+ΛDx

[

6h2hx
]

−
[

ht − h3hxx − 3h2h2x + vl
]

Dt(Λht)− ΛhtDt

[

ht − h3hxx − 3h2h2x + vl
]

−Dt(Λ) +D2
x(−h3Λ) = 0. (6.3.5)

The coefficients of the highest order derivative terms,hxxx andhxxt, cancel out to give zero

and from (6.3.5) the coefficients ofhttht, htt, hxt, hxx and the terms independent of derivatives
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of h yield

httht : Λhtht = 0, (6.3.6)

htt : Λht = 0, (6.3.7)

hxt : Λhx = 0, (6.3.8)

hxx : Λh = 0, (6.3.9)

terms independent of

derivatives ofh
: Λt + Λxxh

3 = 0. (6.3.10)

From (6.3.6) to (6.3.9), we obtain

Λ = Λ(t, x), (6.3.11)

and therefore from (6.3.10), we have, separating by powers of h,

h3 : Λxx = 0, (6.3.12)

1 : Λt = 0. (6.3.13)

Equation (6.3.13) yieldsΛ = Λ(x) and integrating (6.3.12) gives

Λ = c1x+ c2, (6.3.14)

wherec1 andc2 are constants. The multiplier is independent of the leak-off velocity vl(t, x).

As with the direct method there are two ways of proceeding. Firstly, equation (6.3.1) with

n = 1 and (6.3.14) give, by doing elementary manipulations,

(c1x+ c2)
[

ht − h3hxx − 3h2h2x + vl
]

= Dt [c1xh+ c2h]

+Dx

[

c1

(

−xh3hx +
1

4
h4 +

∫ x

0

χvl(t, χ) dχ

)

+ c2

(

−h3hx +
∫ x

0

vl(t, χ)dχ

)]

(6.3.15)

for all functionsh(t, x). Thus, whenh(t, x) is a solution of the diffusion equation (6.1.1) with

n = 1,

Dt [c1xh + c2h] +Dx

[

c1

(

−xh3hx +
1

4
h4 +

∫ x

0

χvl(t, χ) dχ

)

+ c2

(

−h3hx +
∫ x

0

vl(t, χ)dχ

)]

= 0.

(6.3.16)
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By puttingc1 andc2 equal to zero in turn, we obtain again the two conserved vectors of the

first kind, (6.2.26) and (6.2.27).

Secondly, equation (6.3.1) withn = 1 and (6.3.14) may be written in the form

(c1x+ c2)
[

ht − h3hxx − 3h2h2x + vl
]

= Dt

[

c1

(

xh + x

∫ t

0

vl(τ, x) dτ

)

+c2

(

h+

∫ t

0

vl(τ, x) dτ

)]

+Dx

[

c1

(

−xh3hx +
1

4
h4
)

+ c2
(

−h3hx
)

]

(6.3.17)

for all functionsh(t, x). Thus whenh(t, x) is a solution of the diffusion equation (6.1.1) with

n = 1,

Dt

[

c1

(

xh + x

∫ t

0

vl(τ, x) dτ

)

+ c2

(

h+

∫ t

0

vl(τ, x) dτ

)]

+Dx

[

c1

(

−xh3hx +
1

4
h4
)

+ c2
(

−h3hx
)

]

= 0 (6.3.18)

By puttingc1 andc2 equal to zero in turn we obtain the two conserved vectors of the second

kind, (6.2.33) and (6.2.34).

6.3.2 General casen > 0, n 6= 1

Equating to zero the coefficients ofhxxh
1−2n

n
x , hxxh

1
n
x , httht, htt, hxxh

1−n
n

x and the remaining

terms in (6.3.4) which are independent of derivatives ofh and simplifying, we have

hxxh
1−2n

n
x : Λx = 0, (6.3.19)

hxxh
1
n
x : Λhx = 0, (6.3.20)

httht : Λhtht = 0, (6.3.21)

htt : Λht = 0, (6.3.22)

hxxh
1−n
n

x : Λh = 0, (6.3.23)

remainder: Λt = 0. (6.3.24)

From (6.3.19) to (6.3.24), we obtain

Λ = c. (6.3.25)
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There are two ways of proceeding. Firstly, from (6.3.1) and (6.3.25),

c

[

ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx −

(2n + 1)

n
h

n+1
n (−hx)

n+1
n + vl

]

= Dt [ch] +Dx

[

c

(

h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ

)]

(6.3.26)

for all functionsh(t, x). Whenh(t, x) is a solution of the diffusion equation (6.1.1), it follows

that

Dt [ch] +Dx

[

c

(

h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ

)]

= 0. (6.3.27)

By letting c = 1, we obtain the elementary conserved vector of the first kind,T = (T 1, T 2),

where

T 1 = h, T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ. (6.3.28)

Secondly, we also obtain from (6.3.1) and (6.3.25)

c

[

ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx −

(2n + 1)

n
h

n+1
n (−hx)

n+1
n + vl

]

= Dt

[

c

(

h+

∫ t

0

vl(τ, x) dτ

)]

+Dx

[

c
(

h
2n+1

n (−hx)
1
n

)]

(6.3.29)

for all functionsh(t, x). Whenh(t, x) is a solution of (6.1.1), then

Dt

[

c

(

h +

∫ t

0

vl(τ, x) dτ

)]

+Dx

[

c
(

h
2n+1

n (−hx)
1
n

)]

= 0. (6.3.30)

Settingc = 1 we obtain the elementary conserved vector of the second kindwith components

T 1 = h+

∫ t

0

vl(τ, x) dτ, T 2 = h
2n+1

n (−hx)
1
n . (6.3.31)

The results obtained using the multiplier method starting with a multiplier of the form

Λ(t, x, h, ht, hx) agree with those obtained by the direct method starting withcomponents of

the formT 1(t, x, h, hx) andT 2(t, x, h, hx). The results are presented in Table 6.2.1.

6.4 Partial Lagrangian method

A Lagrangian for (6.1.1) does not exist since we cannot find a functionL(t, x, h, ht, hx) such

that
δL

δh
=
∂h

∂t
+

∂

∂x

(

h
2n+1

n

(

−∂h
∂x

)
1
n

)

+ vl(t, x), (6.4.1)
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where δ
δh

is the Euler operator defined by (6.3.3). However, we can derive a partial Lagrangian

for equation (6.1.1). Using the partial Lagrangian, conservation laws are obtained via the

partial Noether approach [51].

Now, suppose the second order partial differential equation (6.1.1),E(t, x, h, ht, hx, , hxx) =

0, can be written as

E = E0 + E1 = 0. (6.4.2)

A functionL(t, x, h, ht, hx) is called a partial Lagrangian of equation (6.4.2) if (6.4.2) can be

expressed asδL
δh

= fE1 for some non-zero functionf , providedE1 6= 0.

Equation (6.1.1) when expanded is

∂h

∂t
− (2n+ 1)

n
h

n+1
n

(

−∂h
∂x

)
n+1
n

− 1

n
h

2n+1
n

(

−∂h
∂x

)
1−n
n ∂2h

∂x2
+ vl(t, x) = 0. (6.4.3)

The separation ofE in the form (6.4.2) is not unique. A separation of (6.4.3) forwhich we

can find a simple partial Lagrangian is

E0 = − (2n+ 1)

n(n + 1)
h

n+1
n (−hx)

n+1
n − 1

n
h

2n+1
n (−hx)

1−n
n hxx, (6.4.4)

E1 = ht + vl(t, x)−
(

2n+ 1

n+ 1

)

h
n+1
n (−hx)

n+1
n , (6.4.5)

whereE1 depends in a simple way onht. Consider

L =

(

n

n+ 1

)

h
2n+1

n (−hx)
n+1
n − vl(t, x). (6.4.6)

It follows from the definition (6.3.3) of the Euler operator and using the partial differential

equation (6.4.3) to eliminatehxx that

δL

δh
=

(

2n + 1

n+ 1

)

h
n+1
n (−hx)

n+1
n − ht − vl(t, x) = fE1, (6.4.7)

wheref = −1. It follows thatL defined by (6.4.6) is a partial Lagrangian for the partial

differential equation (6.4.3).

The partial Noether symmetry determining equation is

XL+ L
[

Dtξ
1 +Dxξ

2
]

= DtB
1 +DxB

2 +
(

η − ξ1ht − ξ2hx
) δL

δh
, (6.4.8)

where

X = ξ1
∂

∂t
+ ξ2

∂

∂x
+ η

∂

∂h
+ ζ1

∂

∂ht
+ ζ2

∂

∂hx
+ . . . (6.4.9)
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is the Lie-Backlund operator andζi, i = 1, 2, are defined as

ζi = Di(η)− hjDi(ξ
j). (6.4.10)

We will requireζ2 = ζx which when expanded is

ζ2 =
∂η

∂x
+

(

∂η

∂h
− ∂ξ2

∂x

)

hx −
∂ξ1

∂x
ht −

∂ξ2

∂h
h2x −

∂ξ1

∂h
hxht. (6.4.11)

The functionsB1 andB2 are gauge functions. In the partial Lagrangian approach theEuler

operator is usually denoted byδ
δh

while in the multiplier method it is denoted byEh.

We consider gauge functions of the formBi = Bi(t, x, h), i = 1, 2. When expanded

(6.4.8) becomes

−ξ1∂vl
∂t

− ξ2
∂vl
∂x

+

(

2n+ 1

n+ 1

)

ηh
n+1
n (−hx)

n+1
n − h

2n+1
n (−hx)

1
n ηx + h

2n+1
n (−hx)

n+1
n ηh

+h
2n+1

n (−hx)
1
n htξ

1
x − h

2n+1
n (−hx)

n+1
n htξ

1
h − h

2n+1
n (−hx)

n+1
n ξ2x + h

2n+1
n (−hx)

2n+1
n ξ2h

+

(

n

n + 1

)

h
2n+1

n (−hx)
n+1
n ξ1t +

(

n

n+ 1

)

h
2n+1

n (−hx)
n+1
n htξ

1
h +

(

n

n+ 1

)

h
2n+1

n (−hx)
n+1
n ξ2x

−
(

n

n+ 1

)

h
2n+1

n (−hx)
2n+1

n ξ2h − vlξ
1
t − vlhtξ

1
h − vlξ

2
x − vlhxξ

2
h = B1

t + htB
1
h +B2

x

+hxB
2
h − htη +

(

2n+ 1

n+ 1

)

h
n+1
n (−hx)

n+1
n η − ηvl + h2t ξ

1 −
(

2n+ 1

n+ 1

)

h
n+1
n (−hx)

n+1
n htξ

1

+htvlξ
1 + hxhtξ

2 +

(

2n+ 1

n+ 1

)

h
n+1
n (−hx)

2n+1
n ξ2 + hxvlξ

2. (6.4.12)

We separate equation (6.4.12) by powers and products of the derivatives ofh(t, x). Two

general results can be derived before we have to consider thecasesn = 1 andn > 0, n 6= 1,

separately. Consider first the coefficient ofh2t .

h2t : ξ1 = 0, n > 0. (6.4.13)

Putξ1 = 0 in (6.4.12) and then consider the coefficient ofhxht.

hxht : ξ2 = 0, n > 0. (6.4.14)

The determining equation (6.4.12) reduces for alln > 0 to

−∂η
∂x
h

2n+1
n (−hx)

1
n +

∂η

∂h
h

2n+1
n (−hx)

1
n
+1 =

∂B1

∂t
+ht

∂B1

∂h
+
∂B2

∂x
+hx

∂B2

∂h
−ηht−ηvl(t, x).

(6.4.15)
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The casen = 1 must now be treated separately from the general casen > 0, n 6= 1, because

h
1
n
x andhx have the same power whenn = 1.

6.4.1 Casen = 1

Whenn = 1, equation (6.4.15) reduces to

∂η

∂x
h3hx +

∂η

∂h
h3h2x =

∂B1

∂t
+ ht

∂B1

∂h
+
∂B2

∂x
+ hx

∂B2

∂h
− ηht − ηvl(t, x). (6.4.16)

Separate (6.4.16) by partial derivatives ofh.

h2x : ηh = 0, (6.4.17)

hx : h3ηx − B2
h = 0, (6.4.18)

ht : B1
h − η = 0, (6.4.19)

remainder: B1
t +B2

x − ηvl = 0. (6.4.20)

From (6.4.17),η = η(t, x) and the expressions forB1 andB2 are obtained by integrating

(6.4.19) and (6.4.18) with respect toh to obtain

B1 = ηh+ C(t, x), (6.4.21)

B2 =
h4

4
ηx +D(t, x), (6.4.22)

whereC(t, x) andD(t, x) are arbitrary functions. Substituting (6.4.21) and (6.4.22) into

(6.4.20) yields

hηt +
∂C

∂t
+
h4

4
ηxx +

∂D

∂x
− ηvl(t, x) = 0. (6.4.23)

It now remains to separate (6.4.23) by powers ofh which gives

h4 :
∂2η

∂x2
= 0, (6.4.24)

h :
∂η

∂t
= 0, (6.4.25)

remainder:
∂C

∂t
(t, x)− η(t, x)vl(t, x) +

∂D

∂x
(t, x) = 0. (6.4.26)
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Thus from (6.4.24) and (6.4.25)

η = c1x+ c2 (6.4.27)

and (6.4.21), (6.4.22) and (6.4.26) become

B1(t, x, h) = (c1x+ c2) h+ C(t, x), (6.4.28)

B2(t, x, h) = c1
h4

4
+D(t, x), (6.4.29)

∂C

∂t
(t, x)− (c1x+ c2)vl(t, x) +

∂D

∂x
(t, x) = 0. (6.4.30)

Sinceξ1 = 0 andξ2 = 0 andη is given by (6.4.27), the partial Noether symmetry is

X = (c1x+ c2)
∂

∂h
. (6.4.31)

The partial Noether conserved vectors are

T 1 = B1 − ξ1L−
[

η − ξ1ht − ξ2hx
] ∂L

∂ht
, (6.4.32)

T 2 = B2 − ξ2L−
[

η − ξ1ht − ξ2hx
] ∂L

∂hx
, (6.4.33)

which yield the conserved vectors

T 1 = [c1x+ c2] h+ C(t, x), (6.4.34)

T 2 = − [c1x+ c2] h
3hx + c1

h4

4
+D(t, x). (6.4.35)

Equations (6.4.34), (6.4.35) forT 1 andT 2 and (6.4.30) relatingC(t, x) andD(t, x) to

vl(t, x) are exactly the same as (6.2.18), (6.2.19) and (6.2.17) of the direct method. We there-

fore obtain again the conserved vectors listed in Table 6.2.1 for n = 1.
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6.4.2 General casen > 0, n 6= 1

We return to (6.4.15) and separate by the partial derivatives ofh for n 6= 1:

(−hx)1+
1
n : ηh = 0, (6.4.36)

(−hx)
1
n : ηx = 0, (6.4.37)

hx : B2
h = 0, (6.4.38)

ht : B1
h − η = 0, (6.4.39)

remainder: B1
t +B2

x − ηvl(t, x) = 0. (6.4.40)

From (6.4.36) and (6.4.37),η = η(t) and from (6.4.38),B2 is of the form

B2 = A(t, x). (6.4.41)

From (6.4.39),

B1(t, x, h) = η(t)h+ C(t, x). (6.4.42)

Substituting (6.4.41) and (6.4.42) into (6.4.40) gives

h
dη(t)

dt
+
∂C

∂t
(t, x) +

∂A

∂x
(t, x)− η(t)vl(t, x) = 0. (6.4.43)

We separate (6.4.43) according to powers ofh:

h :
dη(t)

dt
= 0, (6.4.44)

remainder:
∂C

∂t
(t, x)− η(t)vl(t, x) +

∂A

∂x
(t, x) = 0. (6.4.45)

Thus from (6.4.44),

η(t) = c1, (6.4.46)

wherec1 is a constant. Equations (6.4.42) and (6.4.45) become

B1(t, x, h) = c1h+ C(t, x), (6.4.47)

∂C

∂t
(t, x)− c1vl(t, x) +

∂A

∂x
(t, x) = 0. (6.4.48)
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Sinceξ1 = 0 andξ2 = 0 andη = c1, the partial Noether symmetry is

X = c1
∂

∂h
(6.4.49)

The partial Noether conserved vector is given by (6.4.32) and (6.4.33) which yields

T 1 = c1h+ C(t, x), (6.4.50)

T 2 = c1h
2n+1

n (−hx)
1
n + A(t, x). (6.4.51)

Equations (6.4.50) and (6.4.51) for the componentsT 1 andT 2 and (6.4.48) forC(t, x)

andA(t, x) in terms ofvl(t, x) are exactly the same as (6.2.43), (6.2.44) and (6.2.42) in the

direct method. We therefore derive again the conserved vectors given in Table 6.2.1 forn > 0,

n 6= 1.

The results obtained using the partial Lagrangian with gauge functions of the formBi =

Bi(t, x, h) agree with the results obtained using the multiplier methodwith multipliers of the

formΛ(t, x, h, ht, hx) and with those obtained by the direct method starting with components

of the formT i(t, x, h, hx).

When the interface between the fluid and the rock is impermeable, vl vanishes. Therefore,

settingvl = 0 yields conserved vectors for a fluid-driven fracture in impermeable rock. We

have seen that for the general casen > 0,n 6= 1, which describes a non-Newtonian fluid driven

fracture, we obtain only the elementary conserved vectors,unlike in the case of a Newtonian

fluid for whichn = 1 where the elementary conserved vectors and a second conserved vector

of the first and second kind are obtained. This underscores a significant difference between

Newtonian and non-Newtonian fluid-driven fractures. A conserved vector is lost when the

fracturing fluid is non-Newtonian. The conserved vectors obtained for both the Newtonian and

non-Newtonian fluid-driven fractures are non-local conserved vectors, because of the integral

term
∫ x

0
vl(t, χ)dχ.

The conservation laws derived will now be used, first to investigate the conserved quanti-

ties and balance laws for non-Newtonian fluid driven fracture, and second, to derive the Lie

point symmetries associated with the conserved vectors.

134



6.5 Balance law for fluid-driven fracture

The balance law derived in Chapters 4 and 5, solely from the physics of the fluid-driven frac-

ture will be re-derived in this section from the integrationof a conservation law subject to the

relevant boundary conditions. We note that the conservation laws in Sections 6.2, 6.3 and 6.4

are derived from the partial differential equation governing the fluid-driven fracture process.

These conservation laws apply to any physical problem described by the partial differential

equation. However, conserved quantities and balance laws are derived from conservation laws

and boundary conditions.

The conserved vectors(T 1, T 2) which have been derived depend onh(t, x) and can there-

fore be expressed in terms of the independent variablest andx. Thus

DtT
1 +DxT

2 =
∂T 1(t, x)

∂t
+
∂T 2(t, x)

∂x
, (6.5.1)

where on the right hand side,T 1 andT 2 are regarded as functions oft andx only. For a

conserved vector the left-hand side of (6.5.1) vanishes forsolutions of the partial differential

equation and we have
∂T 1(t, x)

∂t
+
∂T 2(t, x)

∂x
= 0. (6.5.2)

The balance law will first be derived from the elementary conserved vector of the first kind

with components given by

T 1 = h, T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ. (6.5.3)

Substitute (6.5.3) into (6.5.2) and integrating fromx = 0 to x = L(t) keepingt fixed during

the integration, we have
∫ L(t)

0

∂h

∂t
(t, x) dx+

∫ L(t)

0

∂

∂x

(

h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ

)

dx = 0. (6.5.4)

Using the formula for differentiation under the integral sign [45], with boundary condition

h(t, L(t)) = 0, (6.5.5)

equation (6.5.4) becomes after integration

d

dt

∫ L(t)

0

h(t, x) dx+

[

h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ

]L(t)

0

= 0. (6.5.6)
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Now the total volume of the fracture is

V (t) = 2

∫ L(t)

0

h(t, x)dx (6.5.7)

and from (5.2.19)

hv̄x(t, x) = h
2n+1

n (−hx)
1
n =

1

2
Q1(t, x), (6.5.8)

whereQ1(t, x) is the flux of fluid along the fracture. Therefore (6.5.6) becomes

1

2

dV

dt
+ h(t, L(t))v̄x(t, L(t))− h(t, 0)v̄x(t, 0) +

∫ L(t)

0

vl(t, x) dx = 0. (6.5.9)

At the tip of the fracture, the flux of fluid vanishes and therefore

Q1(t, L(t)) = 2h(t, L(t))v̄x(t, L(t)) = 0. (6.5.10)

Equation (6.5.9) becomes

dV

dt
= 2h(t, 0)v̄x(t, 0)− 2

∫ L(t)

0

vl(t, x) dx, (6.5.11)

which states that the rate of change of the volume of the fracture with respect to time equals

the rate of fluid inflow at the fracture entry minus the rate of fluid leak-off at the interface

between the fluid and the rock mass. Equation (6.5.11) is the balance law which was derived

in equation (5.2.28).

The elementary conservation law of the first kind, integrated with respect tox from x = 0

to x = L(t) and simplified subject to the boundary conditions, (6.5.5) and (6.5.10), therefore

corresponds to the balance law for fluid volume.

We now show that the elementary conserved vector of the second kind,

T 1 = h+

∫ t

0

vl(τ, x) dτ, T 2 = h
2n+1

n (−hx)
1
n , (6.5.12)

also gives the balance law for fluid volume, (6.5.11). Substituting (6.5.12) into (6.5.2) gives

∂

∂t

(

h+

∫ t

0

vl(τ, x) dτ

)

+
∂

∂x

[

h
2n+1

n (−hx)
1
n

]

= 0. (6.5.13)

But
∂

∂t

(
∫ t

0

vl(τ, x) dτ

)

= vl(t, x) (6.5.14)
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and integrating (6.5.13) with respect tox from x = 0 to x = L(t) we obtain
∫ L(t)

0

∂h

∂t
(t, x) dx+

∫ L(t)

0

vl(t, x) dx+
[

h
2n+1

n (−hx)
1
n

]L(t)

0
= 0. (6.5.15)

Proceeding as before and using the boundary conditions (6.5.5) and (6.5.10), we have
∫ L(t)

0

∂h

∂t
(t, x) dx =

1

2

dV

dt
(6.5.16)

and
[

h
2n+1

n (−hx)
1
n

]L(t)

0
= −h(t, 0)v̄x(t, 0). (6.5.17)

Equation (6.5.15) becomes

dV

dt
= 2h(t, 0)v̄x(t, 0)− 2

∫ L(t)

0

vl(t, x) dx, (6.5.18)

which is the same balance law, (6.5.11), derived using the elementary conserved vector of the

first kind.

For the Newtonian fluid-driven fracture, two conserved vectors were derived. The first

corresponds to (6.5.3) withn = 1 and the second is

T 1 = xh, T 2 = −xh3hx +
1

4
h4 +

∫ x

0

χvl(t, χ) dχ. (6.5.19)

A balance law will now be derived for this conserved vector. We substitute (6.5.19) into (6.5.2)

and integrate with respect tox from x = 0 to x = L(t) to obtain
∫ L(t)

0

∂(xh)

∂t
dx+

∫ L(t)

0

∂

∂x

(

−xh3hx +
1

4
h4 +

∫ x

0

χvl(t, χ) dχ

)

dx = 0. (6.5.20)

Now, using Leibnitz theorem for differentiation under the integral sign[45] and the boundary

condition (6.5.5), we have
∫ L(t)

0

∂(xh)

∂t
dx =

d

dt

∫ L(t)

0

xh(t, x) dx. (6.5.21)

Also, using (6.5.8) and the boundary condition (6.5.10) that the fluid flux at the fracture tip is

zero, we obtain
∫ L(t)

0

∂

∂x

[

−xh3hx
]

dx = 0 (6.5.22)

and again by the boundary condition (6.5.5), that
∫ L(t)

0

∂

∂x
h4(t, x) dx = −h4(t, 0). (6.5.23)
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Hence (6.5.20) becomes

d

dt

∫ L(t)

0

xh dx+

∫ L(t)

0

xvl dx =
1

4
h4(t, 0). (6.5.24)

The physical significance of this balance law for a Newtonianfluid-driven fracture is not im-

mediately clear.

6.6 Relation between Lie point symmetries and the conser-

vation laws

In this section we investigate the relation between the Lie point symmetries of the partial

differential equation (6.1.1) and the conservation laws for the partial differential equation.

We first state a theorem due to Kara and Mahomed [53]. The theorem is quite general but

it is stated specifically for the partial differential equation (6.1.1).

Theorem 6.6.1.If X is a Lie point symmetry of the partial differential equation (6.1.1)and

T = (T 1, T 2) is a conserved vector for(6.1.1), then

T i
∗
= X(T i) + T iDk(ξ

k)− T kDk(ξ
i), i = 1, 2 (6.6.1)

are the components of a conserved vector for(6.1.1), that is,

D1T
1
∗
+D2T

2
∗

∣

∣

∣

∣

PDE

= 0. (6.6.2)

In (6.6.1), X is prolongated to as many orders as required whenT depends on derivatives of

h and there is summation over the values 1 and 2 of the repeated indexk.

Theorem 6.6.1 gives a way of generating new conserved vectors for the partial differential

equation (6.1.1) from the Lie point symmetries of (6.1.1) and the conserved vectors already

found. The generated conserved vectors may be trivial sinceT ∗ may be a linear combination

of known conserved vectors or a trivial conserved vector forwhich the conservation law is

identically satisfied or it may be zero.

The Lie point symmetryX of (6.1.1) is said to beassociatedwith the conserved vector

T = (T 1, T 2) of the partial differential equation (6.1.1) if [52, 53]

T i
∗
= X(T i) + T iDk(ξ

k)− T kDk(ξ
i) = 0, i = 1, 2. (6.6.3)
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Equation (6.6.3) consists of the two components

T 1
∗
= X(T 1) + T 1D2(ξ

2)− T 2D2(ξ
1), (6.6.4)

T 2
∗
= X(T 2) + T 2D1(ξ

1)− T 1D1(ξ
2). (6.6.5)

We will first investigate using Theorem (6.6.1) if new conserved vectors can be generated

from the conserved vectors for the partial differential equation (6.1.1) listed in Table 6.2.1. We

will use the linear combination of Lie point symmetries of (6.1.1) derived in Appendix A:

X = (c1 + c2t)
∂

∂t
+ (c4 + c3x)

∂

∂x
+

[(

n + 1

n + 2

)

c3 −
n

(n + 2)
c2

]

h
∂

∂h
, (6.6.6)

which exists provided

(c1 + c2t)
∂vl
∂t

+ (c4 + c3x)
∂vl
∂x

=

(

n+ 1

n+ 2

)

(c3 − 2c2) vl. (6.6.7)

Because the conserved vectors in Table 6.2.1 depend onhx, we will require the first prolonga-

tion coefficientζx of the Lie point symmetry (6.6.6) which is

ζx =
∂η

∂x
+

(

∂η

∂h
− ∂ξ2

∂x

)

hx −
∂ξ1

∂x
ht −

∂ξ2

∂h
h2x −

∂ξ1

∂h
hthx

= −
[

c3
(n + 2)

+
n

(n + 2)
c2

]

hx. (6.6.8)

We will then determine the conditions on the constantsc1, c2, c3 andc4 for the Lie point sym-

metry (6.6.6) to be associated with the conserved vectors ofthe partial differential equation

(6.1.1).

Consider first the elementary conserved vector of the first kind

T 1 = h, T 2 = h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ. (6.6.9)

It is readily shown that

T 1
∗
=

[(

2n + 3

n+ 2

)

c3 −
n

(n + 2)
c2

]

T 1. (6.6.10)

Also,

T 2
∗
= (c1 + c2t)

∫ x

0

∂vl
∂t

(t, χ) dχ+ (c4 + c3x)vl(t, x) + c2

∫ x

0

vl(t, χ) dχ

+

[(

2n + 3

n+ 2

)

c3 −
n

(n + 2)
c2

]

h
2n+1

n (−hx)
1
n . (6.6.11)
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But integrating (6.6.7) with respect toχ from χ = 0 to χ = x gives

(c1 + c2t)

∫ x

0

∂vl
∂t

(t, χ) dχ+ (c4 + c3x) vl(t, x)

= c4vl(t, 0) +

[(

2n+ 3

n + 2

)

c3 − 2

(

n+ 1

n+ 2

)

c2

]
∫ x

0

vl(t, χ) dχ. (6.6.12)

Substituting (6.6.12) into (6.6.11), we obtain

T 2
∗
=

[(

2n+ 3

n+ 2

)

c3 −
n

(n+ 2)
c2

]

T 2 + c4vl(t, 0). (6.6.13)

We can express (6.6.10) and (6.6.13) in vector form as

T ∗

(1) =

[(

2n+ 3

n + 2

)

c3 −
n

(n+ 2)
c2

]

T(1) + c4P(0), (6.6.14)

where

T(1) =

[

h, h
2n+1

n (−hx)
1
n +

∫ x

0

vl(t, χ) dχ

]

, (6.6.15)

P(0) = [0, vl(t, 0)]. (6.6.16)

The vectorP(0) is a trivial conserved vector because

D1P
1
(0) +D2P

2
(0) ≡ 0. (6.6.17)

ThusT ∗

(1) is not a new conserved vector. The Lie point symmetry associated with the conserved

vectorT(1) satisfies
c3
c2

=
n

2n+ 3
, c4 = 0. (6.6.18)

The Lie point symmetry associated with the elementary conserved vector of the first kindT(1)

is therefore

X =

(

c1
c2

+ t

)

∂

∂t
+

n

(2n+ 3)
x
∂

∂x
− n

(2n+ 3)
h
∂

∂h
. (6.6.19)

From (5.3.27), the Lie point symmetry (6.6.19) generates the solution for a fracture with con-

stant volume. The flux of fluid into the fracture at the entry equals the leak-off flux at the

fluid/rock interface.

We will denote the conserved vector of the second kind byS. Consider the elementary

conserved vector of the second kind

S1 = h+

∫ t

0

vl(τ, x) dτ, S2 = h
2n+1

n (−hx)
1
n . (6.6.20)
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Now,

S1
∗
= (c1 + c2t) vl(t, x) + (c4 + c3x)

∫ t

0

∂vl
∂x

(τ, x) dτ

+

[(

n + 1

n + 2

)

c3 −
n

(n + 2)
c2

]

h+ c3

(

h+

∫ t

0

vl(τ, x) dτ

)

. (6.6.21)

But integrating (6.6.7) with respect toτ from τ = 0 to τ = t gives

(c1 + c2t) vl(t, x) + (c4 + c3x)

∫ t

0

∂vl
∂x

(τ, x) dτ

= c1vl(0, x) +

[(

n+ 1

n+ 2

)

c3 −
n

(n+ 2)
c2

] ∫ t

0

vl(τ, x) dτ. (6.6.22)

Substituting (6.6.22) into (6.6.21) gives

S1
∗
=

[(

2n+ 3

n + 2

)

c3 −
n

(n+ 2)
c2

]

S1 + c1vl(0, x). (6.6.23)

Also it is readily shown that

S2
∗
=

[(

2n + 3

n+ 2

)

c3 −
n

(n + 2)
c2

]

S2. (6.6.24)

Expressed in vector form, (6.6.23) and (6.6.24) are

S∗

(1) =

[(

2n+ 3

n + 2

)

c3 −
n

(n+ 2)
c2

]

S(1) + c1Q(0), (6.6.25)

where

S(1) =

[

h +

∫ t

0

vl(τ, x) dτ, h
2n+1

n (−hx)
1
n

]

, (6.6.26)

Q(0) = [vl(0, x), 0] . (6.6.27)

The vectorQ(0) is a trivial conserved vector. The vectorS∗

(1) is not a new conserved vector.

The Lie point symmetry which is associated withS(1) satisfies

c3
c2

=
n

2n+ 3
, c1 = 0. (6.6.28)

The Lie point symmetry associated with the elementary conserved vector of the second

kind S(1) is therefore

X = t
∂

∂t
+

(

c4
c2

+
n

(2n+ 3)
x

)

∂

∂x
− n

(2n+ 3)
h
∂

∂h
(6.6.29)
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From (5.3.27) the volume of the fracture generated by (6.6.29) remains constant. The ele-

mentary conserved vectors of the first and second kind are both associated with Lie point

symmetries which generate the solution for a fracture with constant volume.

Consider now the special casen = 1 for which second conserved vectors of the first and

second kind exist. Consider the conserved vector of the firstkind

T 1 = xh, T 2 = −xh3hx +
h4

4
+

∫ x

0

χvl(t, χ) dχ (6.6.30)

It is readily shown that

T 1
∗
= c4h +

1

3
(8c3 − c2) T

1 (6.6.31)

and that

T 2
∗
= (c1 + c2t)

∫ x

0

χ
∂vl
∂t

(t, χ) dχ+ (c4 + c3x) xvl(t, x) + c4
(

−h3hx
)

+
1

3
(8c3 − c2)

(

−xh3hx
)

+
1

3
(8c3 − c2)

h4

4
+ c2

∫ x

0

χvl(t, χ) dχ. (6.6.32)

Now, multiplying (6.6.7) byχ and integrating with respect toχ from χ = 0 to χ = x gives

(c1 + c2t)

∫ x

0

χ
∂vl
∂t

(t, χ) dχ+ (c4 + c3x) xvl(t, x)

= c4

∫ x

0

vl(t, χ) dχ+
1

3
(8c3 − 4c2)

∫ x

0

χvl(t, χ) dχ. (6.6.33)

Substituting (6.6.33) into (6.6.32) we obtain

T 2
∗
= c4

[

−h3hx +
∫ x

0

vl(t, χ) dχ

]

+
1

3
(8c3 − c2)

[

−xh3hx +
h4

4
+

∫ x

0

χvl(t, χ) dχ

]

.

(6.6.34)

Equations (6.6.31) and (6.6.34) when expressed in vector form are

T ∗

(2) = c4T(1) +
1

3
(8c3 − c2)T(2) (6.6.35)

whereT(1) is given by (6.6.15) withn = 1 and

T(2) =

[

xh, −xh3hx +
h4

4
+

∫ x

0

χvl(t, χ) dχ

]

. (6.6.36)

ThusT ∗

(2) is a linear combination of the conserved vectors of the first kind, T(1) andT(2), and

is therefore not a new conserved vector. The Lie point symmetry associated withT(2) satisfies

c4 = 0,
c3
c2

=
1

8
(6.6.37)
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and is

X =

(

c1
c2

+ t

)

∂

∂t
+

1

8
x
∂

∂x
− 1

4
h
∂

∂h
. (6.6.38)

Whenn = 1, it follows from (5.3.27) that the Lie point symmetry which generates the solution

for a fracture with constant volume satisfiesc3/c2 = 1/5. Whenc3/c2 = 1/8 the total volume

of the fracture per unit width,V (t), decreases with time and this value ofc3/c2 could describe

a fracture with fluid extraction at the fracture entry and/orleak-off at the fluid-rock interface.

When there is no leak-off,c3/c2 = 1/8 is the limiting value for a solution with fluid extraction

at the fracture entry to exist [15]. The conserved vectorT(2) may be related to the limiting

solution for existence.

Finally, consider the second conserved vector of the secondkind whenn = 1,

S1 = xh+ x

∫ t

0

vl(τ, x) dτ, S2 = −xh3hx +
h4

4
. (6.6.39)

Now,

S1
∗
= (c1 + c2t)xvl(t, x) + (c4 + c3x)x

∫ t

0

∂vl
∂x

(τ, x) dτ + c4

(

h+

∫ t

0

vl(τ, x) dτ

)

+
1

3
(8c3 − c2) xh+ 2c3x

∫ t

0

vl(τ, x) dτ. (6.6.40)

But by multiplying (6.6.7) byx, integrating with respect toτ from τ = 0 to τ = t and also

integrating by parts we obtain

(c1+ c2t)xvl(t, x)+(c4+ c3x)x

∫ t

0

∂vl
∂x

(τ, x) dτ = c1xvl(0, x)+
1

3
(2c3 − c2) x

∫ t

0

vl(τ, x) dτ.

(6.6.41)

Substituting (6.6.41) into (6.6.40) gives

S1
∗
= c1xvl(0, x) + c4

[

h+

∫ t

0

vl(τ, x) dτ

]

+
1

3
(8c3 − c2)

[

xh + x

∫ t

0

vl(τ, x) dτ

]

. (6.6.42)

Also it is readily shown that

S2
∗
= c4

[

−h3hx
]

+
1

3
(8c3 − c2)

[

h4

4
− xh3hx

]

. (6.6.43)

Equations (6.6.42) and (6.6.43) can be expressed in vector form as

S∗

(2) = c4S(1) +
1

3
(8c3 − c2)S(2) + c1R(0), (6.6.44)
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whereS(1) is given by (6.6.26) withn = 1 and

S(2) =

[

xh + x

∫ t

0

vl(τ, x) dτ, −xh3hx +
h4

4

]

, (6.6.45)

R(0) = [xvl(0, x), 0] . (6.6.46)

The vectorR(0) is a trivial conserved vector. We see thatS∗

(2) is not a new conserved vector be-

cause it is a linear combination of the two conserved vectorsof the second kind,S(1) andS(2),

and the trivial conserved vectorR(0). The Lie point symmetry associated withS(2) satisfies

c4 = 0,
c3
c2

=
1

8
, c1 = 0 (6.6.47)

and is

X = t
∂

∂t
+

1

8
x
∂

∂x
− 1

4
h
∂

∂h
. (6.6.48)

The second conserved vectors of the first and second kind whenn = 1 are associated with the

Lie point symmetry withc3/c2 = 1/8.

The results are summarised in Table 6.6.1. When there is no leak-off the conserved vector

for a Newtonian fluid withn = 1 was derived by Anthonyrajah [54].

Table 6.6.1: Generation of conserved vectors from known conserved vectors

n > 0 T ∗

(1) =
[

(

2n+3
n+2

)

c3 − n
(n+2)

c2

]

T(1) + c4P(0)

n > 0 S∗

(1) =
[

(

2n+3
n+2

)

c3 − n
(n+2)

c2

]

S(1) + c1Q(0)

n = 1 T ∗

(2) =
1
3
[8c3 − c2]T(2) + c4T(1)

n = 1 S∗

(2) =
1
3
[8c3 − c2]S(2) + c4S(1) + c1R(0)

Notation: Conserved vectors

n > 0 T(1) =
[

h, h
2n+1

n (−hx)
1
n +

∫ x

0
vl(t, χ) dχ

]
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n > 0 S(1) =
[

h+
∫ t

0
vl(τ, x) dτ, h

2n+1
n (−hx)

1
n

]

n = 1 T(2) =
[

xh,−xh3hx + h4

4
+
∫ x

0
χvl(t, χ) dχ

]

n = 1 S(2) =
[

xh + x
∫ t

0
vl(τ, x) dτ, −xh3hx + h4

4

]

Notation: Trivial conserved vectors

P(0) = [0, vl(t, 0)], Q(0) = [vl(0, x), 0], R(0) = [xvl(0, x), 0].

6.7 Conclusions

A new feature of conservation laws for a hydraulic fracture with leak-off is the existence of

conservation laws of two kinds. This occurs in the elementary conservation law and also in the

second conservation law whenn = 1. In the conserved vector of the first kind, the component

containing the leak-off velocity is the flux component whilein the conserved vector of the

second kind, it is the density component.

The conservation laws of the first and second kind are closelyrelated. If trivial conserved

vectors are not included they are associated with the same Lie point symmetry. The elementary

conservation laws of the first and second kind lead to the samebalance law for fluid volume.

We were not able to generate new conserved vectors from knownconserved vectors. For

the elementary conserved vectors of the first and second kind, the calculation gave a linear

combination of the known elementary conserved vector and a trivial conserved vector while

for the second conserved vector whenn = 1, it gave a linear combination of the elementary

conserved vector and the second conserved vector.

The conservation laws corresponding to the elementary conserved vector of the first and

145



second kind gave an alternative method for deriving the balance law for fluid volume. Insight

into the physical significance of the conservation laws was obtained by determining the Lie

point symmetry associated with the corresponding conserved vector. The Lie point symmetry

associated with the elementary conserved vectors of the first and second kind generate the

solution for a fluid fracture with constant volume. The Lie point symmetry associated with

the second conserved vector whenn = 1 describes a fracture that evolves with decreasing

total volume and may be related to the limit of existence of solution for the extraction of a

Newtonian fluid from the fracture.
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Chapter 7

Conclusions

The aim of this thesis was to study the propagation of a two-dimensional PKN fracture model

which evolves as a result of the injection, under high pressure, of a non-Newtonian fracturing

fluid of power-law rheology into the fracture.

The two main assumptions made in the modelling were the PKN approximation and the

lubrication approximation. The PKN approximation, that the fluid pressure is linearly related

to the half-width of the fracture, closed the system of equations and determined the character-

istic fluid velocity along the fracture. It may be applicablein an outer region away from the

fracture tip [46]. It is the simplest assumption that could be made but the results obtained may

suggest investigations to make with more robust elasticitymodels. The lubrication approxi-

mation lead to the simplification of the momentum balance equation describing fluid flow in

the fracture. It also demonstrated the importance of formulating the theory in terms of the

fluid velocity averaged across the fracture. The mathematical model resulted in a nonlinear

diffusion equation which showed that nonlinear diffusion is the physical mechanism for the

growth of the hydraulic fracture.

Pre-existing fractures play a key role in the success of hydraulic fracturing as a mean-

s of fracturing rock in the mining and petroleum industries.We have shown in this work

that invariant solutions can be derived for a power-law fluid-driven pre-existing fracture in

both permeable and impermeable rock by the adoption of the PKN elasticity hypothesis, lu-

brication theory and by using the Lie point symmetries of theresulting nonlinear diffusion

equation. It was found that the Lie point symmetries which generate the solutions are not s-
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caling symmetries and this is because the initial length of the fracture was non-zero. Methods

used to derive similarity solutions for hydraulic fractures evolving from a point source, such

as the scaling transformations described by Dresner [50] cannot be used for a fracture with

initial non-zero length. The leak-off velocity was not prescribed a priori in the mathematical

model. It was determined by insisting that the nonlinear diffusion equation admits Lie point

symmetries. The Lie symmetry analysis transformed the nonlinear diffusion equation to a

second order differential equation which admits one symmetry generator, which is insufficient

to completely integrate the second order differential equation in general. When there is leak-

off the boundary value problem obtained is expressed in terms of two dependent variables F

and G which describe the half-width and leak-off velocity, respectively. In order to close the

system of equations some assumption has to be made concerning G(u). We have assumed

thatG(u) = βF (u). By the PKN approximation the half-width is proportional tothe fluid

pressure and the assumptionG(u) = βF (u) therefore implies that the leak-off velocity is pro-

portional to the fluid pressure. This is a physically reasonable assumption. Other relations can

be specified, for example,G ∝ dF
du

, which also leads to exact analytical solutions for special

cases. The proportionality constant plays a key role in understanding flow conditions at the

fluid-rock interface.

For a hydraulic fracture in both impermeable and permeable rock we were able to derive

two exact analytical solutions. The case when there is leak-off helped to clarify their physical

significance. The first analytical solution describes the evolution of a hydraulic fracture with

no fluid injection at the fracture entry. When there is no leak-off the total volume of the fracture

remains constant but it does not remain constant when there is leak-off. The characteristic

property of the solution is therefore not conservation of volume of the fracture but no fluid

input at the fracture entry. The second analytical solutiondescribes the evolution of a hydraulic

fracture in which the average fluid velocity is constant along the fracture and therefore equal

to the velocity of propagation of the fracture tip. When there is no leak-off the velocity of

propagation of the fracture is constant but this is not the case when there is leak-off and it is

therefore not the characteristic property of the fracture.

It was found that in the numerical solution the reformulation of the boundary value prob-

lem as a pair of initial value problems was easier to solve than the original boundary value
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problem. The analytical asymptotic solution at the fracture tip played an important part in

imposing the boundary condition at the fracture tip. Comparison with the analytical solutions

showed that the numerical results were valid for a large range of values ofn andβ covering

shear thinning, Newtonian and shear thickening fluids. Comparison of the approximate an-

alytical solutions with the numerical solution in turn showed that the approximate analytical

solutions were a good approximation.

Comparatively few results have been reported in the literature on the velocity of the fluid

in a hydraulic fracture. We investigated the streamlines ofthe fluid flow in the fracture. The

patterns of flow in the fracture were as expected, but the result for a fracture with no leak-off

that the fluid velocity at the fracture tip exceeds the tip velocity was unexpected. The difficulty

was resolved by considering the mean fluid velocity averagedover the width of the fracture.

For a fracture with no leak-off this averaged fluid velocity at the fracture tip equalled the

velocity of the tip as required by the physics. When there is fluid leak-off we found that the

average fluid velocity at the tip also equals to the velocity of the tip. It can be concluded that in

a thin fracture the mean velocity is more physically significant than the actual velocity and is

the velocity to work with. For the two analytical solutions the averaged velocity varied linearly

along the fracture. It was a surprise that it varied approximately linearly for the numerical

solutions for the other working conditions. When there is fluid input at the fracture entry and

there is no leak-off, the average fluid velocity increased along the fracture to the velocity of

the tip because the cross-sectional area of the fracture decreased along the fracture. When

there is leak-off the average fluid velocity decreased alongthe fracture to the tip velocity due

to the fluid leak-off along the fracture.

The approximate analytical solutions were derived by considering the ratio of the average

fluid velocity to the speed of propagation of the fracture tipalong the fracture. They were

based on the observation that this ratio varies approximately linearly along the length of the

fracture. This applies for a hydraulic fracture in both impermeable and permeable rock and

leads to an approximate first order differential equation for the half-width functionF (u). The

approximate analytical solutions compared well with the numerical solutions even for a shear

thinning fluid with small values ofn close to zero. It may be a useful analytical approximation

especially for a shear thinning fluid which can sometimes introduce numerical difficulties.
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A new feature of the conservation laws for the nonlinear diffusion equation of a hydraulic

fracture with leak-off is the existence of conservation laws of the first and second kind depend-

ing in which component of the conserved vector the leak-off term is included. However, the

conservation laws of the first and second kind are related in the sense that they are associated

with the same Lie point symmetry if trivial conserved vectors are not included. The elemen-

tary conserved vectors of the first and second kind generatedthe same balance law for fluid

volume. The second conservation law which was found for a Newtonian fluid fracture did not

exist for a non-Newtonian fluid fracture. Anthonyrajah [54]found, when considering a turbu-

lent fluid fracture, that the second conservation law for thelaminar Newtonian fracture did not

exist for a turbulent fluid fracture. We investigated the possibility of obtaining new conserved

vectors from the known conserved vectors and found that no new conserved vectors can be

obtained from the known conserved vectors.

The fluid leak-off did not remove the singularity at the fracture tip. The lubrication approx-

imation breaks down in the region close to the fracture tip. Adifference between a hydraulic

fracture with leak-off and one with no leak-off is that when there is leak-off the fluid velocity

averaged across the fracture decreases along the fracture to the tip velocity while for no leak-

off the averaged fluid velocity increases to the tip velocityalong the fracture. For both leak-off

and no leak-off the averaged fluid velocity along the fracture is approximately linear. We have

also seen that leak-off helped to determined the defining physical characteristic of the exact

analytical solutions.

We found that the behaviour of the solutions for shear thinning, Newtonian and shear

thickening fluids were qualitatively very similar. The ordering of the curves in the figures in

general did not depend on whether0 < n < 1, n = 1 or n > 1. There were quantitative

differences in the solution for shear thinning, Newtonian and shear thickening fluids. The

characteristic time depends onn and on the properties of the fluid as well as on the properties

of the surrounding rock mass. To investigate the quantitative differences the values of the

parameters would have to be given.

The study gave an insight into understanding how fractures evolve under varying operating

conditions of interest, when driven by the injection, underhigh pressure, of a power-law fluid.

In our study, we have considered the PKN elasticity theory and only fluid injection into the

150



fracture at the entry which is the most important case in hydraulic fracturing. What we would

like to consider in the future is a more physically realisticelasticity model such as the Cauchy

principal value expression for the stress, fluid extractionat the fracture entry and other non-

Newtonian constitutive models for fracturing fluids.
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APPENDIX A

Derivation of the Lie point symmetries of the nonlinear diffu-

sion equation for fluid-driven fracture in permeable rock

In this section we will show in full the derivation of the Lie point symmetries of the nonlinear

diffusion equation

∂h

∂t
+

∂

∂x

(

h
2n+1

n

(

−∂h
∂x

)
1
n

)

+ vl(x, t) = 0. (A.1)

The nonlinear diffusion equation (A.1) describes the evolution of the fracture half-width dur-

ing hydraulic fracturing by a non-Newtonian fluid in permeable rock. Since the rock is per-

meable, fluid leaks off into the surrounding rock formation.The leak-off velocity relative to

the fluid/rock interface isvl(t, x).

Equation (A.1) is rewritten as

F (t, x, h, ht, hx, hxx) = 0, (A.2)

where

F = ht −
1

n
h

2n+1
n (−hx)

1−n
n hxx −

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n + vl. (A.3)

The Lie point symmetry generator

X = ξ1(t, x, h)
∂

∂t
+ ξ2(t, x, h)

∂

∂x
+ η(t, x, h)

∂

∂h
(A.4)

of equation (A.1) is derived by solving the determining equation

X [2]F

∣

∣

∣

∣

F=0

= 0 (A.5)
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for the unknown functionsξ1(t, x, h), ξ2(t, x, h) andη(t, x, h), whereX [2], the second prolon-

gation ofX, is given by

X [2] = X + ζ1
∂

∂ht
+ ζ2

∂

∂hx
+ ζ11

∂

∂htt
+ ζ12

∂

∂htx
+ ζ22

∂

∂hxx
(A.6)

andζi andζij are defined by

ζi = Di(η)− hkDi(ξ
k), i = 1, 2, (A.7)

ζij = Dj(ζi)− hikDj(ξ
k), i, j = 1, 2, (A.8)

with summation over the repeated indexk from 1 to 2. The total derivatives with respect to

the independent variablest andx are given by

D1 = Dt =
∂

∂t
+ ht

∂

∂h
+ htt

∂

∂ht
+ hxt

∂

∂hx
+ ... , (A.9)

D2 = Dx =
∂

∂x
+ hx

∂

∂h
+ htx

∂

∂ht
+ hxx

∂

∂hx
+ .... . (A.10)

The leak-off velocityvl(x, t) is to be treated as an arbitrary function of the independent vari-

ablest andx.

The determining equation (A.5) yields

ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

+ η

(

−(2n + 1)

n2
(−hx)

1−n
n hxxh

n+1
n − (2n+ 1)(n+ 1)

n2
(−hx)

n+1
n h

1
n

)

+ζ1 + ζ2

(

(1− n)

n2
h

2n+1
n hxx(−hx)

1−2n
n +

(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n

)

+ζ22

(

−1

n
h

2n+1
n (−hx)

1−n
n

)∣

∣

∣

∣

F=0

= 0. (A.11)

We now calculate the expressions forζ1, ζ2, andζ22 according to equations (A.7) and (A.8):

ζ1 = Dt(η)− htDt(ξ
1)− hxDt(ξ

2), (A.12)

ζ2 = Dx(η)− htDx(ξ
1)− hxDx(ξ

2), (A.13)

ζ22 = Dx(ζ2)− hxtDx(ξ
1)− hxxDx(ξ

2). (A.14)
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Expanding equations (A.12), (A.13) and (A.14) using (A.9) and (A.10), we obtain

ζ1 = ηt + htηh − ht
(

ξ1t + htξ
1
h

)

− hx
(

ξ2t + htξ
2
h

)

, (A.15)

ζ2 = ηx + hxηh − ht
(

ξ1x + hxξ
1
h

)

− hx
(

ξ2x + hxξ
2
h

)

, (A.16)

ζ22 = ηxx + 2hxηxh + h2xηhh + hxxηh − htξ
1
xx − 2hxhtξ

1
xh − hth

2
xξ

1
hh − hthxxξ

1
h

−2hxtξ
1
x − 2hxhxtξ

1
h − 2hxxξ

2
x − 3hxhxxξ

2
h − hxξ

2
xx − 2h2xξ

2
xh − h3xξ

2
hh. (A.17)

The expressions forζ1, ζ2 and ζ22 are substituted into the determining equation (A.11) to

obtain

ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

+ η

(

−(2n + 1)

n2
(−hx)

1−n
n hxxh

n+1
n − (2n+ 1)(n+ 1)

n2
(−hx)

n+1
n h

1
n

)

+ηt + htηh − ht
(

ξ1t + htξ
1
h

)

− hx
(

ξ2t + htξ
2
h

)

+
(

ηx + hxηh − hxξ
2
x − h2xξ

2
h

−htξ1x − hxhtξ
1
h

)

(

(1− n)

n2
h

2n+1
n (−hx)

1−2n
n hxx +

(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n

)

+
(

ηxx + 2hxηxh + h2xηhh + hxxηh − htξ
1
xx − 2hxhtξ

1
xh − hth

2
xξ

1
hh

−hthxxξ1h − 2hxtξ
1
x − 2hxhxtξ

1
h − 2hxxξ

2
x − 3hxhxxξ

2
h − hxξ

2
xx − 2h2xξ

2
xh

−h3xξ2hh
)

(

−1

n
h

2n+1
n (−hx)

1−n
n

) ∣

∣

∣

∣

ht=
1
n
h

2n+1
n (−hx)

1−n
n hxx+

2n+1
n

h
n+1
n (−hx)

n+1
n −vl

= 0.(A.18)

We now expand equation (A.18), replacinght by its expression in (A.1). This gives the deter-
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mining equation for the unknown functionsξ1(t, x, h), ξ2(t, x, h) andη(t, x, h):

ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

− (2n+ 1)

n2
(−hx)

1−n
n hxxh

n+1
n η − (2n+ 1)(n+ 1)

n2
(−hx)

n+1
n h

1
nη

+ηt +
1

n
h

2n+1
n (−hx)

1−n
n hxxηh +

(2n+ 1)

n
h

n+1
n (−hx)

n+1
n ηh − vlηh + (−hx)ξ2t

+
1

n
h

2n+1
n (−hx)

1
nhxxξ

2
h +

(2n+ 1)

n
h

n+1
n (−hx)

2n+1
n ξ2h − (−hx)vlξ2h −

1

n
h

2n+1
n (−hx)

1−n
n hxxξ

1
t

−(2n+ 1)

n
h

n+1
n (−hx)

n+1
n ξ1t + vlξ

1
t −

1

n2
h

4n+2
n (−hx)

2−2n
n h2xxξ

1
h −

(4n+ 2)

n2
h

3n+2
n (−hx)

2
nhxxξ

1
h

+
2

n
h

2n+1
n (−hx)

1−n
n hxxvlξ

1
h −

(2n+ 1)2

n2
h

2n+2
n (−hx)

2n+2
n ξ1h +

(4n+ 2)

n
h

n+1
n (−hx)

n+1
n vlξ

1
h − v2l ξ

1
h

+
(1− n)

n2
h

2n+1
n (−hx)

1−2n
n hxxηx +

(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n ηx −

(1− n)

n2
h

2n+1
n (−hx)

1−n
n hxxηh

−(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

n+1
n ηh +

(1− n)

n2
h

2n+1
n (−hx)

1−n
n hxxξ

2
x +

(2n+ 1)(n+ 1)

n2
h

n+1
n

×(−hx)
n+1
n ξ2x −

(1− n)

n2
h

2n+1
n (−hx)

1
nhxxξ

2
h −

(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1+2n
n ξ2h

−(1− n)

n3
h

4n+2
n (−hx)

2−3n
n h2xxξ

1
x −

(2n+ 1)(1− n)

n3
h

3n+2
n (−hx)

2−n
n hxxξ

1
x +

1− n

n2
h

2n+1
n

×(−hx)
1−2n

n hxxvlξ
1
x −

(2n+ 1)(n+ 1)

n3
h

3n+2
n (−hx)

2−n
n hxxξ

1
x −

(2n+ 1)2(n+ 1)

n3
h

2n+2
n (−hx)

n+2
n ξ1x

+
(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

1
n ξ1xvl +

1− n

n3
h

4n+2
n (−hx)

2−2n
n h2xxξ

1
h +

(2n+ 1)(1− n)

n3
h

3n+2
n

×(−hx)
2
nhxxξ

1
h −

1− n

n2
h

2n+1
n (−hx)

1−n
n hxxξ

1
hvl +

(2n+ 1)(n+ 1)

n3
h

3n+2
n (−hx)

2
nhxxξ

1
h

+
(2n+ 1)2(n+ 1)

n3
h

2n+2
n (−hx)

2n+2
n ξ1h −

(2n+ 1)(n+ 1)

n2
h

n+1
n (−hx)

n+1
n ξ1hvl

−1

n
h

2n+1
n (−hx)

1−n
n ηxx +

2

n
h

2n+1
n (−hx)

1
nηxh −

1

n
h

2n+1
n (−hx)

1−n
n hxxηh −

1

n
h

2n+1
n (−hx)

1+n
n ηhh

−1

n
h

2n+1
n (−hx)

1
n ξ2xx +

2

n
h

2n+1
n (−hx)

n+1
n ξ2xh −

3

n
h

2n+1
n (−hx)

1
nhxxξ

2
h −

1

n
h

2n+1
n (−hx)

2n+1
n ξ2hh

+
2

n
h

2n+1
n (−hx)

1−n
n hxxξ

2
x +

1

n2
h

4n+2
n (−hx)

2−2n
n hxxξ

1
xx +

2n+ 1

n2
h

3n+2
n (−hx)

2
n ξ1xx

−1

n
h

2n+1
n (−hx)

1−n
n ξ1xxvl −

2

n2
h

4n+2
n (−hx)

2−n
n hxxξ

1
xh −

4n+ 2

n2
h

3n+2
n (−hx)

n+2
n ξ1xh

+
2

n
h

2n+1
n (−hx)

1
n ξ1xhvl +

1

n2
h

4n+2
n (−hx)

2−2n
n h2xxξ

1
h +

2n+ 1

n2
h

3n+2
n (−hx)

2
nhxxξ

1
h

−1

n
h

2n+1
n (−hx)

1−n
n hxxξ

1
hvl +

1

n2
h

4n+2
n (−hx)

2
nhxxξ

1
hh +

2n + 1

n2
h

3n+2
n (−hx)

2n+2
n ξ1hh

−1

n
h

2n+1
n (−hx)

n+1
n ξ1hhvl +

2

n
h

2n+1
n (−hx)

1−n
n hxtξ

1
x −

2

n
h

2n+1
n (−hx)

1
nhxtξ

1
h = 0. (A.19)

Since the functions to be determined do not depend on the derivatives ofh, equation (A.19) is

separated according to powers and products of the partial derivatives ofh. One then equates

the sum of the coefficients of the partial derivatives ofh to zero. In this manner, (A.19)
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decomposes into an overdetermined system of equations in which there are more equations

than unknown variables. The casen = 1 is a special case because whenn = 1, the pairs of

derivatives

−hx and (−hx)
1
n , 1 and (−hx)

1−n
n , (−hx)

2
n and (−hx)

n+1
n , (−hx)

2−n
n hxx and (−hx)

1
nhxx

have the same powers and must be treated together. The Lie point symmetry and the condition

onvl(t, x) for n = 1 were derived by Fareo and Mason [15]. Here we will therefore consider

only the general casen 6= 1.

General case n > 0, n 6= 1

Equating the coefficients of the partial derivatives ofh to zero yields

(−hx)
1
nhxt : ξ1h = 0, (A.20)

(−hx)
1−n
n hxt : ξ1x = 0, (A.21)

(−hx)
2
n : ξ1xx = 0, (A.22)

(−hx)
2−2n

n hxx : ξ1xx = 0, (A.23)

(−hx)
2−3n

n h2xx : ξ1x = 0, (A.24)

(−hx)
n+2
n :

(2n+ 1)2(n+ 1)

n3
h

2n+2
n ξ1x −

4n+ 2

n2
h

3n+2
n ξ1xh = 0, (A.25)

(−hx)
2−n
n hxx : −(1 − n)(2n + 1)

n3
h

3n+2
n ξ1x −

(2n+ 1)(n+ 1)

n3
h

3n+2
n ξ1x

+
2

n2
h

4n+2
n ξ1xh = 0, (A.26)

(−hx)
1−n
n :

1

n
h

2n+1
n ηxx +

1

n
h

2n+1
n vlξ

1
xx = 0, (A.27)

(−hx)
1−2n

n hxx :
1− n

n2
h

2n+1
n ηx +

1− n

n2
h

2n+1
n vlξ

1
x = 0, (A.28)

(−hx)
2n+2

n : −(2n + 1)2

n2
h

2n+2
n ξ1h +

(2n+ 1)2(n+ 1)

n3
h

2n+2
n ξ1h

−2n + 1

n2
h

3n+2
n ξ1hh = 0, (A.29)

(−hx) : −ξ2t + vlξ
2
h = 0, (A.30)

(−hx)
1
nhxx :

1

n
h

2n+1
n ξ2h −

1− n

n2
h

2n+1
n ξ2h −

3

n
h

2n+1
n ξ2h = 0, (A.31)
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(−hx)
2n+1

n : −2n + 1

n
h

n+1
n ξ2h +

(2n + 1)(n+ 1)

n2
h

n+1
n ξ2h −

1

n
h

2n+1
n ξ2hh = 0, (A.32)

(−hx)
2−2n

n h2xx : − 1

n2
h

4n+2
n ξ1h −

n− 1

n3
h

4n+2
n ξ1h +

1

n2
h

4n+2
n ξ1h = 0, (A.33)

(−hx)
2
nhxx :

4n+ 2

n2
h

3n+2
n ξ1h −

(1− n)(2n+ 1)

n3
h

3n+2
n ξ1h −

(2n+ 1)(n+ 1)

n3
h

3n+2
n ξ1h

−2n + 1

n2
h

3n+2
n ξ1h +

1

n2
h

4n+2
n ξ1hh = 0, (A.34)

1 : ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

+ ηt − vlηh + vlξ
1
t − v2l ξ

1
h = 0, (A.35)

(−hx)
1−n
n hxx :

2n+ 1

n2
h

n+1
n η − 1

n
h

2n+1
n ηh +

1

n
h

2n+1
n ξ1t −

2

n
h

2n+1
n vlξ

1
h

+
1− n

n2
h

2n+1
n ηh −

1− n

n2
h

2n+1
n ξ2x +

1− n

n2
h

2n+1
n vlξ

1
h +

1

n
h

2n+1
n ηh

−2

n
h

2n+1
n ξ2x +

1

n
h

2n+1
n vlξ

1
h = 0, (A.36)

(−hx)
n+1
n : −(2n + 1)(n+ 1)

n2
h

1
n η +

2n+ 1

n
h

n+1
n ηh −

2n+ 1

n
h

n+1
n ξ1t

+
4n+ 2

n
h

n+1
n vlξ

1
h −

(2n+ 1)(n+ 1)

n2
h

n+1
n ηh +

(2n+ 1)(n+ 1)

n2
h

n+1
n ξ2x

−(2n + 1)(n+ 1)

n2
h

n+1
n vlξ

1
h +

1

n
h

2n+1
n ηhh −

2

n
h

2n+1
n ξ2xh

+
1

n
h

2n+1
n vlξ

1
hh = 0, (A.37)

(−hx)
1
n : −(2n + 1)(n+ 1)

n2
h

n+1
n ηx −

(2n+ 1)(n+ 1)

n2
h

n+1
n vlξ

1
x +

2

n
h

2n+1
n ηxh

−1

n
h

2n+1
n ξ2xx +

2

n
h

2n+1
n vlξ

1
xh = 0. (A.38)

From (A.20) to (A.24), we have

ξ1 = ξ1(t). (A.39)

Sincen 6= 1, equation (A.28) reduces to

ηx = 0, (A.40)

which implies that

η = η(t, h). (A.41)
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From (A.30) and (A.31),

ξ2 = ξ2(x). (A.42)

Equation (A.20) to (A.38) therefore reduce to

1 : ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

+ ηt − vlηh + vlξ
1
t = 0, (A.43)

(−hx)
1−n
n hxx :

2n+ 1

n2
h

n+1
n η − 1

n
h

2n+1
n ηh +

1

n
h

2n+1
n ξ1t

+
1− n

n2
h

2n+1
n ηh −

1− n

n2
h

2n+1
n ξ2x +

1

n
h

2n+1
n ηh −

2

n
h

2n+1
n ξ2x = 0, (A.44)

(−hx)
n+1
n : −(2n+ 1)(n+ 1)

n2
h

1
nη +

2n+ 1

n
h

n+1
n ηh −

2n + 1

n
h

n+1
n ξ1t +

1

n
h

2n+1
n ηhh

−(2n+ 1)(n+ 1)

n2
h

n+1
n ηh +

(2n+ 1)(n+ 1)

n2
h

n+1
n ξ2x = 0. (A.45)

Simplifying (A.44) and (A.45) gives

− (2n+ 1) η − nhξ1t + (n− 1)hηh + (n + 1)hξ2x = 0 (A.46)

and

−(2n+1)(n+1)η−(2n+1)hηh−n(2n+1)hξ1t +(2n+1)(n+1)hξ2x+nh
2ηhh = 0, (A.47)

respectively. Differentiating (A.46) with respect tox and then with respect toh, we obtain

ξ2xx = 0 (A.48)

and

−(n+ 2)ηh − nξ1t + (n− 1)hηhh + (n+ 1)ξ2x = 0. (A.49)

From (A.48), we have

ξ2 = c4 + c3x. (A.50)

Differentiating (A.49) again with respect toh and rearranging gives the third order ordinary

differential equation

(n− 1)hηhhh − 3ηhh = 0, (A.51)

the solution of which is

η = A(t)h
2n+1
n−1 +B(t)h + C(t). (A.52)
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Substitute (A.52) into (A.47) to obtain

(2n+ 1)(n+ 1)A(t)h
2n+1
n−1 + (2n+ 1)(n+ 1)B(t)h + (2n+ 1)(n+ 1)C(t)

−(2n + 1)2

n− 1
A(t)h

2n+1
n−1 − (2n+ 1)B(t)h− n(2n+ 1)ξ1t h

+(2n+ 1)(n+ 1)hξ2x +
n(n+ 2)(2n+ 1)

(n− 1)2
A(t)h

2n+1
n−1 = 0. (A.53)

Separate according to the powers ofh to obtain sincen > 0,

h
2n+1
n−1 : (n+ 1)A(t)− (2n+ 1)

n− 1
A(t) +

n(n + 2)

(n− 1)2
A(t) = 0, (A.54)

h : −(n + 1)B(t)− B(t)− nξ1t + (n+ 1)ξ2x = 0, (A.55)

h0 : C(t) = 0. (A.56)

Equations (A.54) and (A.55) give

(

n3 − 2n2 + 2n+ 2
)

A(t) = 0, (A.57)

−(n + 2)B(t)− nξ1t + (n + 1)ξ2x = 0. (A.58)

Since the roots of the cubic equation

n3 − 2n2 + 2n+ 2 = 0

are

n = −0.5747, n = 1.2874 + 1.35i, n = 1.2874− 1.35i

and we are consideringn > 0, n∈R, it follows that

A(t) = 0. (A.59)

Differentiate (A.58) with respect tot to obtain

(n+ 2)
dB(t)

dt
+ nξ1tt = 0. (A.60)

Using (A.56) and (A.57), it follows that

η = B(t)h. (A.61)
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Substitute (A.61) into (A.43) to obtain

ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

+
dB(t)

dt
h− vlB(t) + vlξ

1
t = 0. (A.62)

Separate (A.62) according to powers of h:

h0 : ξ1
∂vl
∂t

+ ξ2
∂vl
∂x

− vlB(t) + vlξ
1
t = 0, (A.63)

h :
dB(t)

dt
= 0. (A.64)

Using (A.64), equation (A.60) reduces to

ξ1tt = 0 (A.65)

and we have

ξ1 = c2t + c1. (A.66)

Using (A.50) and (A.66), (A.58) becomes

B =
1

n + 2
((n+ 1)c3 − nc2) . (A.67)

Hence

η =
1

n + 2
((n+ 1)c3 − nc2)h. (A.68)

When (A.66) and (A.67) are substituted into (A.63), we obtain

(c1 + c2t)
∂vl
∂t

+ (c4 + c3x)
∂vl
∂x

=

(

n+ 1

n+ 2

)

(c3 − 2c2) vl. (A.69)

The Lie point symmetry generator is therefore of the form

X = (c1 + c2t)
∂

∂t
+ (c4 + c3x)

∂

∂x
+

1

n+ 2
((n+ 1)c3 − nc2) h

∂

∂h

= c1X1 + c2X2 + c3X3 + c4X4, (A.70)

where

X1 =
∂

∂t
, (A.71)

X2 = t
∂

∂t
− n

n+ 2
h
∂

∂h
, (A.72)

X3 = x
∂

∂x
+
n+ 1

n+ 2
h
∂

∂h
, (A.73)

X4 =
∂

∂x
, (A.74)
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provided that the leak-off velocityvl(x, t) satisfies the first order linear partial differential

equation (A.69).

Special case n = 1

Although the casen = 1 must be treated separately the final result derived by Fareo and

Mason [15] for the Lie point symmetryX and for the partial differential equation forvl(t, x)

is obtained by puttingn = 1 in (A.70) and (A.69). The Lie point symmetry (A.70) and the

partial differential equation forvl(t, x) in (A.69) are therefore valid for alln > 0.
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APPENDIX B

Derivation of the Lie point symmetry of a nonlinear second

order ordinary differential equation

We derive the Lie point symmetry of the second order nonlinear ordinary differential equation

d

du

[

F (u)
2n+1

n

(

−dF
du

)
1
n

]

+ A
d

du
(uF ) +BF (u) = 0, (B.1)

whereA andB are constants. We will first considern > 0, n 6= 1 andn 6= 1/2 and then

show that the Lie point symmetry derived holds true whenn = 1 andn = 1/2. The Lie point

symmetry of (B.1) forn = 1 was derived by Fareo [44].

Equation (B.1) can be written in the form

H(u, F, Fu, Fuu) = 0, (B.2)

where

H = −1

n
F

2n+1
n

(

−dF
du

)
1−n
n d2F

du2
−
(

2n+ 1

n

)(

−F dF
du

)
n+1
n

+Au
dF

du
+(A +B)F. (B.3)

The Lie point symmetry generator,

X = ξ(u, F )
∂

∂u
+ η(u, F )

∂

∂F
(B.4)

of equation (B.1) is derived by solving the determining equation

X [2]H

∣

∣

∣

∣

H=0

= 0, (B.5)
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for the unknownsξ(u, F ) andη(u, F ) whereX [2], the second prolongation ofX, is

X [2] = X + ζ1(u, F, Fu)
∂

∂Fu
+ ζ2(u, F, Fu, Fuu)

∂

∂Fuu
, (B.6)

with

ζ1 = D(η)− FuD(ξ), (B.7)

ζ2 = D(ζ1)− FuuD(ξ) (B.8)

and

D =
d

du
+ Fu

d

dF
+ Fuu

d

dFu
+ · · · . (B.9)

The expanded form ofζ1 andζ2 is

ζ1 = ηu + Fu (ηF − ξu)− F 2
uξF , (B.10)

ζ2 = ηuu + 2ηuFFu + ηFFF
2
u + ηFFuu − ξuuFu

−2F 2
uξuF − F 3

uξFF − 2ξuFuu − 3ξFFuFuu. (B.11)

The determining equation (B.5) becomes

ξ (AFu) + η

(

−2n+ 1

n2
F

n+1
n (−Fu)

1−n
n Fuu −

(n + 1)(2n+ 1)

n2
(−Fu)

n+1
n F

1
n + A+B

)

+ ζ1

(

Au+
(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

1
n +

1− n

n2
F

2n+1
n (−Fu)

1−2n
n Fuu

)

+ ζ2

(

−1

n
F

2n+1
n (−Fu)

1−n
n

) ∣

∣

∣

∣

H=0

= 0. (B.12)

We now substitute the expressions (B.10) and (B.11) forζ1 andζ2 into (B.12) to obtain the

determining equation

ξAFu −
(2n + 1)

n2
(−Fu)

1−n
n F

n+1
n Fuuη −

(n + 1)(2n+ 1)

n2
F

1
n (−Fu)

n+1
n η + (A +B) η + Auηu

+
(n+ 1)(2n+ 1)

n2
F

n+1
n (−Fu)

1
n ηu +

(1− n)

n2
F

2n+1
n (−Fu)

1−2n
n Fuuηu + AuFuηF

−(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ηF − (1− n)

n2
F

2n+1
n (−Fu)

1−n
n FuuηF −AuFuξu

+
(n+ 1)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ξu +

(1− n)

n2
F

2n+1
n (−Fu)

1−n
n Fuuξu − AuF 2

uξF

−(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

2n+1
n ξF − (1− n)

n2
F

2n+1
n (−Fu)

1
n FuuξF − 1

n
F

2n+1
n (−Fu)

1−n
n ηuu
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+
2

n
F

2n+1
n (−Fu)

1
n ηuF − 1

n
F

2n+1
n (−Fu)

1+n
n ηFF − 1

n
F

2n+1
n (−Fu)

1−n
n FuuηF − 1

n
F

2n+1
n (−Fu)

1
n ξuu

+
2

n
F

2n+1
n (−Fu)

n+1
n ξuF − 1

n
F

2n+1
n (−Fu)

2n+1
n ξFF +

2

n
F

2n+1
n (−Fu)

1−n
n Fuuξu

−3

n
F

2n+1
n (−Fu)

1
n FuuξF

∣

∣

∣

∣

H=0

= 0. (B.13)

We will impose the conditionH = 0 on (B.13) by using equation (B.3) forH which is

Fuu = −(2n + 1)F−1F 2
u − nAuF−

2n+1
n (−Fu)

2n−1
n + n(A+B)F−

n+1
n (−Fu)

n−1
n . (B.14)

By replacingFuu in (B.13) by (B.14), the determining equation becomes

ξAFu−
(2n + 1)2

n2
F

1
n (−Fu)

n+1
n η−(2n + 1)

n
AuF−1Fuη−(A+B)

(2n+ 1)

n
η−(n+ 1)(2n+ 1)

n2
F

1
n

×(−Fu)
n+1
n η+(A+B)η+Auηu+

(n+ 1)(2n+ 1)

n2
F

n+1
n (−Fu)

1
n ηu−

(1− n)(2n+ 1)

n2
F

n+1
n (−Fu)

1
n ηu

−(1− n)

n
Auηu+(A+B)

(1− n)

n
(−Fu)−1 Fηu+AuFuηF−

(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ηF

+
(1− n)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ηF −

(1− n)

n
AuFuηF − (A+B)

(1− n)

n
FηF −AuFuξu

+
(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ξu−

(1− n)(2n+ 1)

n2
F

n+1
n (−Fu)

n+1
n ξu+

(1− n)

n
AuFuξu

+(A +B)
(1− n)

n
Fξu−AuF 2

u ξF−
(n + 1)(2n+ 1)

n2
F

n+1
n (−Fu)

2n+1
n ξF+

(1− n)(2n + 1)

n2
F

n+1
n

×(−Fu)
2n+1

n ξF+
(1− n)

n
AuF 2

uξF+
(A+B) (1− n)

n
FFuξF−

1

n
F

2n+1
n (−Fu)

1−n
n ηuu+

2

n
F

2n+1
n

×(−Fu)
1
n ηuF−

1

n
F

2n+1
n (−Fu)

n+1
n ηFF+

(2n+ 1)

n
F

n+1
n (−Fu)

n+1
n ηF−AuFuηF−(A+B)FηF

− 1

n
F

2n+1
n (−Fu)

1
n ξuu −

2

n
F

2n+1
n (−Fu)

n+1
n ξuF − 1

n
F

2n+1
n (−Fu)

2n+1
n ξFF − 4n+ 2

n
F

n+1
n

× (−Fu)
n+1
n ξu + 2AuFuξu + 2 (A+B)Fξu +

(6n+ 3)

n
F

n+1
n (−Fu)

2n+1
n ξF + 3AuF 2

uξF

+ 3 (A+B)FFuξF = 0. (B.15)

Sinceξ andη are independent of the derivativeFu, (B.15) can be separated according to the

coefficients of powers of the derivativeFu. Equation (B.15) holds provided each of these

coefficients vanishes.

However, the casesn = 1 andn = 1/2 need to be considered separately. Whenn = 1,

F
n+1
n

u , F
1
n
u andF

1−n
n

u becomeF 2
u , Fu and 1, and since there are terms with derivativesF 2

u , Fu
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and 1 in (B.15) their coefficients have to be grouped together. Also, whenn = 1/2, F
1
n
u and

F
1−n
n

u becomeF 2
u andFu and their respective coefficients have to be grouped together as well.

AssumingA 6= 0, A 6= −B, n 6= 1 andn 6= 1/2, we have

F−1
u : ηu = 0, (B.16)

F 2
u : ξF = 0, (B.17)

F
1−n
n

u : ηuu = 0, (B.18)

F
2n+1

n
u : (2n+ 1)ξF − FξFF = 0, (B.19)

F
1
n
u : 2n(2n+ 1)ηu + 2nFηuF − nFξuu = 0, (B.20)

Fu : AuFξu − (1− n)AuFηF + nAξF − (2n+ 1)Auη = 0, (B.21)

1 :
(n+ 1) (A+B)

n
η− (2n− 1)

n
Auηu+

(A+B)

n
FηF−

(A +B) (n + 1)

n
Fξu= 0, (B.22)

F
n+1
n

u : (2n+ 1)η − (2n+ 1)FηF − F 2ηFF + 2F 2ξuF = 0. (B.23)

WhenA = −B, the term inF−1
u vanishes in (B.15) and by separating (B.15) according to

the coefficients of powers of the derivativeFu, the overdetermined system (B.17) to (B.23) is

obtained, with(A + B) = 0 in (B.22). Equation (B.22) for the caseA + B = 0 yields, since

n 6= 1/2, ηu = 0. Therefore, whenA 6= 0, the casesA+B = 0 andA+B 6= 0 in (B.15) give

the same results.

From (B.16) and (B.17),

η = η(F ) (B.24)

and

ξ = ξ(u). (B.25)

Equation (B.20) reduces to

ξuu = 0, (B.26)

which on integration gives

ξ = c1u+ c2. (B.27)
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From (B.21), sinceA 6= 0, we have

c1uF + (n− 1)uFηF + n (c1u+ c2)F − (2n + 1)uη = 0. (B.28)

Sinceη does not depend onu, we set the coefficients of the powers of u to zero:

u0 : c2 = 0, (B.29)

u1 : Fc1 + (n− 1)FηF + nc1F − (2n+ 1)η = 0. (B.30)

Hence, from (B.29),c2 = 0, which implies

ξ = c1u. (B.31)

From (B.30),

(1− n)FηF + (2n+ 1) η = (n+ 1) c1F. (B.32)

From (B.22),

η = − 1

n + 1
FηF + Fc1. (B.33)

Substituting (B.33) into (B.32) gives

(

n + 2

n + 1

)

dη

dF
= c1, (B.34)

which on integration yields

η =

(

n + 1

n + 2

)

c1F +K, (B.35)

whereK is a constant. Finally, substituting (B.35) into (B.23), weobtainK = 0. Hence

η =

(

n+ 1

n+ 2

)

c1F and ξ = c1u (B.36)

and therefore

X =
c1

n+ 2

(

(n+ 2) u
∂

∂u
+ (n + 1)F

∂

∂F

)

. (B.37)

We have shown that ifA 6= 0, for anyB ∈ R and for alln > 0, exceptn=1 andn=1/2, the

Lie point symmetry generator admitted by (B.1) is

X = (n + 2)u
∂

∂u
+ (n+ 1)F

∂

∂F
. (B.38)
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Special case n= 1
2

Whenn = 1/2, equation (B.15) is separated according to the coefficientsof powers of the

derivativeFu to obtain equations (B.16), (B.19), (B.22) and (B.23) withn = 1
2

which become

F−1
u : ηu = 0, (B.39)

F 4
u : 2ξF − FξFF = 0, (B.40)

1 : 3 (A+B) η + 2 (A +B)FηF − 3 (A+B)Fξu = 0, (B.41)

F 3
u : 2η − 2FηF − F 2ηFF + 2F 2ξuF = 0 (B.42)

and

F 2
u : 3AuξF + 8F 3ηu + 4F 4ηuF − 2F 4ξuu = 0, (B.43)

Fu :
1

2
AFξ − 2Auη + 2 (A+B)F 2ξF − 1

2
AuFηF + AuFξu + F 5ξuu = 0. (B.44)

Differentiating (B.41) with respect tou, and using (B.39), we obtain, sinceA +B 6= 0,

ξuu = 0. (B.45)

From (B.39),

η = η(F ), (B.46)

and from (B.43), using (B.39) and (B.45), and sinceA 6= 0,

ξ = ξ(u). (B.47)

Integrating (B.45) therefore yields

ξ = c1u+ c2 (B.48)

and (B.42) reduces to

F 2ηFF + 2FηF − 2η = 0, (B.49)

which is solved to obtain

η = k1F + k2F
−2. (B.50)
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When (B.48) and (B.50) are substituted into (B.44), and after separating with respect to powers

of F , we obtain

A [(3c1 − 5k1) u+ c2] = 0, (B.51)

Ak2u = 0. (B.52)

ForA 6= 0, k2 = 0 in (B.52) and setting the coefficients of powers ofu to zero in (B.51) yields

k1 =
3
5
c1 andc2 = 0. Therefore

ξ = c1u (B.53)

and

η =
3

5
c1F. (B.54)

Equations (B.53) and (B.54) agree with (B.36) whenn = 1/2. Therefore forn = 1
2
, the Lie

point symmetry of (B.1) is given by (B.38) withn = 1
2
.

The casen = 1 also has to be treated separately. Fareo [44] found that forn = 1 the Lie

point symmetry of (B.1) is (B.38) withn = 1. The Lie point symmetry of (B.1) is therefore

given by (B.38) for alln > 0.
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