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ABSTRACT

Computer based training of individuals is becoming more common. Computer based systems increasingly are filled with devices and appliances that enhance the user’s interaction with the computer. These new devices and appliances present new modalities of interaction with the user. This opens new possibilities for computer based training. However, not much is known about mapping these modalities to the user for enhanced learning. This thesis presents an artificial learning model for on-line training of individuals. The model supplied is a multi-modal system in that it links multiple input and output modalities to a user profile. The model contains a non-linear mapping between the user profile and the modalities. The non-linear mapping has been achieved through the use of an Artificial Neural Network. The learning model has been extended to include time dependencies of the suggested modalities via a feedback mechanism within the Artificial Neural Network. The presented results indicate the complexity in choosing the most appropriate mapping for an individual. Results are presented showing the robustness of the learning model. By taking cognisance of the user profile and context (e.g. the user is bored or tired) appropriate modalities are suggested which facilitate learning.
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Chapter 1

Introduction

Ever since computers were introduced, humans have been developing new mechanisms for interacting with the computer allowing new possibilities for user training based on their needs. The integration of the touch screen, stylus and text-to-speech devices to the computer system makes user training even more adaptable and meaningful. Training of a user takes place through the use of modalities based on the user profile, for example, the user’s abilities and learning style. The core of the problem lies in effectively choosing the correct modalities for a particular user.

The HCI (Human Computer Interaction) training system based on only one modality is called a uni-modal system of learning (e.g. the use of one input modality and receive output via an output modality, such as using a mouse to click a document and receive text on screen). On the other hand, a multi-modal system of learning, maps a combination of two or more modalities (e.g. using the keyboard and mouse to play a game and receive instructions on screen and via audio). A uni-modal system of learning is rudimentary when compared to a multi-modal system. According to Blattner and Glinert, the strengths and weaknesses of each modality are understood clearly in a uni-modal system, but when these modalities are integrated into a multi-modal system they are not understood at the same level, effectively making the use of the multi-modal system an open research area.
There are currently a number of research papers that focus on HCI systems for training of individuals [1 6 7 8]. Gellervij [6], for example, compared a uni-modal system with a multi-modal system using text-only instructions for users. It was found that a multi-modal system was time efficient and had an increased performance when compared to the uni-modal system.

Oviatt [7] investigated the benefits of multi-modal interactions between a computer and a user. The investigation also included non-specialist users (the user is not a specialist in a specific field, e.g. a mathematician studying biology). Depending on the user’s ability, this multi-modal system provides the user with a choice of switching modalities. Oviatt [7], however, did not consider users with different abilities (e.g. able-bodied versus a person with disabilities).

Kawai et al. [9], on the other hand, developed a multi-modal training mechanism for both the able-bodied users and users with disabilities. A toolkit of basic mechanisms was presented for selecting the user’s preferred modalities.

Coetzee et al. [1] presented a multi-modal system to identify appropriate modalities for a given user profile under the assumption of a linear mapping between the user profile and modalities. The mapping allows the multi-modal system to adapt according to the user profile. A functional approach is assumed, making this multi-modal system different from what is available in current literature. A disadvantage of this approach is that, in real life, a linear relationship may not always be appropriate.

This thesis is an extension of the model suggested by Coetzee et al. [1] by incorporating a non-linear mapping between the user profile and modalities. Artificial Neural Networks (ANN) [10 48 54] are introduced to mimic the non-linear mapping. For a given user, a set of modalities is suggested by the non-linear mapping. The ANN based model is extended to include the user’s change of status. For example, during the training process if the user gets bored or tired due to exhaustion and/or noise then this information is fed back to the ANN. Through the use of the feedback ANN model a new set of modalities can be suggested by the non-linear model for the user making the system dynamically
1.1 Background to the problem

The Ability Based Training Intervention (AbTi) is a broader research project undertaken by a number of researchers at the Council for Scientific and Industrial Research (C.S.I.R). The aim of this project is to develop a framework for multi-modal training via an HCI system, in essence to train individuals with varied profiles and thus increase efficiency of the training. The research carried out in this thesis is a component of the AbTi project.

AbTi attempts to facilitate enhanced information dissemination, which will then be used to provide people with computerised training [11, 12]. Figure 1.1 depicts the various components in the AbTi project. Three architectural layers are identified (as shown in Figure 1.1): the back-end (which will be responsible for the delivery of optimised content in the form of training lessons), the training intervention framework (which will be responsible for dialogue management, interfacing with the back-end, optimised mapping, assessment and other control functionalities) and the multi-modal interaction framework (which will be responsible for managing the interaction with the user through the various modalities) [12]. Each of these layers consists of various sub-modules responsible for specific tasks (such as the integration of inputs or the determination of the optimised choices of modalities for a user based on the preferences, learning styles and abilities). This thesis deals with the third component of AbTi, i.e. the multi-modal interaction framework. In particular, the research involved in this thesis addresses the optimised choices of modalities based on user profiles (otherwise referred to as the enhanced ability based training for an individual).

---

1The C.S.I.R in South Africa performs multidisciplinary research and technological innovation with the aim of contributing to the quality of life of people of this country and to industrial development, and is increasing its scope on the wider continent.
1.2. THE PROBLEM DESCRIPTION

The objective of AbTi is to train individuals with particular content associated with a topic. AbTi will take an individual’s profile (trainee’s profile) as input, choose the optimal input/output modality combination and interact with the individual via input and output modalities. Some inputs are straightforward while some are found by the interaction with the user. Examples of straightforward inputs are language and literacy level, while inputs like the trainees learning style and preferences can be found through interaction. The

Figure 1.1: Components in the AbTi project

1.2 The problem description

The objective of AbTi is to train individuals with particular content associated with a topic. AbTi will take an individual’s profile (trainee’s profile) as input, choose the optimal input/output modality combination and interact with the individual via input and output modalities. Some inputs are straightforward while some are found by the interaction with the user. Examples of straightforward inputs are language and literacy level, while inputs like the trainees learning style and preferences can be found through interaction. The
learning styles are influenced by a trainee’s perceptual and sensory learning preferences. Henceforth, learning styles will refer to both learning styles and preferences.

Thus the problem at hand involves optimally mapping the individual’s profile (trainee’s abilities, literacy level, learning styles and language), and input and output modalities (instruments or computer devices), assistive technologies and standard computer application and devices. In doing this, the modalities used to facilitate HCI are optimised to allow the user to be trained according to the methods and mechanisms that increase information intake.

1.3 Outline of the thesis

Chapter 2 presents a review of the literature. A number of recent papers on the multi-modal learning system are reviewed. These are methodological papers with applications using test cases. This is then followed by research on the literature referred to as E-learning. E-learning (on-line learning) is also a multi-modal based technology, developed to assist people with training of individuals. The missing elements required for enhanced ability based training for an individual are discussed.

Chapter 3 describes a potential user profile and possible modalities. The user profile consists of the user’s abilities, literacy level, learning styles and language. The chapter discusses which aspects of the user’s abilities and learning styles are taken into account for the research carried out in this thesis. A set of modalities are presented and an explanation of their usefulness is discussed. The research presented in Coetzee et al. [1] is presented in detail, to provide the foundation for the research carried out in this thesis.

Chapter 4 presents the feed-forward ANN [2]. Elements of the ANN such as sigmoidal units, backward propagation and Levenberg-Marquardt Optimization are discussed. The methodology of data generation and the training of the ANN are addressed.

Chapter 5 presents the numerical results. Results were obtained by implementing both the non-linear learning model and the non-linear learning model with feedback. Numerical
results on various experiments are analysed, compared and remarks are made.

Chapter 6 presents concluding remarks. In particular, the chapter presents the strengths and weaknesses of the models presented in the thesis. Recommendations for future research directions are suggested.

1.4 Conclusion

This thesis shows that HCI can be dynamically adapted by changing the input and output modalities used by the computing device to match the user, based on his language, literacy level, learning styles and ‘state’ at a particular moment. This allows for more efficient user training.
Chapter 2

Literature Study

This chapter presents a review of topics relevant to the research carried out in this thesis. There are three components to the review. Firstly, a number of methodological papers on HCI-based multi-modal learning systems are presented. Secondly, a number of recent practical papers on the multi-modal learning system, where the emphasis was put on on-line learning, for example, E-learning, are presented. Thirdly, a research paper on the on-line system where the learning styles of a trainee have been predicted by the use of ANN, is reviewed.

2.1 Human computer interaction

In current literature, there are a number of research papers that use HCI [13, 14, 15] in training. Carrol [16] gives a detailed history of HCI by reviewing the progression of HCI toward a science of design. Oviatt [7] investigated and described the benefits and use of multi-modal interactions with users. These interactions resulted in the development of multi-modal interfaces that promoted new forms of computing, aiming at non-specialist individuals. Two important case studies were conducted by Oviatt [7, 17] to analyse the use of multiple modalities.

In her first study Oviatt [17] showed a 41% reduction in total error for spoken language
2.1. HUMAN COMPUTER INTERACTION

within a multi-modal architecture. This indicated that a multi-modal system can be
designed to enhance interaction in comparison to a uni-modal system.

A second study [17] was conducted to determine if the multi-modal performance
improvements obtained with speakers with an accent were specific to a population. The
findings showed a decrease in the total error rate indicating that a multi-modal system
can be designed to enhance interaction better than a uni-modal system. Oviatt [17] also
indicated the scope of a possible research in multi-modal interfaces whereby user profiles
can be adapted.

Kawai et al. [9], on the other hand, developed a multi-modal training mechanism for
both the able-bodied users and the users with disabilities. A toolkit of basic mechanisms
is presented for selecting the users’ preferred modality.

It is reported in [4] that a uni-modal system of mapping is rudimentary when compared
to a multi-modal system, in addition, Blattner and Glinert [5], compare the strengths and
weaknesses of multi-modal systems over uni-modal systems. Blattner and Glinert suggest
a generic platform to support multi-modal interaction.

A user interface, called Cumulate, suggested by Brusilovsky [18] for adaptive learning
for students [19, 20] exists. The data (students’ characteristics) were collected by mul-
tiple servers with which the students had interacted with. A database of the students’
characteristics was then built, which then formed the basis for individual adaptation.
Brusilovsky et al. [21] further tested the interaction of Cumulate [18] with an ontology
server. This server stores the ontological structures of data and provided the basis for the
exchange of higher-level information between different servers (user model that collects
data).

Kobsa [22] presents an overview on the development of user-modeling systems. One
such system is the Doppelganger [23] which gets information about the user via software
and hardware sensors. Unsupervised clustering is then used to cluster information of a
particular user stereotype, in turn fitting modalities to the user. This stereotyping is a
probabilistic rather than deterministic method. Users can also inspect and edit their user
Previous literature has shown that adaptive multi-modal systems enhance HCI and user training. However, little has been done in regards to training of users with disabilities and real time feedback mechanisms.

### 2.2 E-learning

E-learning is computer-based learning, developed mainly for teaching purposes. E-learning facilitates learning via the Internet (internal participation) for both locally-based and international users. Hence it serves as a web-based distance education.

Panjawaranonda and Srivihok [24] proposed an E-learning system for web-based distance education. The design of this E-learning system is based on the assumption that all teachers/users being trained are at the same educational level, otherwise referred to as a ‘one-size-fits-all’ model.

Blochl et al. [25] proposed an E-learning system to eliminate the ‘one-size-fits-all’ model. This is a user-centric system focussing on the user’s skills, learning styles and learning strategies. In this system, user learning activities are monitored and combined into a user profile. The E-learning system is adjusted according to the dynamic user profile. Blochl et al. [25], however, did not accommodate trainees with disabilities. Hence, no adaptive or assistive technologies were introduced.

Panjawaranonda and Srivihok [24] also presented a user-centric E-learning system. This was developed for teaching and aiding mathematics at primary education level where active participation from both the trainee and the teacher was required.

Panjawaranonda and Srivihok [24] did not consider the use of adaptive/assistive technologies. Sonwalkar [26] thoroughly motivated the use of adaptive/assistive technologies (e.g screen-reader, Braille, etc.) for the E-learning system. A reference to the feedback mechanism in E-learning systems is also made by Sonwalkar [26]. Sonwalkar [26], however, did not present any methodological suggestions on how to use the adaptive technologies
2.3 Artificial Neural Network

Villaverde et al. [27] presented a feed-forward ANN based methodology that identified the learning preferences of the individual user within the E-learning system. When a trainee uses a number of actions (such as exam revision) in the e-learning environment as input to the ANN, a number of learning styles are predicted as the output. In essence the ANN is used here to model the learning style. This was not a holistic approach as no modalities, no assistive technologies and no trainee with disabilities were considered.

2.4 Non-linear model

The non-linear multi-model learning system in this thesis relates to the work presented by Coetzee et al. [1] in terms of mapping between input/output modalities and user profile. The research presented makes use of assistive technologies, as suggested by Sonwalkar [26], in developing the non-linear learning system.

The non-linear model also relates to the work of Villaverde et al. [27] in that a feed forward based ANN has been used to identify the non-linear mapping between modalities and the user profile.

Chapter 3 presents a detailed problem statement.
Chapter 3

Detailed Statement of Problem

This chapter explains learning styles, abilities, literacy level and language of users (user profile). Influences of the user profile on the HCI are also presented, followed by a detailed description of the modalities, in particular input and output modalities used. The chapter also briefly presents the details of the linear model presented by Coetzee et al. [1].

3.1 User profile

The user profile consists of learning styles, abilities, literacy level and language. The type of trainee is determined by the user’s learning style, for example, a user that learns by listening to facts (content presented) or audio devices is called an *aural* user, while a *visual* trainee prefers a screen device. It is important to know the type of user, so one can acquire the characteristic modalities based on the different learning styles.

A user profile determines the modalities that a user interacts with, for example, a user who *cannot* *See* requires an audio device for comprehension. The literacy level places the user in categories of knowledge and learning strengths.

The language aspect of a user aids the user from different linguistic backgrounds, for example, different languages aid different people who may wish to learn in a language other than the English. However, language is an independent factor in the learning of a
3.1. USER PROFILE

The main components discussed above classify the user according to learning styles, abilities and literacy. These components are discussed in further detail below.

3.1.1 User’s learning style

The learning style of a trainee is defined by Dunn et al. [28] as the way each trainee begins to concentrate on, process and retain new and difficult information. There are currently a number of different schools and models that define learning styles and present assumptions, which are often conflicting [29, 30]. Some schools of learning styles are defined by Felder et al. [31], Honey et al. [32], Dunn and Dunn [33] and Kolb [34] to name a few. It is noted that these schools define different learning styles to aid the content (the materials used to train the trainee) to enable effective learning based on the needs of the individual.

The research carried out in this thesis uses the learning styles as defined by Fleming et al. [35] and Kolb [34, 36] (Kolb’s learning style cycle). The reason behind the use of these learning styles is that AbTi has adopted these schools of thought.

Honey et al. [32] made some adaptations to Kolb’s learning style model [34, 36]. The learning styles considered in this thesis are taken from Honey et al. [32] and Flemming et al. [35]. Four categories of learning styles suggested by Honey et al. [32], together with their meanings are presented first:

1. Reflectors : stand back, gather data, ponder and analyse, delay reaching conclusions, listen before speaking, thoughtful.

2. Theorists : think things through in logical steps, assimilate disparate facts into coherent theories, rationally objective, reject subjectivity and flippancy.

3. Pragmatists : seek and try out new ideas, practical, down-to-earth, enjoy problem solving and decision-making quickly, bored with long discussions.

In addition to the model from Honey et al. [32], Flemming’s VARK model has aspects which are important. Next, a brief overview of each category of learning style in the VARK (visual, aural, read/write, kineasthetic) model suggested by Flemming et al. [35] is presented below:

1. Visual trainees use their eyes to learn most efficiently. They prefer to see how to do things or how they work rather than talking about it.

2. Aural trainees prefer spoken words and they like to read out loud, they enjoy music and will notice sound effects in movies.

3. The read/write trainees like information and material to be displayed in words. Their preferences are text-based display.

4. Kineasthetic trainees learn by doing things and through experiments. These trainees are usually good at sport [37, 38].

Trainees differ in their abilities. The next section describes factors associated with a user’s ability.

3.1.2 User’s abilities

Each individual has different abilities which impact on the way the user uses a computer through the modalities. When considering an individual user, cognisance of what the user can do (his abilities) rather than disabilities (what he cannot do) must be taken into account. For example, consider a person who cannot See, with assistance from an appropriate modality (through an assistive technology), he can interact with the computer using an automatic speech recognition system (for simplicity sake we use a microphone device to achieve this). Thus the way the learning system is configured (modalities in use) influences the ability of the user to access the information and to enhance his interaction.
The abilities of the user determine the requirements on the configuration of the system. Table 3.1 presents a list of abilities that are involved in creating the output from a user. Specific assumptions in Table 3.1 with regard to a user’s ability are made, for example, a user must be able to see (to have the ability) to understand Sign Language.

Table 3.1: List of abilities linked with output for the linear and non-linear model

<table>
<thead>
<tr>
<th>Ability associated with output</th>
<th>Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>can See</td>
<td>None</td>
</tr>
<tr>
<td>can Hear</td>
<td>None</td>
</tr>
<tr>
<td>can Read</td>
<td>User can see</td>
</tr>
<tr>
<td>can Understand South African Sign Language</td>
<td>User can see</td>
</tr>
<tr>
<td>can Feel</td>
<td>None</td>
</tr>
<tr>
<td>can Understand Braille</td>
<td>User can feel</td>
</tr>
</tbody>
</table>

Table 3.2 presents a list of abilities that are linked with input into a computer with assumptions, for example, a user needs to feel to use the keyboard.

Table 3.2: List of abilities linked with input for the linear and non-linear model

<table>
<thead>
<tr>
<th>Ability associated with input</th>
<th>Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>can Talk</td>
<td>Voice combined with speech recognition</td>
</tr>
<tr>
<td>can Click</td>
<td>Input switch</td>
</tr>
<tr>
<td>can Move Pointer</td>
<td>Standard mouse or eyetracker</td>
</tr>
<tr>
<td>can Utilise Keyboard</td>
<td>User can feel</td>
</tr>
<tr>
<td>can Make Physical Movements</td>
<td>Through sensors</td>
</tr>
</tbody>
</table>
3.2. INPUT AND OUTPUT MODALITIES

3.1.3 User’s literacy level and language

The literacy level is an independent component of the user’s profile. As mentioned earlier, South Africa has eleven official languages therefore language needs to be considered when training individuals. This is because some of the individuals, who are going to be trained, will not have English as their mother tongue. Thus, an individual may be literate in a specific language but not in another. Whether an individual has no high school education, has a basic education or has a tertiary qualification, needs to be considered before training takes place. Literacy levels [39, 40] may also be influenced by a disability, for example, a deaf individual is literate in Sign Language, but not necessarily literate in a spoken language.

3.2 Input and output modalities

Input modalities are the devices that can be used for input into a computer when the user is using the computer. Such devices are typically the keyboard, mouse, touch screen, microphone, and any device that can be used to communicate to the computer and relay the commands. In the ability based training scenario, the user gives the inputs to the computer, based on what he is asked, then the learning model will compose an individual profile for that user, based on his abilities. For example, AbTi will compile the user’s profile. The user gets questions and answers relayed back to him, by the output modalities, such as speakers, a screen, any other output device. Thus the learning model is communicating back to the user. The profile determines the appropriate output modalities with which the user will be trained. A list of the modalities is given in Tables 3.3 and 3.4.

Table 3.3 presents a list of output modalities. These are the devices that the user will use to receive information.

Table 3.4 lists the input modalities. These type of devices are used to input information to the computer. To gain a deeper understanding of the interaction between the user profile and the modalities some scenarios are presented next.
3.2. INPUT AND OUTPUT MODALITIES

Table 3.3: List of output modalities for the non-linear model

<table>
<thead>
<tr>
<th>Output devices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen</td>
<td>An image or representation of an object</td>
</tr>
<tr>
<td>Video</td>
<td>A recorded video file, the <em>visual</em> component</td>
</tr>
<tr>
<td>Sign Language</td>
<td>Audio or text presented by a <em>Sign Language</em> interpreter</td>
</tr>
<tr>
<td>Symbols</td>
<td>Picture that represents something else by association</td>
</tr>
<tr>
<td>Text-To-Speech</td>
<td>Text played as audible output</td>
</tr>
<tr>
<td>Audio</td>
<td>Audible sound component</td>
</tr>
<tr>
<td>Text</td>
<td>Printed works</td>
</tr>
<tr>
<td>Braille</td>
<td>Text output onto a Braille device</td>
</tr>
<tr>
<td>Motion</td>
<td>Events presented through force feedback</td>
</tr>
<tr>
<td>Vibration</td>
<td>Vibration alerts</td>
</tr>
<tr>
<td>Heat</td>
<td>Heat signals for alerts</td>
</tr>
<tr>
<td>ZoomUi</td>
<td>Users can change the scale of the viewed area</td>
</tr>
</tbody>
</table>

3.2.1 Interaction of user profile and modalities

Individuals have different needs as based on their abilities, learning styles as well as literacy levels and language [41, 42]. These needs impact on the effectiveness of computer based training. The profile of an individual is unique. To highlight the differences in user profiles a number of examples are presented below.

For example, analyse an individual who *cannot See*, speaks Zulu (a national language in South Africa), is highly educated and is a *read/write* trainee. If it is discovered that it is easier for the individual to be trained in English, rather than his mother tongue, it will have an impact on how the individual is trained. This implies that the individual is a novice in reading and writing Zulu, but an expert in English.

As stated before, individuals have different needs based on their abilities. Most individuals have their five senses [43]: sight, touch, smell, hear and taste. In the case of
Table 3.4: List of input devices for the non-linear model

<table>
<thead>
<tr>
<th>Input Devices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphone</td>
<td>Automatic speech recognizer to create character string</td>
</tr>
<tr>
<td>Touch and feel</td>
<td>Joystick, sends pointer events</td>
</tr>
<tr>
<td>Eye Tracker</td>
<td>Requires helper application to send pointer events</td>
</tr>
<tr>
<td>Camera</td>
<td>Requires helper application to create pointer events</td>
</tr>
<tr>
<td>Mouse</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Puff and sip</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Touch Screen</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Keyboard</td>
<td>Sends character string</td>
</tr>
<tr>
<td>Stylus</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Switches</td>
<td>Sends pointer events</td>
</tr>
</tbody>
</table>

an individual who cannot Hear, there would be no need to stream for audio and have it played. Thus the learning system needs to de-activate audio output, but keep the screen on for visual interaction. The same idea is applied to the remaining senses. When an individual has more than one disability, then the problem at hand becomes more complex. This reduces the number of modalities that can be used. For instance, consider a person who cannot See. He can use an operating system like Windows, because he can use assistive technology such as a Braille display, screen-reader and audio device. With an individual who cannot See and also has a physical disability in his hands, he is prevented from using a Braille display. In this case he has to rely on a text-based text-to-speech application to complete his tasks on a computer. This therefore limits his options and it becomes the task of the learning system to suggest alternative modalities [37].

In the case of a user who is a visual trainee but cannot See, the user would normally use the visually based modalities (screen device). Given that the user cannot See, what other alternate suggestions can be given to this user? The non-linear learning model presented
in Chapter 5 gives suggestions of modalities that may be suited for a visual trainee that cannot see.

3.3 The linear multi-modal system

Coetzee et al. [1] presented a multi-modal system to identify appropriate modalities for a given user profile under certain assumptions. An important feature of the approach is the assumption of the linear relationship between user profile and modalities. This model has been referred to as the linear multi-modal system. Research conducted in this thesis introduces a non-linear relationship between the user profile and modalities. Before the linear model is presented, it is useful to present five tables. Tables 3.1 and 3.2 present a list of abilities that are involved in creating the output and input. Table 3.5 presents and describes the list of preferences. Table 3.6 lists the input modalities used in the linear model. These type of devices, input modalities, are used to input information to the computer. Finally, Table 3.7 presents a list of output modalities used in the linear model. These devices are used to output information to the computer. For completeness, the linear multi-modal system of Coetzee et al. [1] is presented below.

Table 3.5: List of preferences for the linear and non-linear model

<table>
<thead>
<tr>
<th>Preference</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>visual</td>
<td>User prefers pictures, graphs, diagrams.</td>
</tr>
<tr>
<td>aural</td>
<td>User prefers spoken words</td>
</tr>
<tr>
<td>read/write</td>
<td>User prefers reading and writing texts</td>
</tr>
<tr>
<td>kineasthetic</td>
<td>User prefers by doing (working with hands, moving)</td>
</tr>
</tbody>
</table>

Let \( A = \{\text{screen, video, audio, text, ...}\} \), see Tables 3.6 and 3.7, and \( B = \{\text{can See, can Hear, can Feel, ...}\} \), see Tables 3.1 and 3.2, be the set of input and output modalities, and the set of user abilities, respectively. Similarly, let \( C = \)
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Table 3.6: List of input devices for the linear model

<table>
<thead>
<tr>
<th>Input Devices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphone</td>
<td>Automatic speech recognizer to create character string</td>
</tr>
<tr>
<td>Joystick</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Eye Tracker</td>
<td>Requires helper application to send pointer events</td>
</tr>
<tr>
<td>Camera</td>
<td>Requires helper application to create pointer events</td>
</tr>
<tr>
<td>Mouse</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Head Pointer</td>
<td>Requires helper application to send pointer events</td>
</tr>
<tr>
<td>Touch Screen</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Keyboard</td>
<td>Sends character string</td>
</tr>
<tr>
<td>Stylus</td>
<td>Sends pointer events</td>
</tr>
<tr>
<td>Switches</td>
<td>Sends pointer events</td>
</tr>
</tbody>
</table>

\{visual, aural, read/write, kineasthetic\}, see Table 3.5, be the set of perceptual preferences and \( D = \{\text{blind, deaf, fully-able, paralysed, ...}\} \) be the set of users.

Let \( E_i \) be a column vector of size \( n \) associated with the user, where \( i \in B \cup D \). Elements in \( E_i \) take values in [0, 1]. These values represent the measure of abilities associated with the user’s ability \( i \). Similarly, let \( F_j \) be a matrix of \( n \times n \). The elements of \( F_j \) also take values in [0, 1], \( j \in C \). These values represent correlated measures of learning preferences of the user with learning style \( j \) (see Table 3.5).

The following relationship is used to calculate the adjusted values for the user profile:

\[
p_k = F_j E_i, \tag{3.1}
\]

where the index represents the adjusted user profile. For example, if \( i = \) fully-able, \( j = \) visual then \( k = \) fully-able with learning preference visual. Hence \( k \in C \cup D \).

Let \( G \) be the dominance matrix of size \( m \times n \) (where \( m \) is the number of available input and output modalities and \( n \) is the number of user abilities) where entries in the
Table 3.7: List of output modalities for the linear model

<table>
<thead>
<tr>
<th>Output devices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>An image or representation of an object</td>
</tr>
<tr>
<td>Video</td>
<td>A recorded video file, the <em>visual</em> component</td>
</tr>
<tr>
<td>Animation</td>
<td>Simulation of motion by presenting a series of pictures</td>
</tr>
<tr>
<td><em>Sign Language</em></td>
<td>Audio or text presented by a <em>Sign Language</em> interpreter</td>
</tr>
<tr>
<td>Symbols</td>
<td>Picture that represents something else by association</td>
</tr>
<tr>
<td>Icons</td>
<td>A small or abstract representation of an object or event</td>
</tr>
<tr>
<td>Text-To-Speech</td>
<td>Text played as audible output</td>
</tr>
<tr>
<td>Audio</td>
<td>Audible sound component</td>
</tr>
<tr>
<td>Music</td>
<td>Audible music sounds</td>
</tr>
<tr>
<td>Sound</td>
<td>Audible sounds</td>
</tr>
<tr>
<td>Earcons</td>
<td>Audible abstract sounds</td>
</tr>
<tr>
<td>Text</td>
<td>Printed works</td>
</tr>
<tr>
<td>Simple Text</td>
<td>Printed text converted to a simplified version</td>
</tr>
<tr>
<td>Captions</td>
<td>Printed text captions</td>
</tr>
<tr>
<td>Braille</td>
<td>Text output onto a Braille device</td>
</tr>
<tr>
<td>Tactile</td>
<td>Events presented through force feedback</td>
</tr>
<tr>
<td>Vibration</td>
<td>Vibration alerts</td>
</tr>
<tr>
<td>Sound Vibrations</td>
<td>Sound converted to vibrations</td>
</tr>
<tr>
<td>Heat</td>
<td>Heat signals for alerts</td>
</tr>
</tbody>
</table>

first column are members of $A$ and the entries in the first row are members of $B$.

The following relationship is then used to calculate the values of the suggested modalities:

$$ a_l = G \, p_k, $$

(3.2)
where the index \( l \) represents values of modalities based on the adjusted user profile. For example, \( l = \) fully-able with visual preference value. Thus \( l \in C \cup D \). It is clear that the linear relationship provides the estimated values for the input and output modalities.

A simple example [1] is used to illustrate the above process. Let \( E_i \) be a column vector of size 3, \( i \in D \) and \( F_j \) be a matrix of size 3 \( \times \) 3, \( j \in C \). Consider

\[
E_i = [0.3, 0.3, 0.3]^T, \quad (3.3)
\]

\( i \in D \), e.g. \( i = \) fully-able. The matrix is then given by

\[
F_j = \begin{pmatrix}
\text{Can See} & \text{Can Hear} & \text{Can Read} \\
\text{Can See} & 0.6 & 0.0 & 0.0 \\
\text{Can Hear} & 0.0 & 0.2 & 0.0 \\
\text{Can Read} & 0.0 & 0.0 & 0.2 \\
\end{pmatrix}, \quad (3.4)
\]

where \( j \in C \), e.g. \( j = \) visual.

The adjusted user profile for a fully-able user with visual preference, can be calculated using equation (3.1).

\[
p_k = [0.18, 0.06, 0.06]^T, \quad (3.5)
\]

\( k \in C \cup D \), e.g. \( k = \) fully-able with visual preference.

A possible dominance matrix \( G \) representing values of abilities against modalities (for example, Text, Audio, Image and Video) is given as:

\[
G = \begin{pmatrix}
\text{Can See} & \text{Can Hear} & \text{Can Read} \\
\text{Text} & 0.0 & 0.0 & 100 \\
\text{Audio} & 0.0 & 100 & 0.0 \\
\text{Image} & 100 & 0.0 & 0.0 \\
\text{Video} & 100 & 0.0 & 0.0 \\
\end{pmatrix}. \quad (3.6)
\]

By utilizing equation (3.2) and applying equations (3.5) and (3.6), one gets
\[ a_l = [6.0, 6.0, 18.0, 18.0]^T. \] (3.7)

The first component in \( a_l \) represents the importance of text to the user, the second cell represents the importance of audio, the third cell represents importance of image and the final cell represents importance of video. Thus equation (3.7) indicates the user prefers image and video, which indicates the user has visual preference.

Next a different example is considered, i.e. a user who can only hear. The \( E_i \) is given by

\[ E_i = [0.0, 1.0, 0.0]^T, \] (3.8)

\( i \in D \), e.g. \( i = \text{can only hear} \). The matrix \( F_j \) is given by

\[
F_j = \begin{pmatrix}
\text{Can See} & \text{Can Hear} & \text{Can Read} \\
\text{Can See} & 0.2 & 0.0 & 0.0 \\
\text{Can Hear} & 0.0 & 0.6 & 0.0 \\
\text{Can Read} & 0.0 & 0.0 & 0.2 \\
\end{pmatrix},
\] (3.9)

where \( j \in C \), e.g. \( j = \text{aural} \).

By using equations (3.8), (3.9) and (3.6) and applying equation (3.2) one has

\[ a_l = [0.0, 60.0, 0.0, 0.0]^T. \] (3.10)

Equation (3.10) indicates that the user prefers only audio, which is true for a user who can only hear.

### 3.4 Linear to non-linear

Coetzee et al. [1] presented a linear multi-modal system which mapped the user profile to modalities. A non-linear system’s output is not directly proportional to its inputs. Hence, there may be a combination of inputs that Coetzee et al. [1] model cannot solve. The
non-linear model in this thesis aims to develop a model that is equivalent to Coetzee et al.’s model or improve their model.

The core of the non-linear learning model is briefly described. The model requires input and output modalities, and other inputs such as user profile (abilities, learning styles, literacy level and language). A non-linear mapping is created through the use of ANNs, that are built through training data whose creation is presented in Chapter 4. Given all modalities and the user profile, the non-linear model suggests an appropriate combination of input and output modalities to be used for a particular user [11]. The model will monitor the state of the user and continue to optimize and generate a combination of modalities and suggest these to AbTi.

The following chapter provides a theoretical view of ANNs.
Chapter 4

The Artificial Neural Network based Non-linear Model

4.1 Artificial Neural Networks

This chapter presents a brief description of the ANN. A general framework for the multi-layer perceptron ANN is given. The framework also includes the different types of activation functions [44, 45]. A brief overview of backward propagation is given [2]. Finally, the details of how the ANN was modeled for the problem described in Chapter 3 is presented. In particular, how a ANN model was developed to map the user's profile with modalities is discussed.

An ANN is a model that is inspired by the biological nervous system, such as the brain that processes information [46]. The first artificial neural model was developed by McCulloch et al. [10]. Since then, numerous research papers have been published in the field [47, 48, 49, 50]. A very basic description of how the ANN works is presented in Figure 4.1. There are parameters in the ANN which can be adjusted to achieve certain goals. In Figure 4.1 such a goal is considered to be an approximation of an unknown function [2].
4.2 Multi-layer neural network

The multi-layer perceptron consists of layers of neurons. The neurons are stacked together to produce a layer. When the layers are cascaded together, they form the multi-layer neural network. Figure 4.2 depicts a three layer feedforward perceptron ANN. These layers are the input layer, hidden layer and output layer. The input layer is associated with the input vector \((p_1, p_2, \ldots, p_R)^T\), and the output layer is associated with the output vector \((a_1, a_2, \ldots, a_s)^T\). The number of layers in between these two layers are referred to as the hidden layers. Figure 4.2 has only one hidden layer. A more detailed view of a ANN is presented in a number of figures that follow.

4.2.1 Single input neuron

Figure 4.3 shows a single input neuron. The scalar input \(p\) is multiplied by the weight \(w\). The unit, 1, is multiplied by bias \(b\). The terms \(wp\) and \(b\) are then sent to the summation function. The net input (this is the output from the summation), \(n = wp + b\), goes into the transfer function \(f\). The scalar neuron output, \(a\), is then calculated as:
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Figure 4.2: General feedforward neural network

\[ a = f(wp + b) \]  \hspace{1cm} (4.1)

Note that \( b \) and \( w \) are both adjustable network parameters. The transfer function, \( f \), in Figure 4.3 can be linear or non-linear in nature. Many choices exist for the linear or non-linear transfer functions \cite{51} in a multi-layer network. The choices of transfer functions for the hidden layer neurons may often be different from that of the output layer. This is because neurons at the output layer and neurons at the hidden layer perform different roles. One of the best known transfer functions is the logistic sigmoid transfer function, as shown in Figure 4.4. The function’s outputs lie in the range (0,1). It is given by:

\[ f(a) = \frac{1}{1 + e^{-a}} \]  \hspace{1cm} (4.2)

Another transfer function that can be used is the \textit{tanh} function and is given by

\[ f(a) = \text{tanh}(a) = \frac{e^a - e^{-a}}{e^a + e^{-a}} \]  \hspace{1cm} (4.3)

A heaviside, or stepwise, activation function of the form
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4.2.2 Multiple input neuron

Generally, a neuron has more than one input. Figure 4.5 shows a neuron with $R$ inputs. Similar to the single input neuron, the individual inputs, $p_1, p_2, \ldots, p_R$ are multiplied by weights $w_{j,1}, w_{j,2}, \ldots, w_{j,R}$, where $j$ is the number of layers in the Neural Network, $b$ is the bias and $n$ refers to the net input. Once again, a bias $\vec{b}_j$ is sent to the summation with the weighted inputs to form net input $\vec{n}_j$.

![Diagram of a neuron with multiple inputs](image)

Figure 4.3: Single input neuron

\[
f(a) = \begin{cases} 
0 & \text{if } a < 0 \\
1 & \text{otherwise}
\end{cases}
\] (4.4)

can also be used.
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Figure 4.4: Log-Sigmoid transfer function [2]

\[ a = \logsig(n) \]

This can be written as:

\[ \vec{n} = \vec{W}\vec{p} + \vec{b} \tag{4.6} \]

where \( \vec{b} \) is a vector and the matrix \( \vec{W} \) is the weight matrix with elements \( w_{j,1}, w_{j,2}, \ldots, w_{j,R} \) at the \( j \)th row. For the single neuron, \( \vec{W} \) has only one row and in this case \( n_1 \) is written as

\[ n_1 = w_{1,1}p_1 + w_{1,2}p_2 + \ldots + w_{1,R}p_R + b_1 \tag{4.7} \]

The neuron output can be written as:
If more than one neuron was used, the network output would have been a vector. Generally, one neuron with many inputs may not be sufficient. One might need a number of neurons working in parallel. This is often referred to as a layer of neurons as depicted in Figure 4.7.
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4.2.3 Layer of neurons

Figure 4.7 shows a single-layer network of $S$ neurons. Note that each of the $R$ inputs is connected to each of the neurons and that the weight matrix now has $S$ rows. An abbreviated form of a single layer of $S$ neurons is given in Figure 4.8. The layer includes the weight matrix, the summation, the bias vector $\vec{b}$, the transfer function boxes and the output vector $\vec{a}$. Each element of the input vector $\vec{p}$ is connected to each neuron through the weight matrix $W$. Each neuron has a bias $b_j$, a summation, a transfer function $f$ and an output vector $a_j$. 

$$a = f(Wp + b)$$

Figure 4.6: Neuron with $R$ inputs [2]
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4.2.4 Multiple layers of neurons

Consider a network with several layers. Each layer has its own vector bias $\tilde{b}$, its own weight matrix, $W$, net input vector $n$ and an output vector $\tilde{a}$. Such a network is presented in
4.3 Backward Propagation

Backpropagation [52] involves minimizing the total squared error of the output computed by the net. The training of a network by backpropagation involves three stages: the
feedforward of the input pattern, the calculation and backpropagation of the associated error, and the adjustments of the weights.

There are different methods that can be used in backpropagation, for example, quasi-Newton and conjugate gradient are more efficient than steepest decent algorithms [53]. Another method is the Levenberg-Marquardt algorithm [54] which was used in this study. This algorithm is very efficient for training small to medium-size networks. The network is trained using the Levenberg-Marquardt algorithm [2, 52] with the use of a sigmoid activation function.

### 4.4 The Levenberg-Marquardt algorithm

The Levenberg-Marquardt algorithm is an iterative technique that locates the minimum of a function that is expressed as the sum of squares of non-linear real valued functions [44].
It is considered to be a combination of steepest decent and the Gauss-Newton method. If the current solution is far from the optimal solution, the algorithm behaves similar to the steepest decent method, i.e. slow but is guaranteed to converge. It becomes a Gauss-Newton method when the current solution is close to the optimal solution. To show that the Levenberg-Marquardt algorithm is considered a combination of the methods discussed above, a short description of the Levenberg-Marquardt learning cycle \[^{51}\] follows.

The change \( \Delta \) in the weights \( \vec{w} \) is obtained by solving

\[
\alpha \Delta = -\frac{1}{2} \nabla E \tag{4.9}
\]

where \( E \) is the mean squared network error

\[
E = \frac{1}{N} \sum_{k=1}^{N} (\vec{y}(x_k) - \vec{d}_k)^2, \tag{4.10}
\]

\( N \) is the number of profiles (data entries), \( \vec{y}(x_k) \) is the network output corresponding to the profile, \( x_k \), and \( \vec{d}_k \) is the desired output for that particular profile.

The elements of the \( \alpha \) matrix are given by

\[
\alpha_{ij} = (1 + \lambda \delta_{ij}) \sum_{r=1}^{p} \sum_{k=1}^{N} \left[ \frac{\partial y_r x_k}{\partial w_i} \frac{\partial y_r x_k}{\partial w_j} \right] \tag{4.11}
\]

where \( p \) is the number of outputs of the network and

\[
\delta_{ij} = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{otherwise} 
\end{cases} \tag{4.12}
\]

Beginning with random weights, \( \alpha \) and \( \nabla E \) are evaluated, and by solving (4.9), the new weights are obtained \( (\vec{w}' = \vec{w} + \Delta) \).
4.5 Modeling the user’s profile and modalities with neural networks

In our work the ANN architecture has been used to find a mapping between the user's profile and a set of modalities as depicted in the prototype ANN in Figure 4.10. To achieve this goal, the inputs of the network need to be identified, with the network’s corresponding outputs. It is also necessary to determine other architectural parameters, such as the number of hidden layers to be used, the number of processing units (neurons) in each of the hidden layers, and the activation function to be used in the processing units. Each of these issues is analysed in the following subsections.

Figure 4.10: Feedforward neural network with user profile and modalities
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4.5.1 Data generation

For training the ANN, input and output data sets are required. The input data set of 11 user abilities,

\{can See, can Hear, can Read, can understand South African Sign Language, can Feel, can Talk, can Click, can Move Pointer, can Utilise Keyboard, can make Physical Movements, can understand Braille\}

was used, as originally defined in Tables 3.1 and 3.2. Each ability in this set takes on either 0 or 1 values. This means that there is a set of $2^{11}$ vectors, $E$, of dimension $11 \times 1$ (see $E$ in Chapter 3.3) which can be considered. However, for the numerical experiment a set of only 250 randomly generated vector values were considered. Data were generated from a uniform distribution, $Unif$. For example, $E(i) = E(can\ Hear) \sim Unif(\{0,1\})$ and $E(i) = E(can\ See) \sim Unif(\{0,1\})$.

For each vector, $E$, four learning styles (visual, aural, read/write, kineasthetic) were considered and four different diagonal matrices of size $11 \times 11$ (see $F$ in Chapter 3.3) were created (i.e. one for each learning style).

These diagonal matrices are associated with the learning styles and are created using a rule based technique. For example, the diagonal matrix associated with the learning style aural was created as follows.

For an aural trained\footnote{For a visual learning style, the element $F(can\ See, can\ See) = 0.6$ was used, the remaining values were used from the set $\{0.01, 0.02, \ldots, 0.22\}$. For a read/write learning style, the element $F(can\ Read, can\ Read) = 0.4$, and $F(can\ utilise\ keyboard, can\ utilise\ keyboard) = 0.4$ were used, the remaining values were used from the set in Equation (4.14). For a kineasthetic learning style, the element $F(can\ Feel, can\ Feel) = 0.4$, and $F(make\ physical\ movements, make\ physical\ movements) = 0.4$ were used, the remaining values were used from the set in Equation (4.14).} trainee the diagonal element $F(i, i) = F(can\ Hear, can\ Hear) = 0.4$ and $F(j, j) = F(can\ Talk, can\ Talk) = 0.4$. The remaining diagonal elements will have low values, which have been randomly generated from the set...
The vector $E$ and the diagonal matrix $F$ are then multiplied to create the vector $p$ of size $11 \times 11$ (see Equation (3.1), Chapter 3.3), i.e. $p = FE$. Hence there are four $p$ vectors due to the four learning styles.

Elements $p_1, p_2, \ldots, p_{15}$ of each of these $p$ vectors were used as the inputs to the ANN, see Figure 4.7. The elements $p_1, p_2, \ldots, p_{11}$ are the values of $p$, and the elements, e.g. $p_{12}, p_{13}, p_{14}, p_{15}$ are the values of the learning style, for example aural. Only one of these will have the value 1 and the rest will have the value 0, e.g. aural = 1.

The set of 22 elements,

$$\{\text{screen, symbols, text, video, audio, Braille, Sign Language, text-to-speech, vibration, touch screen, heat, motion, zoomUI, mouse, touch and feel, microphone, keyboard, camera, stylus, eye tracker, switch, puff and sip}\}$$

(4.15)

together with the set in equation (4.13) were used to create the dominance matrix, $D$, of size $11 \times 22$. The elements of this dominance matrix are again found by the rule based method as follows.

For a user who cannot See, the screen, video, symbols and Sign Language are deactivated, while for a user who cannot Hear, audio are deactivated, i.e. $D(\text{audio, can See}) = 0$. The dominance matrix is defined as

$$D = \begin{pmatrix}
\text{can See} & \text{can Hear} & \ldots & \text{can Talk} \\
\text{screen} & d_{11} & d_{12} & \ldots & d_{1m} \\
\text{audio} & d_{21} & d_{22} & \ldots & d_{2m} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\text{switch} & d_{n1} & d_{n2} & \ldots & d_{nm}
\end{pmatrix}.$$  

(4.16)

One can let $d_{11} = D(\text{screen, can See}) = 100$, because one needs the ability ‘can See’ to
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view the screen. A user needs the ability ‘can See’ to read text hence $D(\text{text, can See}) = 50$. The first value 100 is due to the direct relationship between screen and ‘can See’, while the second value 50 is the result of the indirect relationship between text and ‘can See’. Similarly, $D(\text{audio, can See}) = 0$, because the user does not need the ability ‘can See’ to listen to audio. The values of the indirect relationship are chosen from the set \{0, 22, 50\}.

The vector $p$ is now multiplied with the dominance matrix to give the importance vector $a$ (see equation (3.2), Chapter 3.3) of dimension $22 \times 1$. Hence, for each vector $E$ there are four $a$ vectors. The elements of each of these $a$ vectors are now used as the outputs $a_1, a_2, \ldots, a_{22}$ in the ANN, see Figure 4.7.

For each vector $E$ there are four sets of inputs, $p_1, p_2, \ldots, p_{15}$, and four sets of corresponding outputs, $a_1, a_2, \ldots, a_{22}$. Hence the total number of data consists of 1000 ($250 \times 4$) inputs and 1000 outputs. The non-linear model is then created by training the ANN using 1000 input and output data sets.

As in the linear model, the non-linear model with the change in state was created using the ANN. Four different states, (energetic, bored, tired, lazy), were considered. The objective was to develop a time dependent learning model. If a trainee moves from one state to another (for example, from energetic to tired), his suggested modalities are affected. To create the learning model to consider such a change of state, the ANN is again trained. The previous set of $p$ values were used, but for each vector $p = (p_1, p_2, \ldots, p_{15})^T$ a new variable $H$ is introduced. Corresponding to the four different states the value of $H$ falls into four sub-intervals $[0,25]$, $(25,50]$, $(50,75]$, $(75,100]$ respectively for lazy, tired, bored, energetic. The vector $p$ is extended with $H$ to give rise to dimension 16, where $p_{16} = H$. For each vector $p$ of dimension 16, four values of $H$, one from each sub-interval, are generated randomly. This results in a total of 4000 $p$ vectors. The 4000 dominance matrices are again created using a rule based method.

Consider the dominance matrix, $D$ of dimension $22 \times 16$, given in Equation (4.16), as
the dominance matrix for the state *energetic*. The following concepts are used to obtain the matrix $D$ for the remaining states. The non-linear model without feedback is first used to identify a set of preferred modalities for each type of learning style (*visual, aural, read/write, kineasthetic*). An example for the *aural* trainee is presented. Consider the change of state *energetic* to *bored*. The dominance matrix, $D$, for the *energetic* state is used as a base-line matrix.

For the *aural* trainee the values of 80% of the preferred modalities are scaled down by 25%. For example, if there are five preferred modalities, all with values 100 in the matrix, then four of these (chosen at random) values are reduced. That is, in the new matrix $D(\text{can Hear, microphone}) = 100$, and $D(\text{can Hear, audio}) = 75$, since *audio* is one of the four randomly chosen preferred modalities. This can occur because, for example, when the trainee’s state is changed from *energetic* to *bored*, the *bored* trainee might prefer to talk rather than to listen. The remaining values of the dominance matrix, which are between 0 to 50, are also scaled down to 10% to 30%. This percentage is chosen at random. Therefore for any change of state from one state to another, the dominance matrix for the *energetic* state is used as the base-line matrix and the above procedure is used to find the corresponding dominance matrix for the trainee. As before the $p$ vector is used as the input and the $a$ ($Dp = a$) vector is used as output. Hence the total number of data consists of 4000 ($1000 \times 4$) inputs and 4000 outputs. The non-linear model with feedback is then created by training the ANN using these parameters.

### 4.5.2 Hidden Layer

There is no theory about how many hidden layer units are needed to approximate any given function [27]. There are some rules [55] for determining the number of neurons in the hidden layer, see Figure 4.9 of a multi-layer feed-forward ANN for example. Ultimately, the number of hidden layers are determined via trial-and-error experimentation. A total of 15 units was found to be appropriate for the study carried out here. This ensured that

\footnote{This matrix now contains $H$ values from the sub-interval $(75,100]$.}
the training process was not very complex and time costly.

### 4.5.3 Training of the neural network

The proposed model for modality recognition is a three-layered feed-forward ANN with Levenberg-Marquardt learning algorithm. In this model, the first layer contains a total of 15 input units (16 for the non-linear model with feedback); the hidden layer contains 15 processing units, which were found by a trial and error process, that are connected to 22 output units in the third layer.

The data has been generated and the components input, hidden and output layers of the ANN have been decided. The programming of the ANN was carried out in Matlab by Viren Govender with the aid of the built in functions found in Matlab. For the training of the ANN, one has to randomly split the data into two categories,

**Training data**: these are presented to the network during training, and the network is adjusted according to its error. Out of 1000 (4000 for the non-linear model with feedback), 800 (respectively 3200 for the non-linear model with feedback) data sets were used in training the ANN.

**Test data**: the remaining 20% of the data was used to test the ANN. These have no effect on training and so provide an independent measure of network performance.

Utilizing the ANN approach with data generated as described, a number of experiments was conducted to measure the effectiveness of the non-linear approach. These results are presented in Chapter 5.
Chapter 5

Results and Findings

This chapter compares the results of the non-linear model as presented in Chapter 4 with those obtained by the linear model from Coetzee et al. \[1\]. A comparison of both models using a baseline user profile is presented. Results produced by the non-linear model for different profiles are then presented. This is then followed by an analysis of profiles against the change in trainee states. Note that the puff and sip devices have been used to indicate ‘yes’ and ‘no’ respectively, while the zoomUi device used to zoom in or zoom out on the screen.

5.1 Comparison of the linear and non-linear model

The non-linear model and the linear model presented by Coetzee et al. \[1\] will be compared using a sample problem. Results\[1\] obtained by Coetzee et al. \[1\] for a Fully-able trainee are summarised in Figure 5.1.

In Figure 5.1, the vertical axis presents the cost value of the suggested modalities against four different learning styles (visual, aural, kineasthetic and read/write) in a scale of 0 to 10, while the horizontal axis presents the output content elements, i.e. suggested

---

\[1\]The first author Coetzee in Coetzee et al. \[1\] was kind enough to provide us with experimental results associated with Figures 5.1 and 5.3.
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Figure 5.1: Cost values for a Fully-able trainee based on output modalities. The cost value allows for the identification of the appropriate HCI components for a specific user profile. Experimental results of the non-linear model obtained using the same trainee profile, are summarised in Figure 5.2. In Figure 5.2, the vertical axis presents suggested modalities, while the horizontal axis presents the values (importance values) of the suggested modalities against four different learning styles on a scale of 0 to 10. The importance values are a measure of one modality against another. For example, if a trainee has a cost value of 10 for audio and 9 for microphone, then this results in the trainee preferring audio, followed by microphone. Two different output modalities, video and text, against the four learning styles are analysed in the comparison of the linear and non-linear models.

In Figure 5.1, the cost values of the modality video are 4.5, 1.5, 1.5 and 1.5 for visual, aural, kinaesthetic and read/write preferences, respectively. In Figure 5.2, the suggested modality values for the same modality are 5, 1.7, 1.7 and 1.7 for visual, aural, kinaesthetic and read/write, respectively. The comparison clearly shows that the non-linear model
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predicts higher values for *video* against all learning styles.

In Figure 5.1, the cost values of the modality *text* are 1.5, 1.5, 1.5 and 2 for *visual*,
aular, kineasthetic and read/write, respectively. In Figure 5.2, the suggested modality values for the same modality are 1.7, 1.7, 1.7 and 5 for visual, aural, kineasthetic and read/write preferences, respectively. For a fully-able profile, results between the linear and non-linear models are comparable. This indicates that the non-linear model has the capacity to effectively represent, model and provide reasonable suggestions for the problem as described in Chapter 3.

In addition to the above comparison, Figure 5.1 shows that the importance value of text is 2 for the read/write trainee and the value of video for the read/write trainee is 1.5. These two values are similar. Intuitively, for a read/write trainee the value of text should have been higher.

This kind of discrepancy did not occur in the non-linear model as the predicted values of 5 and 1.7 are far apart for text and video respectively for a read/write trainee.

The output modalities have been described above. The comparison is extended by analysing the input modalities. In Figure 5.3, the horizontal axis presents the input elements, i.e. suggested input modalities, while the vertical axis presents values (importance values) of the suggested modalities against four different learning styles (visual, aural, kineasthetic and read/write) in the scale of 0 to 20. Two different modalities, microphone and stylus, against the four learning styles are compared to Figure 5.2.

In Figure 5.3, the cost values of the modality microphone are 2, 10, 1 and 1 for visual, aural, kineasthetic and read/write, respectively. In Figure 5.2, the suggested modality values (scaled up values on the scale of 0 – 20) for the same modality are 3.3, 10, 3.3 and 3.3 for visual, aural, kineasthetic and read/write, respectively. The non-linear model has, once again, predicted comparable values to the linear model as suggested by the input modality microphone.

In Figure 5.3, the cost values of the modality stylus are 2, 1, 10 and 1 for visual, aural, kineasthetic and read/write, respectively. In Figure 5.2, the suggested modality values (scaled up) for the same modality are 3.3, 3.3, 3.3 and 10 for visual, aural, kineasthetic and read/write, respectively. In terms of the high importance value, it is noted that
the linear model suggests *stylus* for the *kineasthetic* trainee, while the non-linear model suggests the *stylus* for the *read/write* trainee. Hence the prediction by the non-linear model is more intuitive, because the *stylus* device should have a higher correlation with the *read/write* trainee than with the *kineasthetic* trainee. Based on the analysis presented in this section, the non-linear model presents comparable results to those of the linear model. It has highlighted some discrepancies in the linear model. The results also suggest that the non-linear model will be effective for more complex profiles.

The following sections present results of the non-linear model for a number of scenarios.

### 5.2 Numerical results for the non-linear learning model

The non-linear model was tested and the results were analysed using various profiles. The following were taken into consideration:

- A trainee who *cannot* *See*,

![Graph showing cost values for balanced input preference](image)
• A trainee who cannot Hear,

• A trainee who is Fully-able and can understand Sign Language,

• A trainee who has recently (has not learnt to adapt to the disability) acquired disabilities, namely he cannot Hear and he cannot understand Sign Language.

First the non-linear learning model was tested using two disabilities (cannot See and cannot Hear) and the suggested modality values were recorded on four learning styles of the trainee. Next, the suggested model was tested using the Fully-able profile. This profile has been tested to see how the results obtained compare to those of the trainees with disabilities. Finally, a trainee who has recently acquired a disability was considered. This is considered to verify if the set of modalities predicted by the model are realistic.

5.2.1 A trainee who cannot See

The results obtained by the model for a trainee who cannot See are summarised in Figure 5.4. In Figure 5.4, the horizontal axis presents the suggested percentage of importance of modality values, ranging from 0 to 100. The vertical axis presents input and output modalities. The figure depicts the predicted percentage of modality values for four different learning styles, e.g. visual, aural, kineasthetic and read/write. A discussion on four different modalities and their predicted values against four learning styles are presented below.

The first modality chosen was the screen for a blind trainee. Figure 5.4 shows that the screen has a value of 0, for all the four different learning styles. This is realistic because the trainee has no utility for a screen.

The next modality considered was the keyboard. Figure 5.4 shows that the keyboard has a value of 68 for the visual trainee. A reason for this is that this trainee can visualise the keyboard and use this device. The modality keyboard has a value of 33 for both the aural and the kineasthetic learning styles. This means that the kineasthetic and aural trainees prefer other devices (e.g. audio for the aural trainee and vibration for kineasthetic
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The trainee, see Figure 5.4, that are better suited to them instead of the keyboard. Finally, the keyboard has a value of 100 for the read/write trainee. This suggested modality value is a
realistic one for the read/write trainee because the keyboard is a device that is generally preferred by a read/write trainee [1].

The third modality considered was the audio device. This modality has a value of 68 for the visual trainee. Although the profile of this trainee is blind, the trainee can have a visual preference. This can be due to the fact that the content is being described in visual terms i.e. using descriptive adjectives (the trainee is making use of his imagination). On the other hand, audio has an importance value of 33 for both the read/write and kineasthetic trainees. There are other modalities that are better suited for these trainees, e.g. vibration for the kineasthetic trainee and keyboard for the read/write trainee. The audio device has the value of 100 for the aural trainee. An aural trainee prefers using audio because naturally the trainee likes to listen and to speak.

The final modality considered was the vibration device. Figure 5.4 shows that the vibration device has an importance value of 68 against the visual trainee. This is a high value because, although the trainee is blind, he can feel the vibration and imagine accordingly. The vibration device has a value of 33 against both the read/write and aural preferences. These trainees prefer other modalities. The read/write trainee prefers keyboard and the aural trainee prefers audio. The vibration device has a value of 100 against the kineasthetic profile. A kineasthetic trainee prefers a device that requires movement. Hence, the values predicted by the non-linear model for different learning styles against vibration are realistic.

To summarize, Figure 5.4 shows that screen, symbols, video, Sign Language, touch screen, eyetracker and the puff and sip device have importance values of zero for the trainee who cannot See. This is due to the fact that the trainee cannot See the screen, symbols, video, Sign Language and he cannot use the eyetracker. It is noted that text, audio, Braille, text-to-speech, vibration, heat, motion, mouse, touch and feel device, microphone, keyboard and stylus are important modalities for a trainee who cannot See. These modalities make intuitive sense. For instance, a trainee who cannot See can use text that will feed into the text-to-speech device. Audio and braille are also important modalities as they have good
values for all four learning styles.

The predicted modalities with the highest importance values corresponding to the various learning styles are presented below.

The *Braille* device is of high importance for the learning style *visual*. The *visual* trainee prefers a device that he can visualise. Similarly, *text*, *keyboard* and *stylus* are of importance for the learning style *read/write*. The *read/write* trainee prefers the *keyboard* for writing (typing). The *audio* device, *text-to-speech* and *microphone* are important for the learning style *aural*. The *aural* trainee prefers *audio*. The *vibration*, and *touch and feel* device are of high importance for the learning style *kineasthetic*. The *kineasthetic* trainee prefers doing things, thus the *touch and feel* device is preferred. Clearly, learning styles affect the importance values of various modalities. The modalities values suggested by the non-linear model for *blind* trainee are however realistic.

### 5.2.2 A trainee who cannot *Hear*

The non-linear model has been tested using this ability and the results of this study are summarised in Figure 5.5. Once again four modalities have been chosen and analysed using four learning styles (*visual*, *aural*, *read/write*, *kineasthetic*).

In this instance the first modality chosen was the *audio* device. Figure 5.5 shows that *audio* has a value of zero against all learning styles. This is realistic as the *audio* is replaced with other modalities.

The second modality considered was the *screen*. This modality has a value of 100 against the learning style *visual*. This is because a *visual* trainee prefers to see things and visualise accordingly. The modality *screen* has an importance value of 33 against the remaining three learning styles. This indicates that *screen* is preferred less by these trainees. A *read/write* trainee would still use this device (*screen*), for example, view *text* on the screen. An *aural* trainee can still have this device on to look at *Sign Language*. Similarly, a *kineasthetic* trainee can have this device on to look at *Sign Language*. Hence, the predicted values for the learning styles are realistic.
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The third modality chosen was the touch screen device. This modality has an importance value of 100 against the kineesthetic trainee. As mentioned earlier, a kineesthetic
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A trainee likes movement and touching. The modality *touch screen* device has a value of 33 against the remaining three learning styles. This shows that *touch screen* is of less importance to these trainees. For example, a *visual* trainee, who has the *screen* device switched on, may like to use the *touch screen*. The *read/write* trainee may like a virtual keyboard to be presented by the *touch screen*. Finally, the *aural* trainee may consider the *touch screen* as a response mechanism to the input modality *microphone*. For example, the trainee can talk with the *microphone* and use the modality *touch screen* to communicate with the system. The predicted modalities are therefore acceptable.

The final modality considered was the *microphone*. This modality has a value of 100 for the *aural* trainee. This is quite logical because this trainee likes to talk although he cannot hear. The modality *microphone* has a value of 33 against the remaining three learning styles. For example, the *visual* trainee can use this input modality to speak and get a reply on the output modality *screen*. Similarly, the *read/write* trainee can use this device and get a reply via *text*. A *kineasthetic* trainee can also use the device and get a reply via the *touch screen*. Hence all predicted values are realistic.

To summarize, Figure 5.5 shows that *audio*, *Braille*, *text to speech*, *vibrations*, *motion* and the *puff and sip* device all have the importance value of zero. This is due to the fact that the trainee cannot hear the *audio* and he cannot hear the information from the *text to speech* device. *Braille* is of no use, because this trainee, who is not blind, has never learnt to use the *braille* device. It can be seen that the *screen*, *symbols*, *text*, *Sign Language*, *heat*, *mouse*, *touch and feel* device, *microphone*, *keyboard*, *camera*, *stylus*, *eyetracker* and *switch* are important modalities for a *hearing* impaired trainee profile. These modalities make intuitive sense. A *hearing* impaired trainee will use the *screen* with the *keyboard* and *mouse*. The trainee can also use the *microphone* to communicate with and receive replies with the aid of *video* and/or *Sign Language*.

The predicted modalities with the highest importance values corresponding to the various learning styles are presented next.

The modalities *screen*, *video* and *zoomUi* have the highest importance value for the
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learning style *visual*. A *visual* trainee likes to see devices like the screen. Similarly, *text*, *keyboard* and *stylus* have the highest importance for the learning style *read/write*. This trainee likes to write on the *stylus*. The *microphone* has the highest importance value for the learning style *aural*. Since the trainee is *aural*, he likes to talk on the *microphone*. The *vibration* and *touch screen* have the highest importance value for the learning style *kineasthetic*. The trainee likes interaction, thus *vibration* is a device preferred by the *kineasthetic* trainee.

The modalities suggested by our non-linear model for a trainee who *cannot Hear* are realistic justifying the robustness of the non-linear model.

### 5.2.3 A trainee who is fully-able

Next, the non-linear model is tested with a *Fully-able* trainee profile where the trainee understands *Sign Language*.

The results of this study are summarised in Figure 5.6. Once again the relationship of four modalities with four learning styles (*visual*, *aural*, *read/write*, *kineasthetic*) is described.

The first modality considered was the *Braille* device. This device has a value of 0 for all the different learning styles, as shown in Figure 5.6. A reason for this is that the trainee can *See* and does not require the *braille* device. Another reason could be that the trainee does not know how to read the *braille* device.

The second modality, *video*, has an importance value of 100 for the *visual* trainee. Again a *visual* trainee likes to see the content. The modality *video* has an importance value of 33 for the remaining learning styles. Even though this value is low, these trainees can use *video*. The *read/write* trainee can use video where the lecture (content) is displayed in video. An *aural* trainee may like to listen to the *audio* of the *video*. Finally, the *kineasthetic* trainee will prefer watching interactive content in video.

The third modality considered was the *mouse* device. This modality has an importance value of 50 for all the different learning styles. With regard to a *visual* trainee, the *mouse*
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can be used in combination with the *screen* by clicking an icon. Meanwhile, a *read/write* trainee may use this device to highlight *text*, while an *aural* trainee may use this device to
click on a music icon. Finally a kineasthetic trainee may use this device to scroll between the content presented. Therefore, the predicted importance values for this modality are reasonable.

The final modality considered for a Fully-able trainee was the keyboard. This modality has an importance value of 33 for the visual trainee. This trainee can use the keyboard to enter commands, to view content on the screen. The modality keyboard has a value of 100 for a read/write trainee. This is realistic because a keyboard is used for typing. The value of the keyboard is 33 for aural and kineasthetic trainees. The aural trainee can use the keyboard to highlight text and feed it into the text-to-speech device. A kineasthetic trainee can use the keyboard as an interactive device.

To summarize, Figure 5.6 shows that the Braille, vibration, motion and puff and sip devices all have the importance value of zero. This is due to the fact that the trainee does not need these devices, being a Fully-able trainee. It is noted that the trainee cannot use braille as he has no knowledge of it. This trainee can use all other devices. The predicted modalities with the highest importance values corresponding to the various learning styles are now presented.

Screen, video and zoomUi have the highest importance value for the learning style visual. This makes sense because a visual trainee prefers seeing things. Similarly, text, keyboard and the stylus device all have the highest importance value for the learning style read/write. This is true because a read/write trainee prefers reading and writing. Audio, text to speech and the microphone have the highest importance value for the learning style aural. An aural trainee prefers to listen and speak. Finally, the touch screen and touch and feel devices have the highest importance value with regard to the learning style kineasthetic.

The above analysis using the summarised results from Figure 5.6 shows that the non-linear model is realistic as it never predicted unrealistic configuration values.
5.2.4 A trainee who cannot *Hear* but cannot understand *Sign Language*

In the previous subsections the non-linear model was tested on a number of trainee profiles. Here we test the model with a trainee who has recently become disabled, i.e. a trainee who cannot *Hear* and cannot understand *Sign Language*. The results of this study are summarised in Figure 5.7.

Here four different modalities and their predicted values are analyzed against the four learning styles (*visual*, *aural*, *read/write*, *kineasthetic*).

The first modality considered was the *audio* device. This modality has an importance value of 0 for all different learning styles. This is realistic because the trainee cannot *Hear*.

The second modality considered was *Sign Language*. This modality, *Sign Language* has a value of 0 for all the different learning styles, as shown in Figure 5.7. This is a realistic viewpoint because the trainee cannot understand *Sign Language*.

The third modality considered was *text*. This modality has a value of 100 for the *read/write* trainee. This is because this trainee likes to read. *Text* has a value of 33 for the remaining learning styles. A *visual* trainee likes to read the content that is presented in a *visual* manner, while an *aural* trainee may like to read *text* if no other modalities are available. Finally a *kineasthetic* trainee may like to read *text* interactively (e.g. material that offers the reader different options).

Finally, the fourth modality considered was the *screen*. This modality has an importance value of 100 for a *visual* trainee. This is because a *visual* trainee prefers to see things and visualise this accordingly. The *screen* device has a value of 33 for the remaining three learning styles. This indicates that *screen* is preferred less by this trainee. A *read/write* trainee would still have this device on to view *text* for example. An *aural* trainee can still have this device on to look at *Sign Language*. A *kineasthetic* trainee can have this device on so that he can make use of the *touch screen* device.

Notice that the results presented in Figure 5.5, Section 5.2, and Figure 5.7 are gener-
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ated, respectively, for the profile cannot \textit{Hear}, and for the profile cannot \textit{Hear} and cannot understand \textit{Sign Language}.

To summarize, Figure 5.7 shows that screen, symbols, text, heat, mouse, touch and feel device, microphone, keyboard, camera, stylus, eyetracker and switch are important modalities for a hearing impaired trainee profile. \textit{Sign Language} has zero importance, this make intuitive sense, due to the fact that the trainee cannot understand \textit{Sign Language}. Hence, a comparison between Figure 5.5 and Figure 5.7 shows that except \textit{Sign Language} (which has the importance value of zero in Figure 5.7) the other predicted modalities and their values are the same. The model has correctly suggested modalities, thus the model is realistic.

The results presented in this section indicate the value of the non-linear model for various trainee profiles in a state context (see the states energetic, bored, lazy, tired in the next section). The next section presents results for the non-linear model where the trainee profile does not remain static, i.e. feedback from the trainee is simulated.

5.3  Numerical results for the non-linear learning model with feedback

In the previous section, reliable predictions by the non-linear model have been presented. However, time dependency in the preference of the modalities have not been considered. During the trainee’s training period, the suggested modalities may become influenced by time passing. This characteristic can be due to the fact that the trainee gets bored, becomes lazy or gets tired. This can be modeled by providing feedback to the learning model. Figure 5.8 depicts this non-linear feedback mechanism. When a user is suggested a set of modalities, the user may suggest an H value. Thus let H be the happiness of a particular user. The H value is then sent to the trigger mechanism, which evaluates the users performance and places him in a particular state. Four different states are introduced. These are:
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- energetic,
- bored,
- lazy, and
- tired.

Each state has a threshold, i.e. (0,25], (25,50], (50,75] and (75,100] for tired, lazy, bored and energetic respectively. For example, if \( H = 70 \), then the state bored is fed into the neural network. This state brings about a change in the modalities suggested to the user.

![Diagram of Non-linear model with feedback](image)

Figure 5.8: Non-linear model with feedback

The results summarised in Figures 5.4 – 5.7 were based on the energetic trainee. Next numerical studies are carried out to see the effects of the remaining states (bored, lazy and tired) on the results presented in Figures 5.9 – 5.20.
5.3. NUMERICAL RESULTS FOR THE NON-LINEAR LEARNING MODEL WITH FEEDBACK

5.3.1 The bored trainee

A bored trainee who cannot See

The non-linear model with feedback mechanism has been tested and the results obtained for a visually impaired bored trainee are summarised in Figure 5.9. In Figure 5.9 the horizontal axis presents the suggested importance of modalities values, while the vertical axis presents input and output modalities, similar to Section 5.1. Discussions on three different modalities and their predicted values against four learning styles (visual, aural, read/write, kineasthetic) for the bored trainee who cannot See are presented below.

The first modality considered was the screen device. It is important to note that Figure 5.4, see page 47, contains the summarised results obtained by the non-linear model for the trainee ‘who cannot See’. On the other hand, Figure 5.9 presents the summarised results obtained by the non-linear model with feedback mechanism for the same trainee. The only difference is that the state bored is now activated within the non-linear model. As in Figure 5.4, this modality has a value of 0 for all the different learning styles, see Figure 5.9. This is again due to the fact that the trainee cannot See.

The second modality considered was the audio device. Figure 5.9 shows that audio has an importance value of 74 for an aural trainee. The modality audio has an importance value of 0 for the three remaining learning styles. A comparison with Figure 5.4 shows that these importance values are different in Figure 5.9. In Figure 5.4 the modality audio has an importance value of 100. Thus different states bring about a change in the modalities suggested to the trainee, indicating the clear effects of the state bored.

Finally the modality Braille was considered. This modality has a value of 100 for a visual trainee. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.4. Clearly, the integration of the state bored in the model does not affect the trainee’s choice of braille. This is simply because the trainee cannot See. The modality braille has a value of 28 for a read/write trainee. The braille device has an importance value of 27 for an aural trainee. These values are however different in
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Figure 5.9: Importance values for a bored trainee who cannot See

Figure 5.4, indicating the effect of the change of trainees state.

To summarize, Figure 5.9 shows that screen, symbols, video, Sign Language, touch...
screen, eyetracker and the puff and sip device have zero importance value for the visually impaired bored trainee. The values of these modalities are exactly as predicted by the non-linear model without feedback, as presented in Figure 5.4.

The values of microphone in Figure 5.9 are zeroes for learning styles visual, read/write and kineasthetic. However, these values are non-zero in Figure 5.4. This is due to the trainee’s change of state, e.g. from energetic to bored. When a trainee becomes bored the model then considers the trainee’s learning style to suggest the modalities. For example, an aural trainee prefers the microphone, while a trainee with the remaining learning styles does not prefer this modality.

Upon further analysis it is noted that text, audio, Braille, text-to-speech, vibration, heat, motion, mouse, touch and feel device, microphone, keyboard and stylus are important modalities for a visually impaired bored trainee profile. These modalities make intuitive sense. The values of these modalities however different in Figure 5.4 and Figure 5.9. This again, clearly shows the effect of the trainee’s change of state.

A bored trainee who cannot Hear

The non-linear model with feedback mechanism was tested using this ability and the results of this study are summarised in Figure 5.10. Once again, three different modalities and their predicted values are analyzed against the four learning styles (visual, aural, read/write, kineasthetic).

The first modality chosen was the audio device. Results presented in Figure 5.5, see page 50, are obtained by implementing the non-linear model without feedback. The only difference between the results in Figure 5.5 and Figure 5.10 is that the trainee state bored is now activated in producing the results in Figure 5.10. Figure 5.10 shows that the audio device has an importance value of 0 for all the four different learning styles. This is because the trainee cannot Hear.

The second modality, the screen device, has an importance value of 100 against a visual trainee. The screen device has an importance value of 0 for all the remaining learning
Figure 5.10: Importance values for a *bored* trainee who cannot *Hear*

styles. A comparison with Figure [5.5] shows that these importance values are different in Figure [5.10] indicating the clear effects of the state *bored.*
Finally, the modality *Sign Language* was considered. This modality has a value of 36 against the *kineasthetic* trainee. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.5. Clearly, the integration of the state *bored* in the model does not affect the trainee’s choice of *Sign Language*. It is simply because the trainee *cannot Hear*. *Sign Language* has the importance value of 26 for the other learning styles.

To summarize, Figure 5.10 shows that *audio*, *Braille*, *text to speech*, *vibrations*, *motion* and the *puff and sip* device have zero importance value for the *bored* trainee. The values of these modalities are exactly as predicted by the non-linear model without feedback, see Figure 5.5. The values of *screen* in Figure 5.10 are zeroes for learning styles *aural*, *read/write* and *kineasthetic*. However, these values are non-zero in Figure 5.5. This is due to the fact that different states bring about different suggestions of modalities. In Figure 5.5, *screen* and *video* were both suggested to the *visual* trainee. In Figure 5.10, *screen* is suggested first to the trainee. This is due to the trainee’s state *bored*, where the trainee may prefer the *screen* compared to video. Therefore, the non-linear learning model has suggested a more accurate set of modalities in Figure 5.10.

It is noted that the *screen*, *symbols*, *text*, *video*, *Sign Language*, *heat*, *mouse*, *touch and feel* device, *microphone*, *keyboard*, *camera*, *stylus*, *eyetracker* and *switch* are important modalities for a *hearing* impaired trainee profile. These modalities make intuitive sense. The values of these modalities however different in Figure 5.5 and Figure 5.10. This clearly shows the effect of the trainee’s change of state.

A *bored trainee who is Fully-able*

The effect of our model on a *bored* trainee who is *Fully-able* and understands *Sign Language* is now considered. The results of this study are summarised in Figure 5.11. Once again, the relationship of three different modalities with four learning styles (*visual*, *aural*, *read/write*, *kineasthetic*) has been described.

The first modality chosen was the *Braille* device. It is important to note that Fig-
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Figure 5.11: Importance values for a bored Fully-able trainee

Figure 5.6, see page 53, contains the summarised results obtained by the non-linear model for the trainee who cannot use the braille device. On the other hand, Figure 5.11 presents...
the summarised results obtained by the non-linear model with feedback mechanism for the same trainee. The only difference is that the state *bored* is now activated within the non-linear model with feedback. Figure 5.6 and Figure 5.11 predicted the same importance value of zero for *braille* for the *Fully-able* trainee. As before, this is due to the fact that the trainee cannot understand *braille*.

Next, the modality *text-to-speech* is chosen. This modality has a value of 18 for both the *visual* and *read/write* trainee. The *test-to-speech* device has a value of 52 for the *aural* trainee. The modality has a value of 23 for the *kineasthetic* trainee. A comparison with Figure 5.6 shows that these importance values are different, see Figure 5.11 indicating the clear effects of the state *bored*.

To summarize, Figure 5.11 shows that the trainee cannot use *Braille* as he has no knowledge of it. The trainee does not need *vibration*, *motion* and the *puff and sip* device, thus these values are zero. The values of these modalities are exactly as predicted by the non-linear model without feedback, see Figure 5.6. The values of *screen* in Figure 5.11 are zero for learning styles *aural*, *read/write* and *kineasthetic*. However, these values are non-zero in Figure 5.6. In Figure 5.6 keyboard and *stylus* were both suggested to the *read/write* trainee. In Figure 5.11 the *stylus* is suggested first to the trainee. When a trainee is *bored*, he may prefer to use the *stylus* to write on, instead of typing on a *keyboard*. Therefore, the non-linear learning model has suggested a more accurate set of modalities in Figure 5.11.

**A bored trainee who cannot Hear but cannot understand Sign Language**

The effect of the non-linear model on a *bored* trainee who cannot *Hear* and cannot understand *Sign Language* is now considered. The results of this study are summarised in Figure 5.12.

When comparing Figure 5.10, see page 62, and Figure 5.12, we note that the only difference lies in that this trainee cannot use *Sign Language*. The learning styles are identical to Figure 5.10 except for the fact that *Sign Language* has no importance to the
trainee. A comparison between Figure 5.10 and Figure 5.12 shows the exclusion of *Sign Language* (which has the importance value of zero in Figure 5.12) the other predicted modalities and their values are the same (see Figure 5.10 and Figure 5.12).

Clearly, from the results presented on the *bored* trainee, one can infer that the model is realistic.
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Figure 5.12: Importance values for a bored trainee that cannot Hear and cannot understand Sign Language.
5.3.2 The lazy trainee

A lazy trainee who cannot See

The non-linear model with feedback mechanism has been tested and the results obtained for a visually impaired lazy trainee are summarised in Figure 5.13. A discussion about the three different modalities and their predicted values against four learning styles (visual, aural, read/write, kinaesthetic) is presented.

The first modality chosen was the screen device. It is important to note that Figure 5.4, see page 47, contains the summarised results obtained by the non-linear model for the trainee 'who cannot See'. On the other hand, Figure 5.13 presents the summarised results obtained by the non-linear model with feedback mechanism for the same trainee but to include the state lazy. As in Figure 5.4, the screen has a value of 0 for all of the four different learning styles, shown in Figure 5.13. This is again due to the fact that the trainee cannot See.

Second, the modality microphone was chosen. Figure 5.13 shows that this device has a value of 100 for an aural trainee. The microphone device is at 0 for the remaining three learning styles. A comparison with Figure 5.4 shows that these importance values are different. In this case, Figure 5.4 also has a value of 100 for the aural trainee, but has non-zero values for the remaining learning styles, thus indicating the clear effects of the state lazy.

Finally, the modality keyboard was considered. This modality has a value of 100 for the read/write trainee. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.4. Clearly, the integration of the state lazy in the model does not affect the trainee's choice of keyboard. The keyboard has a value of 0 for the remaining learning styles, as in Figure 5.13.

To summarize, Figure 5.13 shows that screen, symbols, video, the Sign Language, touch screen, eyetracker and the puff and sip device have zero importance values for the trainee who cannot See. These values are exactly as predicted by the non-linear model with
feedback, see Figure 5.4.

The values of microphone in Figure 5.13 are zeroes for learning styles visual, read/write.
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and kineasthetic. However, these values are non-zero in Figure 5.4. This is due to the fact that different states bring about different suggestions of modalities. In Figure 5.4 audio and microphone were both suggested to the aural trainee. In Figure 5.13 microphone is suggested first to the trainee. This can happen when the trainee becomes lazy and may want to talk rather than listen. The non-linear learning model has suggested an accurate set of modalities in Figure 5.13.

Upon further analysis, it is noted from Figure 5.13 that text, audio, Braille, text-to-speech, vibration, heat, motion, mouse, touch and feel device, microphone, keyboard and stylus are important modalities for a visually impaired lazy trainee profile. These modalities make intuitive sense. The values of these modalities are however different in Figure 5.4 and Figure 5.13. This clearly shows the effect of the trainee’s change of state.

A lazy trainee who cannot Hear

The non-linear model was tested using this profile and the results of this study are summarised in Figure 5.14. A discussion on three different modalities and their predicted values against four learning styles (visual, aural, read/write, kineasthetic) follow.

The first modality considered was the audio device. It is important to note that Figure 5.5, see page 50, contains the summarised results obtained by the non-linear model for the trainee ‘who cannot Hear’. On the other hand, Figure 5.14 presents the summarised results obtained by the non-linear model with feedback mechanism (due to the state lazy) for the same trainee. This modality has a value of 0 for all the different learning styles. The same value was also suggested by the non-linear model, see Figure 5.5. This is true because the trainee cannot Hear.

Next, the modality video was considered. This modality has a value of 100 for the visual trainee. The modality video has a value of 0 for the remaining learning styles. A comparison with Figure 5.5 shows that these importance values are different in Figure 5.14. In Figure 5.5 the modality video has a value of 100 for the visual trainee, but has importance values of 33 for the remaining learning styles. This indicates the clear
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![Graph showing input and output modalities for a lazy trainee who cannot hear.](image)

Figure 5.14: Importance values for a lazy trainee who cannot hear.
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effects of the state lazy.

Finally, the modality touch and feel device was considered. This device has a value of 18 for the visual trainee, while this device has a value of 14 for the read/write and aural trainees. Finally, for the touch and feel device, has a value of 100 against the learning style kineasthetic. The values of these modalities are different to the values predicted by the non-linear model without feedback, see Figure 5.5 except for the learning style kineasthetic in which both have a value of 100. In Figure 5.5 it is noted that the remaining learning styles have values of 33. This shows a clinical difference.

To summarize, Figure 5.14 shows that audio, Braille, text to speech, vibrations, motion and the puff and sip device have zero importance value for the lazy trainee. The values of these modalities are however different in Figure 5.5 and Figure 5.14. This clearly shows the effect of the trainee’s change of state. The values of video in Figure 5.14 are zero for learning styles aural, read/write and kineasthetic. However, these values are non-zero in Figure 5.5. This is due to the fact that different states bring about different suggestions of modalities. In Figure 5.5 screen and video were both suggested to the visual trainee. In Figure 5.14 video is suggested first to the trainee. When the trainee is feeling lazy, the video may be a preferred method of learning. The non-linear learning model has suggested a more accurate set of modalities in Figure 5.14.

It is clear from Figure 5.14 that the screen, symbols, text, video, the Sign Language, heat, mouse, touch and feel device, microphone, keyboard, camera, stylus, eyetracker and switch are important modalities for a hearing impaired trainee profile. These modalities make intuitive sense.

A lazy trainee who is Fully-able

The effect of our model on a lazy trainee who is Fully-able and can understand Sign Language is considered. The results of this study are summarised in Figure 5.15. The relationship of three different modalities with four learning styles (visual, aural, read/write, kineasthetic) has been described.
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The first modality considered was the *screen* device. Figure 5.15 shows that the *screen* has a value of 70 for the *visual* trainee. These values are however different in Figure 5.6, see page 53, and Figure 5.15. This clearly shows the effect of the trainee’s change of state. While this device has a predicted value of 7 for the *read/write* and *aural* trainees, it has a value of 9 predicted for a *kineesthetic* trainee.

Next, the modality *text* was considered. This modality has a value of 100 against the *read/write* trainee. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.6. Clearly, the integration of the state *lazy* in the model does not affect the trainee’s choice. The modality *text* has a value of 0 for the remaining learning styles. These values are however different in Figure 5.6 and Figure 5.15. This clearly shows the effect of the trainee’s change of state.

Finally, the modality *microphone* was considered. Figure 5.15 shows that this modality has a value of 100 for an *aural* trainee. The *microphone* has a value of 0 for the remaining three learning styles. The value is the same for the *aural* learning style when comparing Figure 5.6 and Figure 5.15 but the values differ for the remaining learning styles. This clearly shows the effect of the trainee’s change of state.

To summarize, Figure 5.15 shows that the trainee cannot use *Braille* as he has no knowledge of it. The modalities *vibration*, *motion* and the *puff and sip* device have zero importance value to the trainee. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.6. Clearly, the integration of the state *lazy* in the model does not affect the trainee’s choice of modalities. The values of *video* in Figure 5.15 are zeroes for learning styles *aural*, *read/write* and *kineesthetic*. However, these values are non-zero in Figure 5.6. This is due to the fact that different states bring about different suggestions of modalities. A different set of modalities are suggested to the trainee depending on the state the trainee is in. Thus each state gives a new suggestion that may aid the trainee. In Figure 5.6, *screen*, *video* and *zoomUi* were suggested to the *visual* trainee. On the other hand, in Figure 5.15, *video* is suggested first to the trainee. This is due to the trainee’s state *lazy*, where the trainee may prefer to watch *video*. 
Therefore, the non-linear learning model has suggested a more accurate set of modalities in Figure 5.15. This clearly shows the effects of the state lazy.
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A **lazy trainee who cannot Hear but cannot understand Sign Language**

The effect of the model on a lazy trainee who cannot Hear and cannot understand sign is now presented. The results of this study are summarised in Figure 5.16.

By inspecting Figure 5.16 it is noted that it is similar to Figure 5.14, see page 71, as mentioned earlier (except *Sign Language* is excluded in Figure 5.16). The modality *Sign Language* is disabled (zero) in Figure 5.16 because the trainee cannot understand *Sign Language*. 
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Figure 5.16: Importance values for a lazy trainee who cannot Hear and cannot understand Sign Language
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5.3.3 The tired trainee

A tired trainee who cannot See

The non-linear model with feedback mechanism has been tested and the results obtained for a visually impaired tired trainee are summarised in Figure 5.17. A discussion on two different modalities and their predicted values against four learning styles (visual, aural, read/write, kineasthetic) are presented below.

The first modality considered was the screen device. It is important to note that Figure 5.4, see page 47, contains the summarised results obtained by the non-linear model for the trainee ‘who cannot See’. On the other hand, Figure 5.17 presents the summarised results obtained by the non-linear model with feedback mechanism for the same trainee. The only difference is that the state tired is now activated within the non-linear model with feedback. As in other trainee who cannot See, Figure 5.17 shows that the screen has a predicted value of 0 for all the learning styles. The trainee cannot See and thus does not need the device.

Finally, the modality text-to-speech was considered. This modality has a value of 67 against the visual trainee, who can listen to the content in a visual manner. The modality has a value of 33 for a read/write trainee. The device has a value of 71 against an aural trainee. Finally, this device has a value of 19 against a kineasthetic trainee. Once again, the values of these modalities differ in Figure 5.4 and Figure 5.17. This clearly shows the effect of the trainee’s change of state.

To summarize, Figure 5.17 shows that screen, symbols, video, the Sign Language, touch screen, eyetracker and the puff and sip device have zero importance for the trainee who cannot See. The values of vibration in Figure 5.17 are zero for learning styles visual, aural and read/write. However, these values are non-zero in Figure 5.4. This is due to the fact that the trainee’s state is altered in Figure 5.17, e.g. from energetic to the tired state. However, both Figure 5.4 and Figure 5.17 have predicted the value of vibration for the kineasthetic learning style.
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It is noted from Figure 5.17 that text, Braille, text-to-speech, vibration, heat, motion, mouse, touch and feel device, microphone, keyboard and stylus are important modalities.
for a trainee who cannot *see* profile. These modalities make intuitive sense. These values are however different in Figure 5.4 and Figure 5.17. This clearly shows the effect of the trainee's change of state.

A *tired* trainee who cannot *hear*

The non-linear model has been tested using the profile of a *tired* trainee who cannot *hear*. The results of this study are summarised in Figure 5.18. We now discuss two different modalities and their predicted values against four learning styles (*visual*, *aural*, *read/write*, *kineasthetic*).

The first modality *audio* was considered. The difference between Figure 5.5, see page 50, and Figure 5.18 is that the state *tired* is now considered within the non-linear model with feedback. This modality has a value of 0 against all the different learning styles. This is sensible as a *deaf* trainee cannot *hear*.

The second modality considered was *zoomUI*. This modality has a value of 100 against the *visual* trainee. The *zoomUI* modality has a value of 0 against the remaining learning styles. The results of this modality are the same in Figure 5.5 and Figure 5.18 for the learning style *visual*. The results are different for the remaining learning styles, when Figure 5.5 and Figure 5.18 are compared. The values in Figure 5.5 are 33 for the modality zoomui, while they are 0 in Figure 5.18. This clearly shows the effect of the trainee's change of state.

To summarize, Figure 5.18 shows that *audio*, *Braille*, *text to speech*, *vibrations*, *motion* and the *puff and sip* device have zero importance value for the *tired* trainee. The values of these modalities differ in Figure 5.5 and Figure 5.18. This clearly shows the effect of the trainee's change of state. The values of *text* in Figure 5.18 are zero for learning styles *visual*, *aural* and *kineasthetic*. However, these values are non-zero in Figure 5.5. It is noted that different states bring about different suggestions of modalities to the trainee. In this instance, the trainee may prefer *text* to the *keyboard*. Since the user is *tired*, he may prefer to read, rather than type. The non-linear learning model has suggested a more
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Figure 5.18: Importance values for a tired trainee who cannot Hear

accurate set of modalities in Figure 5.18 for the tired trainee.

It is noted from Figure 5.18 that the screen, symbols, text, video, the Sign Language,
heat, mouse, touch and feel device, microphone, keyboard, camera, stylus, eyetracker and switch are important modalities for a hearing impaired trainee profile. These modalities make intuitive sense. The values of these modalities are different in Figure 5.5 and Figure 5.18. This clearly shows the effect of the trainee’s change of state.

A tired trainee who is Fully-able

The effect of the model on a tired trainee who is Fully-able and can understand Sign Language is considered. The results of this study are summarised in Figure 5.19. Two different modalities and their predicted values against four learning styles (visual, aural, read/write, kineasthetic) are presented below.

The first modality considered was the Braille device. This modality has a value of 0 for all the different learning styles. When comparing Figure 5.6, see page 53, and Figure 5.19, the values of these modalities are exactly as predicted by the non-linear model without feedback, see Figure 5.6.

Finally, the eyetracker device was considered. This modality has a value of 31 against the visual trainee. The eyetracker has a value of 10 against the read/write trainee. The eyetracker device has a value of 36 against the aural trainee. Finally, the eyetracker device has a value of 100 against the kineasthetic trainee. By inspecting Figure 5.6 and Figure 5.19, one can see that the values of the modality eyetracker are different. In Figure 5.6 one finds that eyetracker has a value of 50 for the four learning styles. This clearly shows the effect of the trainee’s change of state.

To summarize, Figure 5.19 shows that the trainee cannot use Braille as he has no knowledge of it. The modalities vibration, motion and the puff and sip device are of zero importance. This is exactly the same value predicted by the non-linear model without feedback in Figure 5.6. Clearly, the integration of the state tired in the model does not affect the trainee’s choice of modalities. The values of zoomUi in Figure 5.19 are zero for learning styles aural, read/write and kineasthetic. However, these values are non-zero in Figure 5.6. One can clearly note that different states bring about different suggestions of
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Figure 5.19: Importance values for a tired Fully-able trainee

modalities. In Figure 5.6, screen, video and zoomUi were suggested to the visual trainee. In Figure 5.19, zoomUi is suggested first to the trainee. This is due to the trainee’s state
tired, where the trainee may prefer the zoomUi. Therefore, the non-linear learning model has suggested a more accurate set of modalities in Figure 5.19. This clearly shows the effects of the state tired.

A tired trainee who cannot Hear but cannot understand Sign Language

The effect of our model on a tired trainee who cannot Hear and cannot understand sign is considered. The results of this study are summarised in Figure 5.20.

Once again, when analyzing Figure 5.20 it is noted that it is similar to Figure 5.18, see page 80, as mentioned earlier (a similar argument was described about Sign Language in Figure 5.12, see page 67). Thus in Figure 5.20, Sign Language is zero, otherwise the remaining results are identical to the results in Figure 5.18.

5.4 Trainee profile and change of state

This section studies the effect of different states against the modalities suggested for a given trainee profile. Thus the effect of how the different states affect a trainee is shown. Only the modalities with the highest importance value are considered. The results are taken from the preceding section.

5.4.1 List of abbreviations

For simplicity sake, the following abbreviations are applied to Tables 5.1 – 5.4.

- IV = Importance Value
- SL = Sign Language
- TTS = text-to-speech
- TF = touch and feel
- TS = touch screen
Figure 5.20: Importance values for a tired trainee who cannot Hear and cannot understand Sign Language
5.4.2 The visual learning style

Table 5.1 summarizes the modalities for various states for the learning style visual. In Table 5.1 the first column presents the trainee’s state and the second column presents the trainee profile. The third column presents the modalities and the fourth column presents the importance value of the modalities, respectively. Table 5.1 shows that for the learning style visual, the suggested modalities are different for different states. For example, consider the trainee profile ‘cannot Hear’. When the trainee is energetic, the modalities screen, video and zoomUi are suggested to the trainee. When the trainee becomes bored, the model now suggests the modality screen only. If the trainee falls into the state of laziness, the model suggests the modality video. When the trainee’s state is tired, the modality zoomUi is suggested. One can see that a change of states brings about the change in modalities. One can intuitively note that when the change from bored to lazy occurred, the modality screen is replaced with video. A reason for this can be that a trainee prefers watching video when the trainee is lazy.

5.4.3 The read/write learning style

Table 5.2 summarizes the various modalities for the different states for the read/write learning style.

Consider the fully-able trainee profile. In the energetic state, the modalities text, keyboard and stylus are suggested. During the bored state the suggested modality is the stylus, while in the lazy state, the modalities text and keyboard are suggested. If the trainee becomes tired, text is suggested. If the change of state from lazy to tired is observed, text and keyboard becomes text. The intuitive reasoning behind this, is that the trainee now prefers to read text rather than to type on a keyboard.
Table 5.1: List of modalities for the *visual* learning style

<table>
<thead>
<tr>
<th>State</th>
<th>Trainee Profile</th>
<th>Modalities</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>energetic</td>
<td>cannot See</td>
<td>Braille</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>screen, video, zoomUi</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>screen, video, zoomUi</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>screen, video, zoomUi</td>
<td>100</td>
</tr>
<tr>
<td>bored</td>
<td>cannot See</td>
<td>Braille</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>screen</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>screen</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>screen</td>
<td>100</td>
</tr>
<tr>
<td>lazy</td>
<td>cannot See</td>
<td>heat</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>video</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>video</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>video</td>
<td>100</td>
</tr>
<tr>
<td>tired</td>
<td>cannot See</td>
<td>Braille, heat, switch</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>zoomUi</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>zoomUi</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>zoomUi</td>
<td>100</td>
</tr>
</tbody>
</table>

### 5.4.4 The *aural* learning style

Table 5.3 summarizes the various modalities for the different states for the *aural* learning style. Table 5.3 shows that for the learning style *aural*, the modalities suggested are different for various states.

For example, consider a trainee who *cannot See*. When the trainee is *energetic*, the modalities *audio*, *text-to-speech* and *microphone* are suggested. If the trainee’s state changes to *bored*, the modality *microphone* is suggested. When the state becomes *lazy*, the *microphone* is still the modality suggested, while if the trainee becomes *tired*, the modality *audio* is suggested. Consider the state change from *bored* to *lazy*, the modality
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Table 5.2: List of modalities for the *read/write* learning style

<table>
<thead>
<tr>
<th>State</th>
<th>Trainee Profile</th>
<th>Modalities</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>energetic</td>
<td>cannot See</td>
<td>text, keyboard, stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>text, keyboard, stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>text, keyboard, stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>text, keyboard, stylus</td>
<td>100</td>
</tr>
<tr>
<td>bored</td>
<td>cannot See</td>
<td>stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>stylus</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>stylus</td>
<td>100</td>
</tr>
<tr>
<td>lazy</td>
<td>cannot See</td>
<td>text, keyboard</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>text, keyboard</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>text, keyboard</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>text, keyboard</td>
<td>100</td>
</tr>
<tr>
<td>tired</td>
<td>cannot See</td>
<td>text</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>text</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>text</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>text</td>
<td>100</td>
</tr>
</tbody>
</table>

*microphone* is replaced with the modality *audio*. This could occur because the trainee prefers *audio* when *tired* compared to talking using the *microphone*.

#### 5.4.5 The *kineasthetic* learning style

Table 5.4 summarizes the various modalities for the different states for the *kineasthetic* learning style and analyses the modalities suggested for these states. Consider the trainee profile of a trainee that *cannot, Hear* and use *Sign Language*. During the *energetic* state, the trainee’s suggested modalities are *vibration* and the *touch screen* device. In the *bored* state, the suggested modality is the *touch screen*, while in the *lazy* state, the suggested
Table 5.3: List of modalities for the *aural* learning style

<table>
<thead>
<tr>
<th>State</th>
<th>Trainee Profile</th>
<th>Modalities</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>energetic</em></td>
<td>cannot See</td>
<td>audio, TTS, microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>audio, TTS, microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td><em>bored</em></td>
<td>cannot See</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td><em>lazy</em></td>
<td>cannot See</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>microphone</td>
<td>100</td>
</tr>
<tr>
<td><em>tired</em></td>
<td>cannot See</td>
<td>audio</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot Hear</td>
<td>heat, camera, SL</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able with SL</td>
<td>audio</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>cannot, Hear and use SL</td>
<td>heat, camera</td>
<td>100</td>
</tr>
</tbody>
</table>

Modality is the *touch and feel* device. If the trainee’s state falls under the category *tired*, the suggested modalities are *symbols*, *heat* and the *mouse*. When the trainee’s change of state occurs, for example, from *energetic* to *lazy*, the suggested modalities change from the *touch screen* and *vibration* to the *touch and feel* device. A reason for this is that the kineasthetic trainee may prefer a *touch and feel* device (joystick) in the *lazy* state as compared to touching a screen.
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Table 5.4: List of modalities for the *kineasthetic* learning style

<table>
<thead>
<tr>
<th>State</th>
<th>Trainee Profile</th>
<th>Modalities</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>energetic</td>
<td>cannot <em>See</em></td>
<td>vibration and TF</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em> <em>Hear</em></td>
<td>vibration and TS</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able</td>
<td>TS and TF</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em>, <em>Hear</em> and use SL</td>
<td>vibration and TS</td>
<td>100</td>
</tr>
<tr>
<td>bored</td>
<td>cannot <em>See</em></td>
<td>vibration</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em> <em>Hear</em></td>
<td>TS</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able</td>
<td>TS</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em>, <em>Hear</em> and use SL</td>
<td>TS</td>
<td>100</td>
</tr>
<tr>
<td>lazy</td>
<td>cannot <em>See</em></td>
<td>TF</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em> <em>Hear</em></td>
<td>TF</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able</td>
<td>TF</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em>, <em>Hear</em> and use SL</td>
<td>TF</td>
<td>100</td>
</tr>
<tr>
<td>tired</td>
<td>cannot <em>See</em></td>
<td>vibration</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em> <em>Hear</em></td>
<td>symbols, SL, heat, camera</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Fully-able</td>
<td>symbols, SL, heat, mouse</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td><em>cannot</em>, <em>Hear</em> and use SL</td>
<td>symbols, heat, mouse</td>
<td>100</td>
</tr>
</tbody>
</table>

5.4.6 Conclusion

In this chapter, the linear model was compared to the non-linear model. Both models were shown to be compatible in certain aspects, i.e. both models suggested the same modality most of the time. The non-linear model identified discrepancies in the linear model, for example the linear model suggested the *stylus* for the *kineasthetic* trainee, while the non-linear model suggested the *stylus* for the *read/write* trainee. Thus the non-linear model corrected these discrepancies by identifying the accurate modalities.

Over time, a trainee may require a different set of modalities due to him being *bored*, *tired* or *lazy*. A feedback mechanism is necessary to tackle this change in state. The
non-linear model with feedback found that at different states, different modalities are suggested, an indication that this model can be applied to more complex scenarios making it an alternative model. Chapter 6 presents a conclusion to the model-based optimisation for enhanced training of individuals based on abilities, learning styles and preferences.
Chapter 6

Conclusion

The aim of the research carried out in this thesis was to enhance and broaden the scope of individual training based on abilities, learning styles and the trainee’s preferences. To achieve this a set of modalities and learning preferences was used. A relationship between these sets with the trainee profile was identified. This relationship was established through the use of ANN. The model obtained was non-linear and thus an extension of the previously suggested linear model.

Results obtained by both the linear model and non-linear model were compared. For a base-line trainee profile, both the systems predicted comparable results. However, for a number of test cases, the linear model suggested inaccurate results whereas the non-linear model suggested more adequate results. For example, the linear model suggested the *stylus* as a modality for the *kineasthetic* trainee. However, the non-linear model correctly suggested the *stylus* modality for the *read/write* trainee. Hence the usefulness of the non-linear model was identified and confirmed. The model presented in thesis can be used as an alternative to the model in the literature.

An important aspect of this research was that the non-linear model is further extended to include time dependency in suggesting the modalities. When an individual gets training, there may be a change of his preferred modalities over time. This scenario has to date not been addressed in the literature. The model suggested can thus handle this time
dependency. This model was also tested using a number of profiles, for example, ‘cannot See’, ‘cannot Hear’, ‘fully-able’ and ‘cannot Hear and cannot use Sign Language’. The results obtained were realistic. This shows that the model can be implemented practically.

The research presented in this thesis adds value to the AbTi research project. In addition it has provided a novel way of mapping a user’s profile to modalities. In this context, the approach followed and the subsequent results obtained have successfully addressed the challenge as laid out in the problem statement.

Future research can be carried out in a number of directions. For example, the model can be augmented using different theories from the field of psychology. The use of clustering within the model can be looked into for efficient implementation. The non-linear model was developed using ANN through the generation of artificial data. This model can be trained using real test cases, i.e., by linking the user profile with modalities. This is a first attempt to use a non-linear model (with feedback) for training of individuals. Thus the model gives results that can be interpreted in more than one way. This thesis has investigated and presented the problem and solution in one manner. Thus future work should investigate these results more thoroughly.

This thesis showed that HCI and user training can be improved utilising a non-linear mapping between computing modalities and a user profile to dynamically and in an ongoing fashion adapt interaction mechanisms.
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